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Abstract

We discuss three topic concerning the representations of solvable linear groups. First,

we give a positive answer to a question of I. M. Isaacs about the characters of finite algebra

groups. To answer Isaacs’ question we prove a new identity for the commutators in finite

algebra groups. To confirm this identity we use Lie theoretic methods. Then we generalise

Isaacs’ question to the unit group of a DN-algebra by using ordinary character theory.

Next, we examine a natural generalisation of a conjecture of G. Higman about the

number of conjugacy classes in the group of upper unitriangular matrices Un(q). We prove

that the analogue of Higman’s conjecture does not hold to the so-called partition subgroups

of Un(q) by using linear algebra and a few algebraic geometry.

Finally, we give a partly constructive proof to the widely asked conjecture that if

G ≤ GL(V ) is a solvable linear group such that (|G|, |V |) = 1, then there exist x, y ∈ V

such that only the identity element of G fixes both x and y. To find such a pair of vectors we

use tools from the theory of permutation groups, some linear algebra, some representation

theory of finite gorups and a nice description of maximal solvable primitive linear groups.
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Chapter 1

Introduction

One of the most effective tools for investigating a group is to study the linear representa-

tions of the group. If G is a group, and K is a field, then a K-representation of G is a

group homomorphism into the matrix group GL(n,K). In the following, we restrict our

attention to finite groups and to their ordinary representations, that is, we assume that

the characteristic of K does not divide the order of G. By Maschke’s theorem, we know

that every representation of the group is just the sum of irreducible ones, so it is enough

to investigate the irreducible representations of the given group.

If the representation G → GL(n,K) is faithful, that is, its kernel is trivial, then G

can be viewed as a subgroup of the general linear group. Such groups are called linear

groups. Of course, every abstract group can be represented as a linear group by taking its

regular action on the group algebra KG. In this thesis we examine that for a given linear

group G ≤ GL(n,K) ' GL(V ), what can be said about its action on V , about its other

representations, maybe over a different field, etc.

If X : G → GL(n,C) is a representation of the finite group G, then its character is

defined as χ(g) = Tr(X(g)). It is known that the character of a representation defines the

representation itself, so usually it is enough to search for characters of a group, not for the

more complicated representations.

1
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One effective way is to find characters (or representations) of a given group is the tool

of induction. Starting from a subgroup H ≤ G and a character φ of H, one can construct

a character φG of G. A character χ of G is said to be monomial if there exist a subgroup

H ≤ G and a linear (i.e. one-dimensional) character λ of H such that χ = λG. A group is

said to be an M -group if all of its irreducible characters are monomial. It is known that

every M -group is solvable and every supersolvable (specifically, every nilpotent) group is

an M -group.

In Chapter 2 we investigate the characters of finite algebra groups defined by I. M.

Isaacs [15]. Let K be a finite field of order q and of characteristic p. If A is a finite

dimensional associative algebra over K with Jacobson radical J(A), then 1+J(A) is called

a K-algebra group. Such a group is a p-group, so it is also an M -group. Therefore, if χ

is an irreducible character of 1 + J(A), then there is a subgroup H and a linear character

λ of H such that λ1+J(A) = χ. We prove that H can be chosen in a more specific way:

The main result of Chapter 2 is that every irreducible character of an algebra group is

induced from a linear character of some algebra subgroup, that is, a subgroup of the form

1 + U , where U is a subalgebra of J . To prove this, we found a new commutator identity

in algebra groups. In the proof of this identity we use mainly Lie theoretic methods.

In Chapter 3 we examine a similar question as we did in Chapter 2 but to another class

of groups, to the unit group of DN-algebras. By the definition of B. Szegedy [26], if A is a

finite dimensional algebra over the field K, then A is called a DN-algebra if the nilpotent

elements in A form an ideal of A (this ideal is just the Jacobson radical of A) and A/J(A)

is isomorphic to a direct sum of copies of K. Szegedy proved in his paper that the unit

group of a DN-algebra is always an M-group. Like we did for algebra groups, we show that

if A is a DN-algebra with unit group U(A) and χ is an irreducible character of U(A), then

there is a subalgebra B ≤ A and a linear character λ of U(B) such that λU(A) = χ.

A very good example for algebra groups is the group of upper unitriangular matrices

Un(q) ≤ GL(n, q). If one would like to describe the irreducible characters of a group,

2
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maybe the first question is, how many characters the group has. It is well-known that the

number of complex irreducible characters is equal to the number of conjugacy classes of

the group. Concerning the number of conjugacy classes of Un(q), there is the following

long-standing conjecture: Let n be fixed, and let k(Un(q)) denote the number of conjugacy

classes of Un(q). Then there exists a polynomial f(x) ∈ Z[x] such that for all prime powers

q we have k(Un(q)) = f(q). In Chapter 4 we generalize this conjecture to the so-called

partition subgroups of Un(q). We confirm the analogous conjecture to normal partition

subgroups of nilpotency class two. On the other hand, more interestingly, we prove that

there are partition subgroups for which this generalized conjecture does not hold.

The last chapter is about the base problem for coprime solvable linear groups. Let V

be a finite vector space, and let G ≤ GL(V ) be a linear group acting naturally on V . If we

forget the structure on V , then we can think of G as merely a group of permutations acting

on the set V . A base for a permutation group G ≤ Sym(V ) is a subset of V such that

only the identity element of G fixes every element of this subset. For both theoretical and

computational reasons it is useful to find small bases for permutation groups. It was asked

by I. M. Isaacs that for coprime solvable linear groups G ≤ GL(V ) whether there exists a

base for G of size two, that is, two vectors x, y ∈ V , such that if g ∈ G fixes both x and y

then g = 1. In a joint work with K. Podoski [12] we proved the existence of such vectors

in the case when the characteristic of the ground field is not equal to 2. As the other cases

were already proved by A. Moreto, T. R. Wolf [20], and S. Dolfi [4], this answers Isaacs’

question.

3
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Chapter 2

Commutators and characters of finite

algebra groups

The material of this chapter is based on [9]. Let A be a finite Fq-algebra with identity,

where Fq is a finite field of characteristic p. Let J = J(A) be the Jacobson radical of A.

Then the group 1 + J is called an Fq-algebra group. The subgroups of an algebra group

which are of the form 1+U , where U ≤ J is a subalgebra of J are called algebra subgroups.

If A is a finite dimensional algebra, then J(A) is a nilpotent algebra, so 1 + J(A) is a

nilpotent subgroup of the group of units of A. If J is a finite dimensional nilpotent algebra

then we can define an algebra A = Fq ·1+J such that J = J(A). So the algebra groups are

exactly the groups 1 + J associated to the finite nilpotent algebras J with multiplication

defined by (1 + j1) · (1 + j2) := 1 + j1 + j2 + j1j2. Concerning the characters of such groups,

the following theorem was proved by I. M. Isaacs.

Theorem 2.1. (Isaacs [15, Theorem A]) Let G be an Fq-algebra group. Then all irreducible

complex characters of G have q-power degree.

If G is an Fq-algebra group, then G is a finite p-group, hence it is an M -group, that is,

any irreducible character of G is induced from a linear character of some subgroup of G.

4
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Isaacs’ theorem says that such a subgroup must have q-power index. The next theorem

states that one can choose this subgroup in a more specific way.

Theorem 2.2. Let G be an Fq-algebra group and χ ∈ Irr(G). Then there exist an Fq-

algebra subgroup H ≤ G and a linear character λ of H such that χ = λG.

This result appears as a question in the paper of Isaacs and it was proved by Carlos A.

M. André in [1] for the case Jp = 0, where p = char Fq. We note that Theorem A, Corollary

B and Theorem C in [15] are immediate consequences of our Theorem 2.2. However, our

proof of Theorem 2.2 uses Isaacs’ theorem. Recently, M. Boyarchenko [2] gave a new proof,

which does not use Isaacs’ theorem any longer. To prove the theorem, we use induction on

|G|. The key of the induction step is the following result, which is interesting in its own:

Theorem 2.3. Let G = 1 + J be an Fq-algebra group and ϕ ∈ Irr(1 + J2). If ϕ is a

G-invariant character, then ϕ is linear.

Exchanging 1 +J2 for G′ in the above theorem, we get that any irreducible G-invariant

character of G′ is linear, a similar statement that holds for any finite nilpotent group. In

the proof of this similar statement the central series

G = γ1 ≥ G′ = γ2 ≥ . . . γk = 1

and the identity [γm, γn] ≤ [γ1, γm+n−1] = γm+n play a significant role. To prove Theorem

2.3 we use the central series

G = 1 + J ≥ 1 + J2 ≥ . . . ≥ 1 + Jk = 1.

We have found the following identity for the commutators of the elements of this central

series.

Theorem 2.4. Let J be an arbitrary nilpotent ring and let 1 + J be the group associated

to J . Then for all m,n ∈ N:

[1 + Jm, 1 + Jn] ⊆ [1 + J, 1 + Jm+n−1]. (2.1)

5
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In the following, we prove this identity in section 2.1. Then, we use this identity in

section 2.2 to prove Theorems 2.3 and 2.2.

2.1 Commutators in algebra groups

The main purpose of this section is to prove Theorem 2.4. First we show an easy lemma:

Lemma 2.5. If [1 + Ak, 1 + Al] ⊆ [1 + A, 1 + Ak+l−1] for a nilpotent ring A, then

[1 +Bk, 1 +Bl] ⊆ [1 +B, 1 +Bk+l−1] for every quotient ring B of A.

Proof. Let ϕ : A → B denote the natural ring homomorphism from A to B. Then

we can extend this homomorphism to a group homomorphism ϕ : 1 + A → 1 + B by the

rule ϕ(1 + a) := 1 + ϕ(a). It is clear that ϕ(1 + Ak) = 1 + Bk for all k and ϕ([H,K]) =

[ϕ(H), ϕ(K)] for all subgroups H,K of 1 + A. The assertion follows. �

In the following let R = Q or Z and denote by FR(X) the free algebra over R generated

by the set X and by FR(n,X) the free nilpotent algebra over R with nilpotency class n

generated by the set X. Then FR(n,X) ' FR(X)/FR(X)n. This means that FR(n,X) is

the algebra of polynomials with noncommuting indeterminates in the set X subject to the

relations that any product of n elements is zero. It is clear that every nilpotent ring is a

quotient of FZ(n,X) for some n and X, so by Lemma 2.5, in order to prove Theorem 2.4

it is enough to show formula (2.1) for the free nilpotent algebras over Z.

To the examination of commutators in 1 + J it is worth rephrasing the problem to Lie

commutators of the Lie algebra J , as in general it is much easier to handle Lie commutators

than group commutators. To achieve this, the exponential map will be useful.

If J is a nilpotent algebra over the field R such that either charR = 0 or charR = p and

xp = 0 for all x ∈ J then one can define the map exp : J → 1 + J and the inverse of this

6
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map ln : 1 + J → J by the usual power series:

exp(x) = 1 + x+
x2

2
+ · · ·+ xk

k!
+ · · · ,

ln(1 + x) = x− x2

2
+ · · ·+ (−1)k+1x

k

k
+ · · · .

The Campbell–Hausdorff formula says that for all a, b ∈ J :

exp(a) exp(b) = exp
(
a+ b+ z(a, b)

)
(2.2)

where z(a, b) is a rational linear combination of iterated Lie commutators of a and b of

weight ≥ 2. This formula can be found for example in [17, pp. 170–174] and it holds if

either charR = 0 or charR = p and Jp = 0. The following connection between group

commutators and Lie commutators can be found in [18, Lemma 9.15]:

[exp a, exp b] = exp([a, b] + w(a, b)) for all a, b ∈ J. (2.3)

In the above equation w(a, b) is a rational linear combination of iterated Lie commutators

of a, b of weight ≥ 3.

Unfortunately, the exponential map cannot be used to algebras over Z. However,

FQ(n,X) = Q · FZ(n,X), hence results to Q-algebras will be useful in the examination of

Z-algebras. Therefore, we first assume that J is a nilpotent Q-algebra.

In the following, it will be more useful to find connections between subgroups and Lie

subalgebras, than between elements. The next lemma shows such a connection.

Lemma 2.6. Let J be a nilpotent algebra over Q. Then the exponential map establishes

a bijection between Jk and 1 + Jk for all k. Furthermore, it is a bijection between the Lie

commutator [Jk, J l] and the group commutator [1 + Jk, 1 + J l] for all k, l.

Proof. The first part of the Lemma is obvious. Using formula (2.2) and the fact that

[Jk, J l] is a Lie subalgebra of J it follows that exp [Jk, J l] is a subgroup in 1 + J . Let

x ∈ Jk and y ∈ J l. Then [expx, exp y] ∈ exp [Jk, J l] by formula (2.3). It is clear that the

7
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set {[expx, exp y]] |x ∈ Jk, y ∈ J l} generates the subgroup [1 + Jk, 1 + J l]. The inclusion

[1 + Jk, 1 + J l] ⊆ exp [Jk, J l] is clear from this.

To see that exp(u) ∈ [1 + Jk, 1 + J l] for any u ∈ [Jk, J l] we assume k ≥ l and we use

reverse induction on k. The statement is obvious if Jk = 0. Let u =
∑n

i=1[ui, vi], where

ui ∈ Jk and vi ∈ J l. Using equations (2.2) and (2.3) we get

exp(u)
( n∏
i=1

[exp(ui), exp(vi)]
)−1

= exp(u)
1∏
i=n

exp(−[ui, vi]− w(ui, vi)) = exp(w),

where each w(ui, vi), so also w, is a rational linear combination of commutators in the

elements ui, vi of weight ≥ 3. Thus w ∈ [Jk+l, J l] and exp(w) ∈ [1 + Jk+l, 1 + J l] ⊆

[1 + Jk, 1 + J l] by reverse induction on k. Therefore, exp(u) ∈ [1 + Jk, 1 + J l] and we are

done. �

In fact, if J is a nilpotent algebra over Q then equation (2.1) follows easily from this

last lemma, since the inclusion [Jk, J l] ⊆ [J, Jk+l−1] can easily be proved. However, to

prove equation (2.1) in general, we first prove an other equation to free nilpotent algebras

first over Q and then over Z.

Lemma 2.7. If J = FQ(n,X) is a free nilpotent algebra over Q then for all k ≥ 2:

[1 + J, 1 + J ] ∩ (1 + Jk) = [1 + J, 1 + Jk−1]. (2.4)

Proof. Applying the ln map to (2.4) and using Lemma 2.6 we get the equation

[J, J ] ∩ Jk = [J, Jk−1] (2.5)

is equivalent to equation (2.4). For all i < n let X i = {u1u2 · · ·ui | uj ∈ X, 1 ≤ j ≤ i}.

Then B =
⋃n−1
i=1 X

i is a basis of J . Using that the Lie bracket is a bilinear function and X

is a free generator set, it follows that [J, J ] ∩ Jk can be generated (as a vector space) by

the set

Y =
{

[a, b] | a ∈ X l, b ∈ Xm, l +m ≥ k
}

8
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Let a = x1x2 · · ·xl ∈ X l and b = y1y2 · · · ym ∈ Xm such that l +m ≥ k. Then

[a, b] = x1 · · ·xly1 · · · ym − y1 · · · ymx1 · · · xl

= x1 · x2 · · ·xly1 · · · ym − x2 · · ·xly1 · · · ym · x1

+ x2 · x3 · · · xly1 · · · ymx1 − x3 · · ·xly1 · · · ymx1 · x2 + · · · ∈ [J, Jk−1].

Therefore Y ⊆ [J, Jk−1] and [J, J ] ∩ Jk ⊆ [J, Jk−1]. It is clear that [J, J ] ∩ Jk ⊇ [J, Jk−1],

so the proof is complete. �

Remark. If J is any nilpotent algebra then equation (2.5) is not true in general. P. P. Pálfy

showed me the following example: Let J ≤ M4(Q) be the algebra of strictly upper trian-

gular matrices with equal elements next to the main diagonal. Then

J =


0 a ∗ ∗
0 0 a ∗
0 0 0 a

0 0 0 0

 , J2 =


0 0 b ∗
0 0 0 b

0 0 0 0

0 0 0 0

 , J3 = [J, J ] =


0 0 0 c

0 0 0 0

0 0 0 0

0 0 0 0

 .

In this case [J, J ] ∩ J3 = J3 6= 0 but [J, J2] = 0.

Up till now we have worked with rational nilpotent algebras. Now we consider free nilpotent

rings over Z. Our next purpose is to prove (2.4) for such rings. First we prove an easy

lemma.

Lemma 2.8. Let V be a vector space over Q and let B ⊆ V be a basis of V . For any

subset Y we denote by 〈Y 〉Z the set of all linear combinations of elements from Y with

integer coefficients. If Y ⊆ {a− b | a, b ∈ B}, then 〈Y 〉Q ∩ 〈B〉Z = 〈Y 〉Z.

Proof. Let z =
∑m

i=1 αiyi ∈ 〈Y 〉Q ∩ 〈B〉Z be such that {y1, y2, . . . , ym} ⊆ Y is linearly

independent, and each αi ∈ Q is nonzero. Then there is a minimal subset B′ ⊆ B such

that {y1, y2, . . . , ym} ⊆ 〈B′〉Z. Since m = dim 〈y1, y2, . . . , ym〉 < |B′|, there is an element

9
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b ∈ B′ for which there exists exactly one yk such that b appears with non-zero coefficient

in yk. Then αk is integer, thus

z − αkyk =
∑
i 6=k

αiyi ∈ 〈Y 〉Q ∩ 〈B〉Z .

The result follows by induction on m. �

Lemma 2.9. If J(Z) = FZ(n,X) is a free nilpotent ring then for all k ≥ 2

[1 + J(Z), 1 + J(Z)] ∩ (1 + J(Z)k) = [1 + J(Z), 1 + J(Z)k−1].

Proof. It is evident that

[1 + J(Z), 1 + J(Z)] ∩ (1 + J(Z)k) ⊇ [1 + J(Z), 1 + J(Z)k−1].

Let J(Q) = FQ(n,X) be the free nilpotent algebra over Q having the same generator set

and nilpotency class as J(Z) has. Since 1 + J(Z)k ≤ 1 + J(Q)k, it follows that

[1 + J(Z), 1 + J(Z)] ∩ (1 + J(Z)k) ≤ [1 + J(Q), 1 + J(Q)] ∩ (1 + J(Q)k)

= [1 + J(Q), 1 + J(Q)k−1],

using Lemma 2.7. As J(Q) is a free nilpotent algebra, we can write all elements of J(Q)

uniquely as polynomials in elements of X such that all terms of these polynomials have

degree < n. Furthermore, J(Z) ≤ J(Q) is exactly the set of polynomials with integer

coefficients. So it is enough to prove that the elements of [1 + J(Q), 1 + J(Q)k−1] with

integer coefficients belong to [1 + J(Z), 1 + J(Z)k−1].

We define the degree of an element z ∈ J(Z) as the smallest degree of its terms. In

other words, the degree of z is the largest l such that z ∈ J(Z)l. Choose an element

1 + z ∈ [1 + J(Q), 1 + J(Q)k−1] ∩ (1 + J(Z)). If z has degree l ≥ k then 1 + z ∈

[1 + J(Q), 1 + J(Q)l−1] by equation (2.4). In case of l > k we can use reverse induction

10
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on l to prove that 1 + z ∈ [1 + J(Z), 1 + J(Z)l−1] noting that the result is certainly true

for l large enough. Hence we can assume that l = k.

Let [X,Xk−1] = {[u, v] | u ∈ X, v ∈ Xk−1}. We write 1 + z =
∏

[1 +xi, 1 + yi]
±1, where

xi ∈ J(Q) and yi ∈ J(Q)k−1. It is clear that [xi, yi] ∈
〈
[X,Xk−1]

〉
Q + J(Q)k+1, so

1 + z =
∏

[1 + xi, 1 + yi]
±1 ∈

(
1 +

∑
± [xi, yi] + J(Q)k+1

)
∩ (1 + J(Z))

⊆ 1 +
(〈

[X,Xk−1]
〉

Q ∩ J(Z)
)

+ J(Q)k+1.

Using that
〈
[X,Xk−1]

〉
Q ∩ J(Z) =

〈
[X,Xk−1]

〉
Z by Lemma 2.8, it follows that 1 + z ∈

1 +
〈
[X,Xk−1]

〉
Z + J(Q)k+1. From this we get z ∈

∑m
j=1 αj[aj, bj] + J(Q)k+1, where

αj ∈ Z, aj ∈ X and bj ∈ Xk−1 for all j. Then

1 + z′ := (1 + z) · (
∏

[1 + αjaj, 1 + bj])
−1

is an element of [1+J(Q), 1+J(Q)k−1]∩ (1+J(Z)) and z′ has degree greater than k. Thus

1 + z′ ∈ [1 +J(Z), 1 +J(Z)k−1] by reverse induction and so 1 + z ∈ [1 +J(Z), 1 +J (Z)k−1],

too. This completes the proof. �

Proof of Theorem 2.4. It was shown at the beginning of this section that it is enough

to prove equation (2.1) in the case when J = J(Z) is a free nilpotent ring. It is clear that

[1 + J(Z)m, 1 + J(Z)n] ⊆ [1 + J(Z), 1 + J(Z)] ∩
(
1 + J(Z)m+n

)
.

The right-hand side of this inclusion is exactly [1 + J(Z), 1 + J(Z)m+n−1] by Lemma 2.9,

so we are done. �

Remark. In fact, Theorem 2.4 holds if we only assume that J is a locally nilpotent ring.

2.2 Characters in algebra groups

Let G = 1 + J be a finite algebra group over Fq where q = pf for some prime p. In

this section we prove Theorem 2.2 and Theorem 2.3. The induction step depends on the

11
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following lemma. In case of q 6= p, our proof uses also Isaacs’ theorem.

Lemma 2.10. Let G = 1 + J be a finite algebra group over Fq and χ ∈ Irr(G). Then the

following properties are equivalent:

1. There exist a proper algebra subgroup H < G and ϕ ∈ Irr(H) such that χ = ϕG.

2. χ1+J2 is not irreducible.

Proof. Suppose H = 1 + U 6= G is an algebra subgroup and ϕ ∈ Irr(H) is such that

χ = ϕG. Let K = H(1 + J2) = 1 + U + J2. Then 1 + J2 ≤ K 6= G by [15, Lemma 3.1].

Thus χ = (ϕK)G and χK is not irreducible. Then χ1+J2 is not irreducible, too.

Assume now that χ1+J2 is not irreducible and let ψ ∈ Irr(1 + J2) be a constituent of

χ1+J2 . Let H = 1+U ≥ 1+J2 be a maximal Fq-algebra subgroup such that ψ is extendible

to H. Then H 6= G. We choose a ϕ ∈ Irr(H) such that ϕ is an extension of ψ and ϕ is

a constituent of χH . Then for an arbitrary x ∈ J \ U the subgroup Nx = 1 + Fqx + U is

an Fq-algebra subgroup and |Nx : H| = q. Let ϑ ∈ Irr(Nx) be a character over ϕ, that is,

ϕ is a constituent of ϑH . By Theorem 2.1, ϑ(1) and ϕ(1) are both q-powers hence either

ϑH = ϕ or ϑ = ϕNx . The first case cannot occur by the maximal choice of H, thus ϑ = ϕNx .

Therefore, INx(ϕ) = H for all x ∈ J \ U by [14, Problem 6.1], thus IG(ϕ) = H. Using

[14, Problem 6.1] again, we get ϕG is irreducible, so χ = ϕG. �

Proof of Theorem 2.3. Let G = 1 + J be an algebra group and ϕ ∈ Irr(1 + J2) be

a G-invariant character. We prove by reverse induction that [1 + J2, 1 + Jk] ≤ kerϕ for

all k ≥ 2. This is clear if Jk = 0. Assuming that [1 + J2, 1 + Jk] ≤ kerϕ it follows that

1 + Jk ≤ Z(ϕ), where Z(ϕ) denotes the center of ϕ. Hence ϕ1+Jk = λ · ϕ(1), where λ

is a G-invariant linear character of 1 + Jk. It follows that [1 + J, 1 + Jk] ≤ kerϕ. Using

Theorem 2.4 we have [1 + J2, 1 + Jk−1] ≤ [1 + J, 1 + Jk], thus [1 + J2, 1 + Jk−1] ≤ kerϕ.

We get (1 + J2)′ = [1 + J2, 1 + J2] ≤ kerϕ, so ϕ is a linear character. �
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Proof of Theorem 2.2. If χ ∈ Irr(G) is not linear, then χ1+J2 is not irreducible by

Theorem 2.3. By Lemma 2.10 there exist an algebra subgroup H 6= G and ϕ ∈ Irr(H)

such that χ = ϕG. Using induction on |G|, we obtain that there exist an algebra subgroup

L ≤ H and λ ∈ Irr(L) such that λ is a linear character of L and ϕ = λH . The theorem

follows from the transitivity of induction. �
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Chapter 3

On the characters of the unit group

of DN-algebras

The results of this chapter has appeard in [10]. In the following we continue to examine

the structure and the characters of the unit group of some special algebras. The main

result of this chapter is Theorem 3.3, which is the analogoue of Theorem 2.2 for the unit

group of DN-algebras. The name “DN-algebra” is due to B. Szegedy [26]. Here we recall

its definition:

Definition 3.1. (Szegedy [26]) Let A be a finite dimensional algebra with unit element

over the finite field K. We say that A is a DN-algebra if the set of the nilpotent elements

is an ideal of A (this ideal is equal to the Jacobson radical of A, denoted by J(A)), and

A/J(A) is isomorphic to a direct sum of copies of K.

A significant example of DN-algebras is the algebra of all n × n upper triangular ma-

trices over K. Its unit group, called the Borel subgroup of GL(n,K), is the group of all

invertible upper triangular matrices in GL(n,K). The following theorem shows that the

Borel subgroup is an M -group.
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Theorem 3.2. (Szegedy [26]) If A is a DN-algebra over the q-element field then the unit

group of A is an M-group.

If the characteristic of the ground field is p, then the unique Sylow p-subgroup of U(A)

has the form 1 + J(A), i.e., it is an algebra group examined in the previous chapter. By

Theorem 2.2, the irreducible characters of 1 + J(A) are induced from linear characters of

algebra subgroups. Comparing this result with the result of B. Szegedy it is natural to ask

whether a similar statement holds for the unit group of a DN-algebra. It is true indeed,

and our goal is to prove the following theorem:

Theorem 3.3. Let A be a DN-algebra and let U(A) denote the unit group of A. Then for

every ω ∈ Irr(U(A)) there exist a subalgebra C ≤ A and a linear character λ of U(C) such

that ω = λU(A).

Remarks.

• The subalgebras of a DN-algebra containing 1 are DN-algebras themselves by a lemma

of B. Szegedy [26, Lemma 2.2].

• It is easy to check that the number of units in a DN-algebra over the field Fq has

the form qr(q − 1)s where r and s are nonnegative integers. Hence our Theorem 3.3

implies that the degrees of irreducible characters of U(A) have the same form.

• If A is a DN-algebra over the field K ' F2, then U(A) = 1 + J(A), so in this

case Theorem 3.3 says the same as Theorem 2.2. Hence we assume K 6' F2 in the

following.

• In the case when A/J(A) ' K, i.e., if A is a local algebra, U(A) can be written

in the form U(A) = (K∗ · 1) × (1 + J(A)). So, if ω ∈ Irr(U(A)), then ω = µ × χ

where µ ∈ Irr(K∗ · 1) and χ ∈ Irr(1 + J(A)). If C ≤ J(A) is a multiplicatively

closed subspace and λ ∈ Irr(1 + C) such that λ1+J(A) = χ, then K · 1 + C is a

15
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subalgebra of A and µ × λ ∈ Irr(U(K · 1 + C)) is a linear character. Furthermore,

(µ× λ)U(A) = µ× χ = ω, which proves Theorem 3.3 for local algebras.

3.1 The structure of DN-algebras

In this section we prove some lemmas about the structure of DN-algebras which will be

used in the next section.

Lemma 3.4. Let A be a DN-algebra over the finite field K and let J = J(A) denote the

Jacobson radical of A.

(a) There is a set of non-zero orthogonal idempotents e1, e2, . . . , ek ∈ A, where e1 + e2 +

. . .+ ek = 1 and k is the dimension of A/J over K.

(b) Let B = Ke1 ⊕ Ke2 ⊕ · · · ⊕ Kek. Then A = B + J and B ∩ J = 0. Hence

U(A) = (1 + J) o U(B) is a semidirect product.

(c) If M is a B-bimodule, then it is the direct sum of the homogeneous sub-bimodules

eiMej.

(d) If M1 ≤ M are B-bimodules, then there exists a sub-bimodule M2 ≤ M , such that

M = M1 ⊕M2.

(e) Every B-bimodule is a direct sum of one-dimensional sub-bimodules.

(f) If u ∈M generates a one-dimensional sub-bimodule, then there exist uniquely deter-

mined idempotents el(u), er(u) ∈ {e1, e2, . . . , ek} such that el(u)u = uer(u) = u.

(g) If u, v ∈ J both generate one-dimensional B-bimodules and el(u) 6= er(v), then

vu = 0.
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Proof. Part (a) follows by “lifting idempotents” (see [3, Corollary 1.7.4]).

To prove (b) it is clear that B is a semisimple algebra and J is a nilpotent ideal of A

such that dimB = dimA/J , so B ∩ J = 0 and A = B + J . Let ϕ : A → A/J be the

natural algebra homomorphism. The restriction of ϕ to U(A) will be a surjective group

homomorphism U(A) → U(A/J) ' U(B) with kernel 1 + J , so U(A) = (1 + J) o U(B)

follows.

Let
∑

m αmem,
∑

m βmem ∈ B and eivej ∈ eiMej. Then

∑
m

αmem(eivej)
∑
m

βmem = (αiβj)eivej,

which proves the eiMej’s are homogenous sub-bimodules for all 1 ≤ i, j ≤ k. If v ∈M , then

there is a unique decomposition of v =
∑
vij such that vij ∈ eiMej, namely vij = eivej.

Hence M is the direct sum of the eiMej’s and (c) is proved.

If M1 ≤M are B-bimodules, then for any 1 ≤ i, j ≤ k we have eiM1ej ≤ eiMej. Using

that eiMej is homogenous it follows that all of its subspaces are sub-bimodules, so clearly

there exists a sub-bimodule M2,ij ≤ eiMej such that eiMej = eiM1ej ⊕M2,ij. Now, let

M2 = ⊕M2,ij. It is clear that M = M1 ⊕M2.

(e) follows easily from (c), because any subspace of a homogenous sub-bimodule is

also a sub-bimodule, so any direct decomposition of a homogenous sub-bimodule to one

dimensional subspaces is a direct decomposition to sub-bimodules.

If Ku is a B-bimodule, then clearly it is directly indecomposable, so using (c) there

exist uniquely determined idempotents el(u), er(u) such that el(u)Kuer(u) = Ku. Then

eiu = 0 for all ei 6= el(u) and uej = 0 for all ej 6= er(u). Hence el(u)u = (
∑
ei)u = u =

u(
∑
ej) = uer(u), and (f) is proved.

Finally, (g) follows from the identity vu = ver(v)el(u)u = 0. �

In the following we fix a set of orthogonal idempotents {e1, e2, . . . , ek} ⊆ A and the

subalgebra B = Ke1 ⊕Ke2 ⊕ · · · ⊕Kek. So U(A) = (1 + J) o U(B).
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Lemma 3.5. Let V be a B-bimodule with a direct decomposition V = Kx1 ⊕Kx2 ⊕ · · · ⊕

Kxm to one-dimensional sub-bimodules, and let 0 6= W < V be a subspace satisfying the

following conditions:

1. U(B) normalizes W .

2. V ′ ∩W = 0 for all proper sub-bimodules V ′ < V .

Then

(a) W 6≤ ⊕j 6=iKxj for 1 ≤ i ≤ m. Furthermore, W is a one-dimensional subspace.

(b) For 1 ≤ i 6= j ≤ m we have el(xi) 6= el(xj) and er(xi) 6= er(xj).

Proof. Let Vi = ⊕j 6=iKxj. Then Vi < V is a one-codimensional sub-bimodule, so

Vi ∩W = 0 by condition 2 and both part of (a) follows.

If el(xi) = el(xj) for i 6= j then Kxi and Kxj are isomorphic as left submodules. So

each subspace of Kxi ⊕ Kxj is a left submodule. Then V ′ = ⊕s/∈{i,j}Kxs ⊕W is both a

left submodule and invariant under the action of U(B) by conjugation. Hence if v ∈ V ′

and b ∈ U(B) then vb = b(b−1vb) ∈ V ′. As the subspace generated by U(B) is B, we get

V ′ is a proper sub-bimodule containing W , contrary to the second assumption. The proof

of the statement er(xi) 6= er(xj) for i 6= j is similar. �

We say that 1 + I ≤ 1 + J is an ideal subgroup of U(A), if I ≤ J is an ideal of A. We

note that in this case 1 + I is a normal subgroup of U(A). The next lemma gives us a

specific generator set of an ideal subgroup.

Lemma 3.6. Let 1 + I ≤ 1 + J be an ideal subgroup. Then 1 + I is generated as a group

by the set Y = {1 + x |x ∈ I, Kx is a B-sub-bimodule }.
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Proof. We prove by reverse induction that Yk = Y ∩(1+Jk) generates 1+Ik = 1+(I∩Jk)

for all k. This is clear if Jk = 0. Assuming that Yk generates 1 + Ik for some k we can

choose x1, x2, . . . , xl ∈ Ik−1 by Lemma 3.4 such that Ik−1 = Ik⊕Kx1⊕ · · ·⊕Kxl and each

Kxi is a B-sub-bimodule. Then {1 + Kxi + Ik, i = 1, 2, . . . , l} generates 1 + (Ik−1/Ik) '

(1 + Ik−1)/(1 + Ik), because (1 + x + Ik)(1 + y + Ik) = 1 + x + y + Ik for x, y ∈ Ik−1. So

{1 +Kxi | i = 1, 2, . . . , l} ∪ Yk ⊆ Yk−1 generates 1 + Ik−1. �

3.2 Characters of the unit group of a DN-algebra

We prove Theorem 3.3 in this section. We use all the notations of the previous section. The

essential point of our proof is to prove that if χ is a non-linear, U(B)-invariant irreducible

character of 1 + J then it can be obtained by induction from a proper ideal subgroup

L ≥ 1 + J2. To see this we examine the action of U(B) by conjugation on J as well as on

Irr(1 + J). First, we introduce some notation.

In the following let IrrU(B)(L) denote the set of all U(B)-invariant irreducible characters

of an ideal subgroup L. For a subspace V ⊆ J and for an irreducible character ϕ ∈ Irr(L)

let IV (ϕ) = {v ∈ V | 1 + v ∈ I1+J(ϕ)}.

Lemma 3.7. Let L ≤ 1 + J be an ideal subgroup of U(A). If ϕ ∈ Irr(L), then the inertia

subgroup IU(B)(ϕ) is the unit group of a subalgebra of B.

Proof. If L = 1 + I, then I is an ideal of A, so B+ I is a subalgebra of A with unit group

U(B + I) = L o U(B). Hence we can assume without loss of generality that L = 1 + J .

The subgroup U(B) acts on 1 + J by conjugation. This action determines an action of

U(B) on Irr(1+J) and an action on Cl(1+J), on the set of conjugacy classes of the group

1 + J . As (|U(B)|, |1 + J |) = 1 and U(B) is solvable (even abelian), the two actions are

permutation isomorphic by [14, Theorem 13.24]. It follows that IU(B)(ϕ) = St(C) for some
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C ∈ Cl(1 + J), where St(C) denotes the stabilizer of C in U(B). If x ∈ C is an arbitrary

element, then St(C) = U(B) ∩ (CU(A)(x)(1 + J)). Since CU(A)(x) = U(CA(x)) is the unit

group of the subalgebra CA(x), we get IU(B)(ϕ) = U(B ∩ (CA(x) + J)). Furthermore,

B ∩ (CA(x) + J) is a subalgebra of B and the proof is complete. �

The following consequences of Glaubermann’s Lemma will be used to find U(B)-

invariant characters of ideal subgroups.

Lemma 3.8. Let S act on G such that (|S|, |G|) = 1 and let N < L < G be S-invariant

normal subgroups of G.

1. Let χ ∈ Irr(G) be S-invariant. Then χN has an S-invariant irreducible constituent.

Furthermore, any two such constituents are conjugate via an element of CG(S).

2. Let χ ∈ Irr(G) and ϕ ∈ Irr(N) be S-invariant such that ϕ is a constituent of χN .

Then there is an S-invariant ψ ∈ Irr(L) between χ and ϕ, that is, ψ is a constituent

of χL and ϕ is a constituent of ψN .

Proof. The first part of 1. is a special case of [14, Theorem 13.27]. This Theorem also

says that the hypotheses of Glaubermann’s Lemma are satisfied, so the second part of 1.

follows from [14, Corollary 13.9]

To see 2. we can apply 1. twice. So we get S-invariant characters ψ′ ∈ Irr(L) and

ϕ′ ∈ Irr(N) such that ψ′ is a constituent of χL and ϕ′ is a constituent of ψ′N , so it is also

a constituent of χN . By the second part of 1. there is a c ∈ CG(S) such that ϕ = (ϕ′)c.

Then ψ = (ψ′)c ∈ Irr(L) is an S-invariant character between χ and ϕ. �

Lemma 3.9. Suppose that 1 + J is a K-algebra group, where K is a finite field with q

elements and of characteristic p. Let I ≤ J be an ideal of J and let λ ∈ Irr(1 + I) be a

linear character of 1 + I such that J2 ≤ IJ(λ). Then IJ(λ) is an ideal of J over K.
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Proof. It is clear that IJ(λ) is an ideal of J over Fp. So it is enough to show that if

x ∈ IJ(λ), then Kx ⊆ IJ(λ).

By the definition of Isaacs [15] a subgroup S ≤ 1 + J is called strong, if |S ∩ H| is a

power of q for all algebra subgroups H ≤ 1+J . We know that I1+J(λ) is a strong subgroup

by [15, Theorem 8.3]. Let x ∈ J be an arbitrary element. Then 1 +Kx+ J2 is an algebra

subgroup, so either 1 +Kx+J2 ≤ I1+J(λ) or (1 +Kx+J2)∩ I1+J(λ) = 1 +J2. The result

follows. �

The following lemma will be used in two particular cases: If L ≥ 1+J2 or if L = 1+Jk

for some k.

Lemma 3.10. Let L = 1 + I ≤ 1 + J be an ideal subgroup of U(A). Assume that

λ ∈ IrrU(B)(L) is a linear character such that J2 ≤ IJ(λ). Then IJ(λ) is an ideal of A.

Proof. Let I ′ ≥ J2 be the unique maximal ideal of A in IJ(λ). If I ′ = J , then there is

nothing to prove. Otherwise, let us choose a sub-bimodule V ≤ J such that J = I ′ ⊕ V

by Lemma 3.4 (d). Let W = IV (λ), so IJ(λ) = I ′ + W . What we need to show is that

W = 0. Assume by contradiction that 0 6= W < V .

If J ′ is a proper ideal of A such that J > J ′ ≥ I ′, then J ′2 ≤ J2 ∩ J ′ ≤ IJ ′(λ), so

IJ ′(λ) is an ideal of A′ = J ′ + B by using induction on |A′|. It follows that IJ ′(λ) ≥ J2 is

an ideal of A, so IJ ′(λ) = I ′ for such an ideal. If V ′ < V is a proper sub-bimodule then

I ′ + V ′ < J is a proper ideal of A, hence V ′ ∩ W = IV ′(λ) = 0. Furthermore, W is a

K-subspace by Lemma 3.9 and U(B) normalizes W . Hence all the assumptions of Lemma

3.5 hold for V and W . Let V = Kx1 ⊕ Kx2 ⊕ . . . ⊕ Kxl be a direct decomposition of

V to one-dimensional sub-bimodules and let Kz ≤ I be a one-dimensional sub-bimodule.

Choosing an x ∈ {x1, x2, . . . , xl} we will prove that [1 + x, 1 + z] ⊆ kerλ, or equivalently

λ1+x(1 + z) = λ(1 + z). We distinguish two cases.

If el(z) = er(x) and er(z) = el(x), then it follows directly from Lemma 3.5 (b) and

from Lemma 3.4 (g) that xjz = zxj = 0 for all xj 6= x. Hence [1 + Kxj, 1 + z] = 0 for
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all xj 6= x. On the other hand [1 + I ′ + W, 1 + z] ⊆ kerλ by the definition of I ′ and W .

Clearly {1 + t ∈ 1 + J | λ1+t(1 + z) = λ(1 + z)} is a subgroup of 1 + J , so it is enough to

prove that

〈1 +Kxj |xj 6= x〉 (1 + I ′ +W ) = 1 + J.

It is clear that 1+J/1+I ′ is isomorphic to the additive group of V . On the other hand V is

generated (as an additive group) by the set ∪xj 6=xKxj ∪W by Lemma 3.5 (a). Therefore,

〈1 +Kxj |xj 6= x〉 (1 + I ′ + W )/(1 + I ′) ' V , which proves the above identity. Hence

λ1+x(1 + z) = λ(1 + z), as we have claimed.

Now assume that, for example, el(z) 6= er(x). Then xz = 0. Easy calculation shows

that

[1 + x, 1 + z] = 1 + (1 + x)−1(1 + z)−1(xz − zx) = (1− zx+ z2x− z3x+ . . .).

It follows that [1 + x, 1 + z]− 1 ∈ zAx, so ([1 + x, 1 + z]− 1)2 = 0.

Let a ∈ K∗ be a non-zero field element. Then there exists b ∈ U(B) such that b−1z = az

and xb = x. Conjugating the commutator [1 + x, 1 + z] by b we get

[1 + x, 1 + z]b = (1− zx+ z2x− z3x+ . . .)b = (1− b−1zxb+ b−1z2xb− . . .) =

1 + a(−zx+ z2x− z3x+ . . .) = 1 + a ([1 + x, 1 + z]− 1) .

Let C = K ([1 + x, 1 + z]− 1). We have already seen that ([1 + x, 1 + z]− 1)2 = 0, hence

C is a one dimensional algebra and 1 + C is an algebra subgroup. The above formula

shows that all elements of (1 + C) \ {1} are conjugate under the action of U(B). Using

the fact that λ is a U(B)-invariant character it follows that λ1+C is a linear character such

that λ1+C is constant on (1 + C) \ {1}. Using that |K| > 2 we get λ1+C = 11+C , i.e.,

[1 + x, 1 + z] ∈ kerλ.

Let Y = {1 + z |Kz ≤ I is a B-sub-bimodule}. Then λ1+x(y) = λ(y) for all x ∈

{x1, x2, . . . , xl} and for all y ∈ Y . But the subgroup generated by Y is equal to 1 +

I by Lemma 3.6 and the values of a linear character on a set of generators determine
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the character. Hence {x1, x2, . . . , xl} ⊆ IV (λ). But IV (λ) is a K-subspace with basis

{x1, x2, . . . , xl}, so IV (λ) = V , which is a contradiction to our assumption IV (λ) = W < V .

�

The key step of the proof is the following theorem:

Theorem 3.11. Suppose that A is a DN-algebra over the q-element field and let U(A) =

(1 +J)oU(B). Let χ ∈ IrrU(B)(1 +J) be a non-linear, U(B)-invariant character of 1 +J .

Then there exist a proper ideal subgroup L < 1 + J and a character ψ ∈ IrrU(B)(L) such

that ψ1+J = χ.

Proof. Let ϑ ∈ IrrU(B)(1 + J2) be a constituent of χ1+J2 .

Assuming first that ϑ is a linear character, choose a maximal ideal subgroup L such that

ϑ is extendible to L. Then L < 1 + J , because χ is not a linear character. Furthermore,

there exists a ψ ∈ IrrU(B)(L) between χ and ϑ by Lemma 3.8 and this character is an

extension of ϑ to L, because L/(1 + J2) is abelian. Then I1+J(ψ) is an ideal subgroup by

Lemma 3.10. We prove that I1+J(ψ) = L. Otherwise, we could choose an ideal subgroup L′

such that |L′ : L| = q and L′ ≤ I1+J(ψ) ≤ I1+J(ϑ). The degree of each irreducible character

of an ideal subgroup is a power of q by Theorem 2.1, so either ψL
′

is irreducible, or ψ is

extendible to L′. However, IL′(ψ) = L′ > L so ψL
′

cannot be irreducible by [14, Problem

6.1], and ψ cannot be extendible to L′ by the maximal choice of L. So I1+J(ψ) = L and

ψ1+J = χ.

If ϑ is not a linear character, then I1+J(ϑ) < 1 + J by Theorem 2.3. We prove the

existence of a proper ideal subgroup L ≥ I1+J(ϑ). To see this let k > 2 be the smallest

integer such that 1 + Jk ≤ Z(ϑ). Then ϑ1+Jk = ϑ(1) · λ, where λ ∈ IrrU(B)(1 + Jk) is a

linear character such that I1+J(λ) ≥ I1+J(ϑ) ≥ 1 + J2. Applying Lemma 3.10 we get that

I1+J(λ) is an ideal subgroup of 1 + J , so it remains to show that I1+J(λ) < 1 + J . On the

one hand, [1 + J2, 1 + Jk−1] 6≤ (1 + Jk)∩ kerϑ = kerλ by the minimal choice of k. On the
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other hand, [1+J2, 1+Jk−1] ≤ [1+J, 1+Jk] by Theorem 2.4. Hence [1+J, 1+Jk] 6≤ kerλ,

which is equivalent to the inequality I1+J(λ) 6= 1 + J . So L = I1+J(λ) is a proper ideal

subgroup containing I1+J(ϑ).

By the Clifford correspondence [14, Theorem 6.11] there exists an irreducible character

ϕ of I1+J(ϑ) such that ϕ1+J = χ. So χ = (ϕL)1+J and χ is induced from a character of the

proper ideal subgroup L. It follows directly from Clifford’s theorem [14, Theorem 6.2] that

χ = ψ1+J for each component ψ of χL. Finally, we can choose ψ such that ψ ∈ IrrU(B)(L)

by Lemma 3.8. The proof is complete. �

Proof of Theorem 3.3. By the transitive property of induction and by the fact that

all subalgebras of a DN-algebra are again DN-algebras it is enough to prove that if ω ∈

Irr(U(A)) is not a linear character then there exists a proper subalgebra A′ < A such that

ω is induced from a character ω′ of U(A′).

Let U(A) = (1 +J) oU(B) and let χ be a component of ω1+J . Then IU(B)(χ) = U(B′)

for a subalgebra B′ of B by Lemma 3.7. Hence IU(A)(χ) = U(A′) is the unit group of the

subalgebra A′ = B′+J . By [14, Theorem 6.11], ω is induced from a character ω′ of U(A′).

If B′ < B then A′ = B′ + J is a proper subalgebra of A.

Assume that χ ∈ IrrU(B)(1 + J). Then χ is extendible to U(A) by [14, Corollary 6.28].

(Note that (|U(A) : 1+J |, |1+J |) = 1.) Using [14, Corollary 6.17] we get ω is an extension

of χ. So χ is not a linear character.

By Theorem 3.11 there exist a proper ideal subgroup L = 1+I < 1+J and a character

ψ ∈ IrrU(B)(1 + I) such that ψ1+J = χ. Then A′ = B + I is a proper subalgebra of A. Let

ϕ be an extension of ψ to U(A′) by [14, Corollary 6.28]. Then (ϕU(A))1+J = ψ1+J = χ by

[14, Problem 5.2], so ϕU(A) = ωµ for some µ ∈ Irr(U(A)/(1 +J)). Let ω′ = ϕµ−1
U(A′). Hence

(ω′)U(A) = ω using [14, Problem 5.3]. The proof is complete. �
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Chapter 4

On the class number of partition

subgroups of Un(q)

For a fixed natural number n let Un(q) denote the upper unitriangular n×n matrices over

the finite field Fq. A long-standing conjecture of G. Higman [13] says that for every n ∈ N

there exists a polynomial fn(x) ∈ Z[x] such that fn(q) equals the number of conjugacy

classes in Un(q), that is, k(Un(q)) is a polynomial expression of q. This conjecture was

examined principally by A. Vera-Lopez and J. M. Arregi [28], [29], [30]. They managed

to find such polynomials for n ≤ 13. The problem was also studied by J. Thompson [27].

Our purpose is to examine a similar question about the so-called partition subgroups of

Un(q) defined by A. J. Weir [32]. In the following let Bn = {Eij | 1 ≤ i < j ≤ n} denote

the standard basis of the vector space of n× n strictly upper triangular matrices over Fq.

Then we have

Un(q) = In +
{∑

aijEij | Eij ∈ Bn, aij ∈ Fq
}
.

In the following we consider subsets X ⊆ Bn having the property that if Eij, Ejk ∈ X,

then Eik ∈ X, as well. In other words, X ∪{0} is a subsemigroup of Bn∪{0}. Throughout

this chapter, such subsets will be denoted by X ≤ Bn. The partition subgroup over the
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field Fq corresponding to X ≤ Bn is defined as

HX(q) = In +
{∑

aijEij | Eij ∈ X, aij ∈ Fq
}
.

For example, the normal partition subgroups of Un(q) are easy to describe: HX(q) is a

normal partition subgroup of Un(q) if and only if {Euv | u ≤ i, v ≥ j} ⊆ X for all Eij ∈ X.

In particular, the property that HX(q) C Un(q) depends only on X.

In a joint work with Péter Pál Pálfy [11] we examined a generalisation of Higman’s

conjecture to partition subgroups of nilpotency class two, that is, to subgroups of the form

HX(q) such that X3 = 0. The material of this chapter contains our results in this subject.

On the one hand, we prove that if HX(q) is a normal subgroup of Un(q), then k(HX(q))

is really a polynomial expression of q (Theorem 4.7).

On the other hand, which we find more interesting, there are partition subgroups of

nilpotency class two for which this statement does not hold. In fact, we discuss a more

general question. In the following, if S ⊆ N and g : S → N is a function then we say that

g can be described by finitely many polynomials if there exists a finite set of polynomials

f1, f2, . . . , fk ∈ Z[x] such that for any s ∈ S there is an 1 ≤ i ≤ k depending on s such that

g(s) = fi(s). It was asked by B. Szegedy that even if q → k(HX(q)) cannot be expressed

by a single polynomial, maybe it can be described by a finite set of polynomials. Of course,

this question is also sensible if we do not require the existence of such a set of polynomials

to all prime powers but to any infinite subset of the set of prime powers. We show that

this generalised question is strongly connected to a similar question about the number of

matrices over finite fields with fixed submatrix rank function (Theorem 4.8), and confirm

the existence of an X ≤ Bn (for some big n) such that k(HX(q)) cannot be described by

a finite set of polynomials (Theorem 4.9).
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4.1 Number of matrices over finite fields having sub-

matrices with specified rank

Let Mk×m(q) denote the set of all k ×m matrices over the finite field Fq. Let

Ωk,m = {(S, T ) | S ⊆ {1, 2, . . . , k} and T ⊆ {1, 2, . . . ,m}} .

For a matrix M ∈ Mk×m(q) and (S, T ) ∈ Ωk,m we denote by MS,T the submatrix of M

corresponding to the rows from S and to the columns from T . Finally, if Dr ⊆ Ωk,m and

r : Dr → N is a function, let

Mr(q) = {M ∈Mk×m(q) | ρ(MS,T ) = r(S, T ) for all (S, T ) ∈ Dr},

where ρ(MS,T ) denotes the rank of MS,T . In the following, we say that r is a submatrix

rank function, or just a rank function, and Mr(q) is the set of matrices over the field Fq

with specified rank function r. We note that in our terminology S or T maybe the empty

set. In this case the rank of MS,T (which is in fact an empty matrix) is defined as zero.

In this section we examine the question that for a fixed rank function r whether |Mr(q)|

can be described by finitely many polynomials. The following theorem says that if we

assume some additional condition on the domain of r then |Mr(q)| can be described by a

single polynomial.

Theorem 4.1. Let Ωk,m and r be as defined above. Let Ω′k,m ⊆ Ωk,m denote the set

{(Si, Tj) | Si = {1, 2, . . . , i}, Tj = {j, j + 1, . . . ,m}, 1 ≤ i ≤ k, 1 ≤ j ≤ m}.

Assuming that Dr ⊆ Ω′k,m there exists a polynomial pr(x) ∈ Z[x] such that |Mr(q)| = pr(q)

for all prime powers q.
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Proof. In case of Dr 6= Ω′k,m let Fr be the set of all extensions r′ : Ω′k,m → N of r to

Ω′k,m. Clearly |Mr(q)| =
∑

r′∈Fr |Mr′(q)|. So it is enough to prove the statement for the

elements of Fr. Therefore, in the following we can assume that Dr = Ω′k,m.

In case of r(S1, T1) = 0 the first row of every element of Mr(q) contains only 0-s, so

|Mr(q)| = |Mr′(q)| for an r′ : Ω′k−1,m → N and we can use induction on k. Otherwise, let l

be the largest number such that r(S1, Tl) 6= 0. The key observation is that because of our

assumption to Dr the set Mr(q) is closed under the following operations:

1. Multiplication of the l-th column by a non-zero element of Fq.

2. Adding a multiple of the first row to the i-th row for 1 < i ≤ k.

3. Adding a multiple of the l-th column to the j-th column for 1 ≤ j < l.

These operations define an equivalence relation on the set Mr(q). On the one hand, it

is easy to see that each equivalence class consists of exactly (q − 1)qk+l−2 matrices. On

the other hand, each equivalence class contains exactly one element M = (Mij) such that

M1l = 1 and M1j = Mil = 0 if j 6= l and i 6= 1. Omitting the first row and the l-th column

we get a bijection from this set of representatives to the set Mr′(q) for a suitable rank

function r′ : Ω′k−1,l−1 → N. Hence |Mr(q)| = (q − 1)qk+l−2|Mr′(q)| and the result follows

by induction on k. �

The following example shows that in general |Mr(q)| cannot be described by finitely

many polynomials .

Example 4.2. There is a Dr ⊆ Ω6,6 and a rank function r : Dr → N such that |Mr(q)| =

(q − 1)11 · (#E(q) − 1), where #E(q) denotes the number of points of the elliptic curve

y2 = x3 − 1 over the q-element field (including the extra point out at infinity, which we

do not take into account). Consequently, |Mr(q)| cannot be described by finitely many

polynomials.
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Proof. Fixing the rank of every 1× 1 submatrix in the first row and in the first column

to be 1, we can achieve that the first row and the first column of any element of Mr(q)

do not contain any zeros. Multiplication of a row or a column by a non-zero element of

Fq does not change the rank of any submatrix of a matrix, so these operations define an

equivalence relation on the set Mr(q). Clearly, each equivalence class contains (q − 1)11

elements, and each equivalence class contains exactly one matrix having only 1-s in the

first row and in the first column. Let M be such a matrix and let x = M3,2, y = M4,2.

Next, specifying the rank of a number of submatrices of M , we can achieve that M must

be of the form

M =



1 1 1 1 1 1

1 1 x x x2 x2

1 x x x2 x2 x3

1 y 1 1 0 1

1 y y 0 1 1

1 y2 y 1 y2 x3


.

Finally, if we specify the rank of the 3 × 3 submatrix in the right lower corner as 2, then

we get x3 − y2 − 1 = 0. It follows that |Mr(q)| = (q − 1)11 · (#E(q)− 1).

It remains to prove that |Mr(q)| (or, equivalently, #E(q)) cannot be described by

finitely many polynomials. Fixing a prime p, there is the following formula for the number

of points over the pn-element field ([24, top of p. 136]).

#E(pn) = 1− αn − βn + pn,

where α, β ∈ C are complex conjugates of absolut value
√
p such that α and β do not

depend on n. If the trigonometric form of α is α =
√
p(cos(t) + i sin(t)), then #E(pn) =

1 − √pn2 cos(nt) + pn. Choosing a small ε > 0, there are infinitely many n such that

cos(nt) > ε. Hence we get infinitely many prime powers such that 2ε
√
pn < |#E(pn) −

1− pn| ≤ 2
√
pn. It follows that #E(pn) cannot be described by finitely many polynomials

even for this set of prime powers. �
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Remark. The previous example can be generalized as follows. Taking any finite set of

polynomials in n variables over Z, there are some (big) k, l ∈ N, a Dr ⊆ Ωk,l and a rank

function r : Dr → N such that |Mr(q)| equals to the number of common roots of these

polynomials over Fq multiplied by (q − 1)k+l−1.

4.2 Number of conjugacy classes in partition subgro-

ups of nilpotency class two

If HX(q) is a partition subgroup of nilpotency class two, then HX(q) = 1 + LX(q), where

LX(q) is a Lie algebra of nilpotency class two. Clearly, the number of commuting pairs

in HX(q) is the same as it is in LX(q), and the number of conjugacy classes of HX(q) is

closely related to this number. Therefore, we first prove a general formula to the number

of commuting pairs in a Lie algebra of nilpotency class two.

Let L be a finite Lie algebra of nilpotency class two over the field Fq. Let [L,L] ≤

W ≤ Z(L) and V = L/W of dimensions dimFq V = n, and dimFq W = k. The Lie bracket

gives a symplectic bilinear map from V into W . By fixing bases e1, e2, . . . , en ∈ V and

f1, f2, . . . , fk ∈ W this bilinear map is defined by matrices A1, A2, . . . , Ak ∈Mn(q) as

[ei, ej] =
k∑
s=1

As(i, j)fs.

In the following let nt(L) = nt(L,W ) = nt(A1, A2, . . . , Ak) denote the number of linear

combinations of the matrices A1, A2, . . . , Ak having rank t. It is easy to see that these

numbers depend only on L and on the choice of W but they do not depend how the bases

e1, e2, . . . , en and f1, f2, . . . , fk were chosen. The next theorem says that the number of

commutating pairs in L can be calculated by knowing the numbers nt(L).
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Theorem 4.3. Using the notation as above, for the number of commutating pairs in L we

have

|{(x, y) | x, y ∈ L, [x, y] = 0}| = |L|
n∑
t=0

qn−t · nt(L).

Proof. For an x =
∑
xiei = (x1, x2, . . . , xn)T ∈ V let Mx denote the matrix

Mx =


xTA1

xTA2

...

xTAk


Clearly [x, y] = 0 if and only if Mxy = 0, so we get

|{(x, y) | x, y ∈ L, [x, y] = 0}| = q2k|{(x, y) | x, y ∈ V, [x, y] = 0}|

= q2k
∑
x∈V

qn−ρ(Mx) = qk+n
∑
x∈V

qk−ρ(Mx)

= |L|
∑
x∈V

|{(α1, α2, . . . , αk) ∈ Fkq | α1x
TA1 + α2x

TA2 + · · ·+ αkx
TAk = 0}|

= |L|
∑

(α1,α2,...,αk)∈Fkq

|{x ∈ V | xT (α1A1 + α2A2 + · · ·+ αkAk) = 0}|

= |L|
∑

(α1,α2,...,αk)∈Fkq

qn−ρ(α1A1+α2A2+···+αkAk)

= |L|
n∑
t=0

nt(A1, A2, . . . , Ak) · qn−t = |L|
n∑
t=0

qn−t · nt(L).

�

In the following let X ≤ Bn and let us assume that X3 = 0, that is, HX(q) has

nilpotency class two. The following lemma says that HX(q) can be converted to a more

special form.
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Lemma 4.4. If X ≤ Bn such that X3 = 0, then there is a permutation matrix P such

that PHX(q)P−1 = HX′(q), where HX′(q) has the form

HX′(q) =


Ik LX1(q) LX3(q)

Il LX2(q)

Im

 . (4.1)

for some k, l,m ∈ N and X ′ = X1∪X2∪X3 ⊆ Bn. (Here LXi(q) simpy means the subspace

generated by the set Xi.)

Proof. We define a directed graph corresponding to X. Let {1, 2, . . . , n} be the set of

vertices of V and let (i, j) be a directed edge in this graph if and only if Eij ∈ X. Now,

X3 = 0 means that the length of every directed path in this graph is at most 2. It follows

that there is a partition V1∪V2∪V3 = {1, 2, . . . , n} such that there is no edge in this graph

from Vs to Vs′ if s ≥ s′. Let σ be a permutation of {1, 2, . . . , n} such that

σ(i) ∈ V1 for 1 ≤ i ≤ |V1|,

σ(i) ∈ V2 for |V1| < i ≤ |V1 + V2|,

σ(i) ∈ V3 for |V1 + V2| < i ≤ n,

and let P be the permutation matrix corresponding to σ. Choosing X ′ = P−1XP we get

that HX′(q) has the form (4.1). �

Using this lemma, in the following we always assume that HX(q) is already of the form

(4.1). For further investigations, it will be useful to introduce a notation to some special

partition groups. For some k, l,m ∈ N with k + l + m = n, let the partition subgroup

Uk,l,m(q) ≤ Un(q) be defined as

Uk,l,m(q) =


Ik Mk×l(q) Mk×m(q)

Il Ml×m(q)

Im

 ,

32



C
E

U
eT

D
C

ol
le

ct
io

n

and let Bk,l,m be the corresponding standard basis, so Uk,l,m(q) = HBk,l,m(q). In other

words, these subgroups are the maximal partition subgroups of the form (4.1), and our

goal is to examine the number of conjugacy classes in partition subgroups of these groups.

If k, l,m have already been fixed and X ≤ Bk,l,m, then

HX(q) = In + LX(q) = In + LX1(q) + LX2(q) + LX3(q),

Uk,l,m(q) = In + LBk,l,m(q) = In + LY1(q) + LY2(q) + LY3(q),

where LX(q), LXi(q), LBk,l,m(q) and LYi(q) denote the subspaces generated by the sets

X, Xi, Bk,l,m and Yi, respectively. Furthermore,

X1 ⊆ Y1 = {fij = Ei,j+k | 1 ≤ i ≤ k, 1 ≤ j ≤ l},

X2 ⊆ Y2 = {gij = Ei+k,j+k+l | 1 ≤ i ≤ l, 1 ≤ j ≤ m},

X3 ⊆ Y3 = {hij = Ei,j+k+l | 1 ≤ i ≤ k, 1 ≤ j ≤ m}.

(4.2)

Here LX(q) is a nilpotent Lie algebra of nilpotency class two with the usual Lie bracket

[x, y] = xy − yx. Clearly (1 + x)(1 + y) = (1 + y)(1 + x) if and only if [x, y] = 0. It is also

clear that X1 ·X2 ⊆ X3 and any other product is zero in X, so [LX(q), LX(q)] ≤ LX3(q) ≤

Z(LX(q)). Therefore, using Theorem 4.3 to W = LX3(q) and V = LX(q)/LX3(q), for the

number of conjugacy classes of HX(q) we get:

k(HX(q)) =
|{(g, h) | g, h ∈ HX(q), gh = hg}|

|HX(q)|

=
|{(x, y) | x, y ∈ LX(q), [x, y] = 0}|

|LX(q)|
=

|X1∪X2|∑
t=0

q|X1∪X2|−t · nt(LX(q)). (4.3)

We will use the notation defined in Section 4.1. The following theorem says that the

calculation of nt(LX(q)) leads us to the determination of some |Mr(q)|’s. Before the

theorem we set up some terminology.

If s1, s2, . . . , sl are not necessarily different elements of the set H, then we say that

S = (s1, s2, . . . , sl) is an (ordered) list of elements from H. Such a list will be denoted by

S ⊆l H. For an S ⊆l Ωk,m let F
P

=t
S denote the set of rank functions

F
P

=t
S = {r : S → N | P

s∈S r(s) = t.}
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Theorem 4.5. Let X = X1 ∪X2 ∪X3 ≤ Bk,l,m for some k, l,m ∈ N. Then there exists a

list S = {(Si, Ti) | 1 ≤ i ≤ l} ⊆ Ωk,m such that for every 0 ≤ t ≤ |X1∪X2|
2

we have

n2t+1(LX(q)) = 0, n2t(LX(q)) =
1

qkm−|X3|

∑
r∈F

P
=t

S

|Mr(q)|. (4.4)

Conversely, for any list S = {(Si, Ti) | 1 ≤ i ≤ l} ⊆l Ωk,m one can define an X =

X1 ∪X2 ∪X3 ≤ Bk,l,m such that Equation (4.4) holds.

Proof. Let Bk,l,m = Y1 ∪ Y2 ∪ Y3 as it was defined by equations (4.2), so Uk+l+m(q) =

In + LY1(q) + LY2(q) + LY3(q). It is clear that LY3(q) = [LY (q), LY (q)] = Z(LY (q)). We

define the following subsets of Y1 and Y2.

Y j,c
1 = {f1j, f2j, . . . , fkj}, for 1 ≤ j ≤ l, and

Y i,r
2 = {gi1, gi2, . . . , gim}, for 1 ≤ i ≤ l.

(In this notation “c” and “r” refer to the words “column” and “row”.)

Now, LY1∪Y2(q) ' LY (q)/LY3(q) has basis

B = Y 1,c
1 ∪ Y 2,c

1 ∪ . . . ∪ Y l,c
1 ∪ Y

1,r
2 ∪ Y 2,r

2 ∪ . . . ∪ Y l,r
2 .

Corresponding to this basis the Lie bracket is determined by the set of square matrices

{Aij ∈Mkl+lm(q) | 1 ≤ i ≤ k, 1 ≤ j ≤ m}. Furthermore, each Aij is of the form

Aij =

 0 Il ⊗ Eij

−(Il ⊗ Eij)T 0

 ,

where Eij is an element of the standard basis of Mk×m(q) and Il ⊗ Eij denotes the usual

Kronecker product of the matrices Il and Eij. Let Z = (zij) ∈Mk×m(q). We get

M(Z) =
∑

1≤i≤k

∑
1≤j≤m

zijAij =

 0 Il ⊗ Z

−(Il ⊗ Z)T 0

 .

34



C
E

U
eT

D
C

ol
le

ct
io

n

The set of basis vectors X1 ∪ X2 ⊆ B determines an antisymmetric submatrix of M(Z).

This submatrix has the form

MX(Z) =

 0 A(Z)

−A(Z)T 0

 , where A(Z) =


Z1

Z2

. . .

Zl


.

In the above matrix Z1, Z2, . . . , Zl are not necessarily different submatrices of Z.

For each Aij, let Aij,X be the submatrix of Aij determined by X1∪X2. The Lie bracket

is defined by the set of matrices {Aij,X | hij ∈ X3}. If Z = (zij) and Z ′ = (z′ij) are two

elements of Mk×m(q), then
∑
zijAij,X and

∑
z′ijAij,X define the same linear combination

of the elements of {Aij,X | hij ∈ X3} if and only if zij = z′ij for all hij ∈ X3. Using the

definition of nt(LX(q)) we get

nt(LX(q)) =
1

qkm−|X3|
|{Z ∈Mk×m(q) | ρ(MX(Z)) = t}| .

It is clear that

ρ(MX(Z)) = ρ(A(Z)) + ρ(−A(Z)T ) = 2ρ(A(Z)) = 2(ρ(Z1) + ρ(Z2) + . . .+ ρ(Zl)),

which is always even, so nt(LX(q)) = 0 if t is odd. Let (Si, Ti) ∈ Ωk,m be the element of

Ωk,m corresponding to Zi. Choosing S = {(Si, Ti) | 1 ≤ i ≤ l} we get

n2t(LX(q)) =
1

qkm−|X3|
|{Z ∈Mk×m(q) | ρ(Z1) + ρ(Z2) + . . .+ ρ(Zl) = t}|

=
1

qkm−|X3|

∑
r1+r2+...+rl=t

|{Z ∈Mk×m(q) | ρ(Z1) = r1, ρ(Z2) = r2, . . . , ρ(Zl) = rl}|

=
1

qkm−|X3|

∑
r∈F

P
=t

S

|{Z ∈Mk×m(q) | ρ(ZSi,Ti) = r(Si, Ti), 1 ≤ i ≤ l}|

=
1

qkm−|X3|

∑
r∈F

P
=t

S

|Mr(q)|.

So the first part of the theorem is proved.
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For any list S = {(Si, Ti) | 1 ≤ i ≤ l} ⊆l Ωk,m we define the sets X1 ⊆ Y1, X2 ⊆ Y2 as

follows

X1 = {Ei,j+k | 1 ≤ i ≤ k, 1 ≤ j ≤ l, i ∈ Sj},

X2 = {Ei+k,j+k+l | 1 ≤ i ≤ l, 1 ≤ j ≤ m, j ∈ Ti}.

Furthermore, let X3 ≤ Y3 be an arbitrary set containing X1 ·X2. Let X = X1 ∪X2 ∪X3.

Applying the first part of the proof to HX(q) ≤ Uk,l,m(q) we get exactly S, which proves

the second part of the theorem. �

Lemma 4.6. Let s(x), t(x) ∈ Z[x] be two polynomials such that the leading coefficient

of t(x) is ±1 and let r(x) = s(x)
t(x)
∈ Z(x). If r(q) ∈ Z for infinitely many q ∈ N, then

r(x) ∈ Z[x].

Proof. One can use the Euclidean algorithm to get the form r(x) = r0(x) + s0(x)
t(x)

, where

r0(x), s0(x) ∈ Z[x], deg s0(x) < deg t(x). It follows that s0(q)
t(q)
∈ Z for infinitely many q ∈ N.

On the other hand limq→∞
s0(q)
t(q)

= 0, which shows that s0(x) = 0. �

Now we are ready to state and to prove our theorems mentioned at the beginning of

this chapter.

Theorem 4.7. Let X ≤ Bn such that HX(q) ≤ Un(q) is a normal partition subgroup

of Un(q) of nilpotency class two. Then there exists a polynomial fX(x) ∈ Z[x] such that

k(HX(q)) = fX(q) for all prime powers q.

Proof. As we mentioned above, the assumption that HX(q) is a normal subgroup of

Un(q) is equivalent to the assumption that X has the following property:

If Eij ∈ X, then Euv ∈ X, for all u ≤ i, v ≥ j.
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On the other hand, X3 = 0 because HX(q) has nilpotency class two. Using these two

properties of X it is easy to see that HX(q) already is of the form (4.1). So, we do not

need to conjugate by any permutation matrix P to reach this figure. It follows that X1

and X2 have the following properties:

If fij ∈ X1, then fuj ∈ X1 for all 1 ≤ u ≤ i,

If gij ∈ X2, then giv ∈ X2 for all j ≤ v ≤ m.

It follows directly that the set S constructed in Theorem 4.5 is a subset of Ω′k,m defined

in Theorem 4.1. Using this latter theorem we get that for any rank function r : S → N

there exists a polynomial pr(x) ∈ Z[x] such that |Mr(q)| = pr(q). Using Theorem 4.5 and

Lemma 4.6, we get nt(LX(q)) is a sum of such polynomials for each 0 ≤ t ≤ |X1∪X2|, so it

is also a polynomial expression of q with integer coefficients. Therefore, the result follows

from Equation (4.3). �

In the following theorem we require a single polynomial but we allow ourselves to take

some restriction to q.

Theorem 4.8. Let k,m be natural numbers and let π be any infinite subset of prime

powers. Then the following two statements are equivalent.

1. For every l ∈ N and and for every X ≤ Bk,l,m there exists a polynomial fX(x) ∈ Z[x]

such that k(HX(q)) = fX(q) for all q ∈ π.

2. For every Dr ⊆ Ωk,m and for every rank function r : Dr → N there exists a polynomial

fr(x) ∈ Z[x] such that |Mr(q)| = fr(q) for all q ∈ π.

Proof. To prove direction 2→1 let X ≤ Bk,l,m. Applying the equations (4.3) and (4.4)

we get k(HX(q)) =
∑
qs(r)|Mr(q)| for a set of rank functions r : Dr → N, where Dr is

defined by X and the value of s(r) depends only on r and on X. (Of course, Mr(q) = ∅
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for all but a finite number of rank functions.) If 2 holds, then for every rank function

r : Dr → N we have a polynomial fr(x) ∈ Z[x] such that |Mr(q)| = fr(q) for all q ∈ π. Let

fX(x) be defined as fX(x) =
∑
xs(r)fr(x) ∈ Z[x]. Then k(HX(q)) = fX(q) for all q ∈ π,

which proves this direction.

Now, we prove 1→2. Starting from the assumption that 2 does not hold, we prove

the existence of an X ≤ Bk,l,m for some l such that 1 does not hold to HX(q). Let

r0 : Dr0 → N be a rank function such that |Mr0(q)| is not a polynomial expression for

q ∈ π. Let Dr0 = {(Si, Ti) | 1 ≤ i ≤ l0} ⊆ Ωk,m be its domain.

First, we construct l′, t′ ∈ N and X ′ ≤ Bk,l′,m such that the expression n2t′(LX′(q))

appearing in formulas (4.3) and (4.4) is not a polynomial expression of q ∈ π. Choose

z = min(k,m) + 1. Starting from Dr0 we define a list S ′ ⊆l Ωk,m in such a way that S ′

and Dr0 have the same elements, but for every 1 ≤ i ≤ l0 the element (Si, Ti) occurs in S ′

exactly zi−1 times. Hence |S ′| = 1 + z + z2 + . . . + zl0−1 =: l′. Using the second part of

Theorem 4.5 we can define a subset X ′ = X ′1 ∪X ′2 ∪X ′3 ≤ Bk,l′,m corresponding to the list

S ′. We claim that qkm−|X
′
3| · n2t′(LX′(q)) = |Mr0(q)| for t′ =

∑l0
i=1 r0(Si, Ti)z

i−1.

To prove this, let r ∈ F
P

=t′

S′ \ {r0} such thatMr(q) is not empty for at least one q ∈ π.

Then, by the choice of z, we get r(Si, Ti) < z for all 1 ≤ i ≤ l0. For the same reason,

r(Si, Ti) < z for all 1 ≤ i ≤ l0. It follows that

t′ =

l0∑
i=1

r(Si, Ti)z
i−1 =

l0∑
i=1

r0(Si, Ti)z
i−1.

Clearly every natural number can be uniquely represented by powers of z with natural

coefficients less than z. Hence r(Si, Ti) = r0(Si, Ti) for all 1 ≤ i ≤ l0, that is, r = r0. Using

Theorem 4.5 we get

qkm−|X
′
3| · n2t′(LX′(q)) =

∑
r∈F

P
=t′

S′

|Mr(q)| = |Mr0(q)|.

So n2t′(LX′(q)) is not a polynomial expression of q ∈ π.
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In the following we denote by iS ′ ⊆l Ωk,m the list which has the same elements as S ′,

but the multiplicity of any element in iS ′ is i times as much as it is in S ′. Let iX ′ ⊆ Bk,il′,m

be the corresponding subset of iS ′. Furthermore, let d = |X ′1 ∪X ′2|. We claim that there

exists an i ≤ d+ 1 such that k(HiX′(q)) is not a polynomial expression of q ∈ π.

It is easy to see that |iX ′1 ∪ iX ′2| = i · d and nit(LiX′(q)) = nt(LX′(q)) for each

i, t ∈ N. Furthermore, nt(LiX′(q)) = 0 if i does not divide t. Using Equation (4.3) for

X ′, 2X ′, . . . , (d+ 1)X ′ we get

k(HiX′(q)) =
d∑
t=0

qi(d−t) · nt(LX′(q)) for all 1 ≤ i ≤ d+ 1.

This system of linear equations has the form

k(HX′(q))

k(H2X′(q))

k(H3X′(q))

...

k(H(d+1)X′(q))


=



qd qd−1 · · · 1

q2d q2(d−1) · · · 1

q3d q3(d−1) · · · 1

...
...

. . . 1

q(d+1)d q(d+1)(d−1) · · · 1





n0(LX′(q))

n1(LX′(q))

n2(LX′(q))

...

nd(LX′(q))


The matrix appearing in the right-hand side of this system of equations is a Vandermonde-

matrix, so its determinant is a polynomial of q with leading coefficient ±1 and this polyno-

mial is non-zero for all prime power q. Using the Cramer rule it follows that if k(HiX′(q))

is a polynomial of q ∈ π for each i ≤ d + 1, then each nt(LX′(q)) is a rational function

of q ∈ π. However, nt(LX′(q)) is an integer for every q ∈ π, so using Lemma 4.6 we get

nt(LX′(q)) is a polynomial of q ∈ π for all t ≤ d. But we have already seen that this is not

true for 2t′ ≤ d, a contradiction. �

Combining this last theorem with our Example 4.2 we get the last result of this chapter,

which says that in general k(HX(q)) cannot be described by finitely many polynomials.
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Theorem 4.9. For some n ∈ N there is an X ≤ Bn such that X3 = 0 and k(HX(q))

cannot be described by a finite set of polynomials.

Proof. Starting from Example 4.2 we have a Dr ⊆ Ω6,6 and a rank function r : Dr → N

such that |Mr(q)| cannot be described by finitely many polynomials. Following the proof of

Theorem 4.8 we can define subsets X ′ ≤ Bk,l′,m, 2X ′ ≤ Bk,2l′,m, . . . , (d+1)X ′ ≤ Bk,(d+1)l′,m.

Let us assume that k(HiX′(q)) can be described by a finite number of polynomials for each

1 ≤ i ≤ d + 1. Then for each 1 ≤ i ≤ d + 1 the corresponding set of polynomials defines

an equivalence relation on the set of all prime powers, namely two prime powers q1 and q2

are equivalent, if k(HiX′(q1)) and k(HiX′(q2)) can be described by the same polynomial.

Taking the intersection of these d + 1 equivalence relations we get another equivalence

relation on the set of prime powers, which still has only finitely many classes. Let π be

such an equivalence class. If |π| = ∞, then |Mr(q)| is a polynomial expression of q for

q ∈ π by the proof of Theorem 4.8. On the other hand, if π has only finitely many elements,

then |Mr(q)| can clearly be described by at most |π| many polynomials for q ∈ π. (For

example, taking constant polynomials.) Hence |Mr(q)| can be described by a finite number

of polynomials, a contradiction. �
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Chapter 5

Small bases of solvable linear groups

One basic concept for computing with permutation groups is the notion of a base: For a

permutation group G ≤ Sym (Ω) a set {ω1, ω2, . . . , ωn} ⊆ Ω (or rather an ordered list) is

called a base for G if only the identity permutation fixes all elements of this set. There are

a number of algorithms for permutation groups related to the concept of base, and these

algorithms run faster if the size of the base is small. Hence it is useful to find small bases

for permutation groups. Of course, we cannot expect to have one in general, since taking

the natural action of Sn, the minimal size of a base is n− 1. On the other hand, there are

a number of results if G is solvable, the action of G is primitive, or (|G|, |Ω|) = 1.

It is easy to see that the size of a base of a permutation group G ≤ Sym (Ω) is at least

log |G|/ log |Ω|. It is a conjecture of L. Pyber [22] that for a primitive permutation group

G there is a base of size less than C log |G|/ log |Ω| for some universal constant C. For

solvable groups, there is a precise result: It was proved by Á. Seress [23] that all primitive

solvable permutation group have a base of size at most four. According to the classification

in the O’Nan–Scott Theorem, any such group is of affine type. However, in general there

is no universal upper bound on the minimal base size of an affine group.

The situation changes if we consider coprime affine groups. For a finite vector space V

and G ≤ GL(V ) the affine group V oG is said coprime if (|G|, |V |) = 1. It turns out that
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for coprime affine groups there is an upper bound for the minimal base size: It was proved

by D. Gluck and K. Magaard [8] that any such group has a base of size at most 95. As the

result of Seress is sharp, the value of 95 can probably be improved.

Maybe the most examined case is when V is a finite vector space, G ≤ GL(V ) is a

solvable linear group and (|G|, |V |) = 1. It was asked by I. M. Isaacs [16] whether there

always exists a G-orbit in V of size at least |G|1/2 for such groups. This follows immediately

if we find x, y ∈ V such that CG(x) ∩ CG(y) = 1, that is, a base of size two for the action

of G on V . The existence of such vectors was confirmed by T. R. Wolf [33] in case of

supersolvable G. Later, in a joint work with A. Moreto [20] they solved this problem in

case when |G| and |V | are both odd. Finally, S. Dolfi [4] proved that it is enough to assume

that |G| is odd.

In a joint work with K. Podoski [12] we proved the following theorem, which settles the

remaining cases.

Theorem 5.1. Let V be a finite vector space over a finite field of characteristic p 6= 2, and

let G ≤ GL(V ) be a solvable linear group with (|G|, |V |) = 1. Then there exist x, y ∈ V

such that CG(x) ∩ CG(y) = 1.

Remark. The material of this chapter appeared at arXiv in July 2007. Some weeks later

we were informed that in the meantime the same result has been proved using different

methods by S. Dolfi [5] and also by E. P. Vdovin [31].

If G ≤ GL(V ) is an imprimitive as a linear group, then there is a proper decomposition

V = V1 ⊕ V2 ⊕ . . . ⊕ Vt such that G permutes the subspaces V1, V2, . . . , Vt. A main result

of the next section is Theorem 5.4, which says that if G is a solvable permutation group

acting on Ω and the prime p does not divide the order of |G|, then there is a partition Ω

into at most p parts such that only the identity element of G fixes every element of this

partition. Using this theorem we can reduce Theorem 5.1 to primitive solvable linear groups

in Section 5.3. To prove the theorem in the primitive linear case, we use a nice description
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of maximal solvable primitive linear groups. This help us to confirm the existence on a

normal subgroup F ≤ G, which has a very clear action on V . Using this subgroup, in

Section 5.2 we construct a 2-element base for the action of G on V . We remark that our

construction deeply depends on the order of the base field and on the dimension of the

vector space, so we distinguish a number of cases throughout the proof.

5.1 Finding regular partitions for solvable permuta-

tion groups

In this section let Ω be a finite set and let G ≤ Sym(Ω) be a solvable permutation group.

For a subset X ⊆ Ω let G(X) denote the set-wise stabilizer of X in G, that is, G(X) = {g ∈

G | gx ∈ X for all x ∈ X}. We say that the partition {Ω1,Ω2, . . . ,Ωk} of Ω is G-regular if

only the identity element of G fixes all elements of this partition, i.e., if
⋂k
i=1G(Ωi) = 1.

With the additional assumption that G is a p′-group, one goal of this section is to find

a G-regular partition of Ω into at most p parts. Such a partition will be used in Section 5.3

to reduce the problem to primitive linear groups. Moreover, our constructions for primitive

permutation groups will be used in the investigation of the primitive linear case. Since a

primitive solvable permutation group is of affine type, first we construct such partitions

for affine groups.

Theorem 5.2. Let W be an n-dimensional vector space over the q-element field for some

prime number q, and let AGL(W ) denote the full affine group acting on W . Furthermore,

let G = W o G0 ≤ AGL(W ) for some linear group G0 ≤ GL(W ). If {e1, e2, . . . , en} is a

basis of W , then, depending on n and q, the following partitions are G-regular.

Case 1: |W | ≤ 3 or |W | = 4 and the order of G is divisible by 3

Take the trivial partition, that is, each element of the partition consists of a single

vector.
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Case 2: n = 1, q ≥ 5

Ω1 = {0}, Ω2 = {e1}, Ω3 = W \ (Ω1 ∪ Ω2).

Case 3: n ≥ 2, q ≥ 5

Ω1 = {0},

Ω2 = {e1, 2e1, e2, e3, . . . , en, e1 + e2, e2 + e3, . . . , en−1 + en},

Ω3 = W \ (Ω1 ∪ Ω2).

Case 4: n ≥ 2, q = 3

Ω1 = {0}, Ω2 = {e1}, Ω3 = {e2, e3, . . . , en, e1 + e2, e2 + e3, . . . , en−1 + en},

Ω4 = W \ (Ω1 ∪ Ω2 ∪ Ω3).

Case 5: n = 3, q = 2

Ω1 = {0}, Ω2 = {e1}, Ω3 = {e2}, Ω4 = {e3},

Ω5 = W \ (Ω1 ∪ Ω2 ∪ Ω3 ∪ Ω4).

Case 6: n ≥ 4, q = 2

Ω1 = {0}, Ω2 = {e1}, Ω3 = {e2},

Ω4 = {e3, . . . , en, e3 + e4, e4 + e5, . . . , en−1 + en, e3 + e2, en + e1},

Ω5 = W \ (Ω1 ∪ Ω2 ∪ Ω3 ∪ Ω4).

Case 7: n = 2, q = 2, and the order of G is not divisible by 3

Let Ω1 = {0}. The action of G(Ω1) on W \Ω1 = {e1, e2, e1 +e2} cannot be transitive,

so it has a fixed point in W \ Ω1, say, e1. Then let

Ω1 = {0}, Ω2 = {e2}, Ω3 = W \ (Ω1 ∪ Ω2).
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Case 8: n = 3, q = 2, and the order of G is not divisible by 3

In this case G0 is a 3′-subgroup of GL(W ) ' PSL(3, 2). As PSL(3, 2) does not

contain a subgroup of order 14, it follows that either |G0| = 7 or |G0| divides 8.

In case of |G0| = 7 let

Ω1 = {0}, Ω2 = {e1}, Ω3 = W \ (Ω1 ∪ Ω2).

Otherwise, we can assume that G0 is contained in the group of upper unitriangular

matrices. In this case let

Ω1 = {e1, e3, e1 + e3}, Ω2 = {e2, e2 + e3}, Ω3 = W \ (Ω1 ∪ Ω2).

Case 9: n ≥ 4, q = 2, and the order of G is not divisible by 3

Let Ω1 = {e1, e2, e1 + e2}. The action of G(Ω1) on Ω1 cannot be transitive, so it has

a fixed point in Ω1, say, e1. Then let

Ω1 = {e1, e2, e1 + e2},

Ω2 = {e3, e4, . . . , en, e3 + e4, . . . , en−1 + en, e3 + e2, en + e1},

Ω3 = W \ (Ω1 ∪ Ω2).

Proof. In any of the above cases we prove that if g ∈ G fixes every element of the given

partition, then it fixes 0 and it also fixes every element of the basis {e1, e2, . . . , en}. These

conditions are specified explicitly in cases 1, 2, 5, and 7, so the theorem holds in these

cases evidently.

In case 4 we remark that the given partition is G-regular for each prime q ≥ 3. However,

for primes q ≥ 5 we need a G-regular partition consisiting of at most 3 parts. To prove

that the given partition is G-regular, first note that if g ∈ G fixes every element of the

given partition, then g ∈ G(Ω1) = G0 ≤ GL(W ) is a linear transformation of W fixing e1.
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Now, we prove that g(ek) = ek for all 2 ≤ k ≤ n by using induction on k. Assuming that

g(ei) = ei for all 1 ≤ i < k ≤ n, it follows that g(ek) and g(ek−1 + ek) are elements of the

set

Ω3 \
〈
e1, . . . , ek−1

〉
= {ek, ek+1, . . . , en, ek−1 + ek, . . . , en−1 + en}.

Since g(ek−1 + ek)− g(ek) = ek−1, we have either g(ek) or g(ek−1 + ek) contains ek−1 with

non-zero coefficient. However, the only such element in Ω3 \
〈
e1, . . . , ek−1

〉
is ek−1 + ek. So

either g(ek−1 + ek) = ek−1 + ek or g(ek) = ek−1 + ek. In the latter case g(ek−1 + ek) =

2ek−1 + ek 6∈ Ω3, since q 6= 2, a contradiction. It follows that g(ek−1 + ek) = ek−1 + ek, so

g(ek) = g(ek−1 + ek)− g(ek−1) = ek.

In case 3 let g ∈ G(Ω1)∩G(Ω2). Then g ∈ G(Ω1) ≤ GL(W ) is a linear transformation of

W fixing Ω2. As q ≥ 5, there is only one element x ∈ Ω2 such that 2x ∈ Ω2, namely x = e1.

It follows that g fixes 0 and e1, so it also fixes the set {e2, e3, . . . , en, e1 + e2, . . . , en−1 + en}.

We get g fixes every element of the partition given in case 4, hence g = 1.

In case 6 let g ∈ G(Ω1) ∩ G(Ω2) ∩ G(Ω3) ∩ G(Ω4). To prove that g(ek) = ek for all

3 ≤ k < n we use a similar induction argument as we did in case 4. Assuming that

g(ei) = ei for all 1 ≤ i < k < n we get g(ek) and g(ek−1 + ek) are elements of the set

Ω2 \
〈
e1, . . . , ek−1

〉
= {ek, ek+1, . . . , en, ek−1 + ek, . . . , en−1 + en, en + e1}.

Since g(ek)+g(ek−1+ek) = ek−1, we have either g(ek−1+ek) = ek−1+ek or g(ek) = ek−1+ek.

In the former case we get g(ek) = ek, while in the latter case we take ek + ek+1 ∈ Ω2, since

k < n. Now ek−1 occurs with 0 coefficient both in g(ek + ek+1) and g(ek+1), since the only

element of Ω2 \
〈
e1, . . . , ek−1

〉
containing ek−1 with nonzero coefficient is g(ek). However,

g(ek + ek+1) + g(ek+1) = g(ek) = ek−1 + ek, a contradiction. It remains to prove that

g(en) = en. It is clear that

g(en) ∈ Ω2 \
〈
e1, e2, . . . , en−1

〉
= {en, en−1 + en, en + e1}.

If g(en) = en−1 + en, then g(en + e1) = en−1 + en + e1 6∈ Ω2. If g(en) = en + e1, then
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g(en−1 + en) = en−1 + en + e1 6∈ Ω2. Thus g(en) = en also holds. It follows that g = 1, so

the given partition is G-regular.

In case 8 if |G0| = 7, then G0 acts regularly on the 7-element set W \ {0}, so the given

partition is clearly G-regular. Otherwise, Ω1∪{0} is the only 2-dimensional affine subspace

containing Ω1. It follows that G(Ω1) ≤ G0 is a subgroup of the upper unitriangular

matrices. So every element of G(Ω1) fixes e1 and it moves e2 into 〈e1, e2〉. Hence G(Ω1) ∩

G(Ω2) fixes e2 and e2 + e3. Therefore, G(Ω1) ∩G(Ω2) = 1.

Finally, in case 9 our first observation is that G(Ω1) fixes 0, since Ω1 ∪ {0} is the

only 2-dimensional affine subspace containing Ω1. Hence G(Ω1) ≤ GL(W ). Let g ∈

G(Ω1)∩G(Ω2). Now, g(e2) = e2 or g(e2) = e1 + e2 by our assumption on e1. In the second

case g(e3) ∈ Ω2 and g(e2 + e3) = e1 + e2 + g(e3) ∈ Ω2. It is easy to check that there is no

x ∈ Ω2 such that e1 + e2 + x ∈ Ω2. (Here we need n ≥ 4). So g(e2) = e2. It follows that g

fixes every element of the partition given in case 6, so g = 1. The proof is complete. �

The above constructions have the following property.

Corollary 5.3. If W ≤ G ≤ AGL(W ) is an affine group, p ≥ 3 a prime, and p does not

divide the order of G, then there exists a G-regular partition of W into at most p parts.

Moreover, in Case 1 the partition is trivial and it consists of at most p − 1 parts. In any

other case there is a part of “unique size”, that is, a part Ωi such that |Ωi| 6= |Ωj| if i 6= j.

Proof. If W is a vector space over the q-element field, then (q, p) = 1, since G ≥ W . If

p = 3, then q 6= 3, so one of the cases 1, 2, 3, 7, 8, or 9 holds, and the given partition has

at most 3 parts. If p 6= 3, then p ≥ 5. Even in the remaining cases the given partition has

at most 5 parts. The remaining part of the statement can be easily checked. �

Using this Corollary we can prove the existence of the wanted G-regular partition for

any solvable p′-group.
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Theorem 5.4. Let G ≤ Sym(Ω) be a solvable permutation group, Assuming that the order

of G is not divisible by the prime p, there exists a G-regular partition of Ω into at most p

parts.

Before the proof we give an alternative form of this statement, which will be easier to

handle. Besides that, from this form it is clearer what the connection is between finding

a G-regular partition for a permutation group and finding a two-element base for a linear

group. If Ω = {1, 2, . . . , n}, then we have a natural inclusion Sym(Ω) → GL(n, p), that

is, Sym(Ω) acts on Fnp by permuting the coordinates. If we have a partition of Ω into at

most p parts, then we can color the elements of the partition by the elements of Fp, that

is, there is an f : Ω → Fp such that x, y ∈ Ω are in the same part of the partition if and

only if f(x) = f(y). Thus, Theorem 5.4 is equivalent to the following theorem.

Theorem 5.5. If G is a solvable permutation group of degree n, and p does not divide the

order of G, then there is a vector (a1, a2, . . . , an) ∈ Fnp such that only the identity element

of G fixes this vector.

Proof. Although we do not deal with the case p = 2, we note that this follows from a

Theorem of D. Gluck [7]. A direct short proof is given by H. Matsuyama [19]. Thus, in

the following let p ≥ 3.

If G is a primitive permutation group, then it is an affine group, so Corollary 5.3 guar-

antees the existence of such a vector (or partition). In the following let G be a transitive,

but not primitive permutation group. Then there is a partition Ω = ∆1 ∪ ∆2 ∪ . . . ∪ ∆k

such that 1 < |∆1| < |Ω| and G permutes the elements of this partition transitively. We

can assume that |∆1| is as small as possible. Let Hi = G(∆i) for all 1 ≤ i ≤ k and

let N = ∩ki=1Hi. Then G/N acts transitively on the set Ω̃ = {∆1,∆2, . . . ,∆k}. Using

induction on |Ω̃| we get a vector (a1, a2, . . . , ak) ∈ Fkp such that only the identity element

of G/N fixes this vector.
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On the other hand, let CHi(∆i) = {g ∈ Hi | g(ω) = ω, ∀ω ∈ ∆i} be the point-

wise stabilizer of ∆i in Hi for all 1 ≤ i ≤ k. Taking the restriction of H1 to ∆1 we

get a homomorphism H1 → Sym(∆1) with kernel CH1(∆1), which gives us an inclusion

H1/CH1(∆1) ⊆ Sym(∆1). By the minimality of ∆1, the action of H1/CH1(∆1) on ∆1 is

primitive, so we can find a H1/CH1(∆1)-regular partition of ∆1 by Corollary 5.3, say ∆1 =

X1,1 ∪ . . . ∪X1,l. Taking elements gi ∈ G (i = 2, . . . , k) such that gi(∆1) = ∆i, we define

the sets Xi,j = gi(X1,j) for all 1 < i ≤ k and for all 1 ≤ j ≤ l. Then ∆i = Xi,1 ∪ . . . ∪Xi,l

is a Hi/CHi(∆i)-regular partition of ∆i.

If the first case of Corollary 5.3 holds, then |∆i| ≤ p − 1. In this case let us choose a

subset B ( Fp such that |B| = |∆i|, and let fi : ∆i → B + ai = {b + ai | b ∈ B} be a

bijection for every 1 ≤ i ≤ k.

If the second case of Corollary 5.3 holds, then let X1,l ∈ {X1,1, X1,2, . . . , X1,l} be a

part of the partition of ∆1 of unique size. Now, let the function fi : ∆i → Fp be defined as

a coloring of the partition of ∆i satisfying fi(Xi,l) = ai.

Let the function f : Ω→ Fp be defined as

f(x) = fi(x), if x ∈ ∆i.

Let g ∈ G such that it fixes the vector (f(1), f(2), . . . , f(n)) ∈ Fnp and assume that g(∆i) =

∆j for some i 6= j. If x ∈ ∆i, then fi(x) = f(x) = f(g(x)) = fj(g(x)). In the first case

we get the range of fi is equal to the range of fj, so B + ai = B + aj. As the additive

group of Fp is a cyclic group of prime order, and B 6= Fp, it follows that ai = aj. In the

second case we have |{x ∈ ∆j | f(x) = ai}| = |{y ∈ ∆i | f(y) = ai| = |Xi,l| = |Xj,l|. As

Xj,l is a part of the partition ∆j = Xj,1 ∪ Xj,2 ∪ . . . ∪ Xj,l such that it is of unique size,

it follows from the construction of fj that ai = aj. So we proved that if g ∈ G fixes the

vector (f(1), f(2), . . . , f(n)) ∈ Fnp , then gN fixes the vector (a1, a2, . . . , ak) ∈ Fkp, so g ∈ N

and g(∆i) = ∆i for each 1 ≤ i ≤ k. Therefore, from the construction of the fi’s we get

g ∈ ∩ki=1CHi(∆i) = 1.
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Finally, if the action of G on Ω is not transitive, then let Ω = Ω1 ∪Ω2 ∪ . . .∪Ωk be the

decomposition of Ω to the orbits of G. This decomposition defines a direct decomposition

Fnp = V1 ⊕ V2 ⊕ . . . ⊕ Vk to G-invariant subspaces. Using induction on |Vi| we get vectors

xi ∈ Vi such that CG(xi) = CG(Vi). Then CG(x1 + x2 + . . .+ xk) = ∩ki=1CG(Vi) = 1. �

Remark. It was proven by Á. Seress [23, Theorem 1.2.] that for any solvable permutation

group G ≤ Sym(Ω) there always exists a G-regular partition of Ω into at most five parts.

Our next result concerning permutation groups is constructing regular partitions for

products of linear groups.

Theorem 5.6. For each 1 ≤ i ≤ k let Wi be a finite vector space over the pi-element

field, where p1 < p2 < . . . < pk are primes and k ≥ 2, and let W = W1 ⊕W2 ⊕ · · · ⊕Wk.

Furthermore, let G ≤ Aut(W ) ' GL(W1)×GL(W2)× · · · ×GL(Wk). Then there exists a

G-regular partition W = {0} ∪ Ω2 ∪ Ω3 such that |Ω2| < 1
4
|W |.

Proof. For each 1 ≤ i ≤ k let ei,1, ei,2, . . . , ei,ni be a basis of Wi, where ni = dimWi,

and let l = n1 + . . . + nk. Then |W | ≥ 2l−13, since k ≥ 2. As G is a subgroup of the

automorphism group of ⊕Wi, it fixes each Wi. Let Gi ' G/CG(Wi) be the restriction of G

to Wi. To construct a suitable Ω2 we use the cases 1-6 of Theorem 5.2. We saw that there

are subsets Ω∗i ⊆ Wi (i = 1, . . . , k) such that

Gi(Ω
∗
i ) = 1 for pi ≥ 5, or |Wi| ≤ 3;

Gi(Ω
∗
i ) ∩Gi(ei,1) = 1 for pi = 3 or |Wi| = 4;

Gi(Ω
∗
i ) ∩Gi(ei,1) ∩Gi(ei,2) = 1 for pi = 2, ni ≥ 3.

Now, let Ω2 be defined as

{
∑

i ei,1} ∪ {ej,2 |nj = 2}, if each ni ≤ 2;

{e1,1 + e2,1, e1,1 + 2e2,1, e1,2 + e2,1} ∪ Ω∗1 ∪ Ω∗2 ∪ . . . ∪ Ω∗k, if p1 = 2, n1 ≥ 3;

{e1,1 + e2,1} ∪ Ω∗1 ∪ Ω∗2 ∪ . . . ∪ Ω∗k, otherwise.
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In the first case if g ∈ G(Ω2), then g fixes each ej,2 and
∑

i ei,1. It follows that g also fixes

each ei,1, so g = 1 and the given partition is G-regular. Furthermore, |Ω2| = l − k + 1 ≤

l − 1 < 1
4
2l−13 ≤ 1

4
|W | holds.

Otherwise, if g ∈ G(Ω2), then g fixes each Wi ∩ Ω2 = Ω∗i , and it permutes the one or

three exceptional elements. Using that g(e1,1), g(e1,2) ∈ W1, g(e2,1) ∈ W2, we get g fixes

also these elements. Hence g acts trivially on every Wi, so g = 1, and we found a G-regular

partition.

It is easy to check that |Ω∗i | ≤ 2ni and |Ω∗1| ≤ 2n1 − 3 if p1 = 2, n1 ≥ 3. It follows

that |Ω2| ≤ 1 + 2l < 1
4
2l−13 ≤ 1

4
|W | holds unless l ≤ 4. Now, assume that l ≤ 4. As some

ni ≥ 3 we have |W | = p3q for some primes p 6= q. In case of p = 2 we have |Ω∗1| = |Ω∗2| = 1,

so |Ω2| = 3 + 1 + 1 < 1
4
233 ≤ 1

4
|W |. Finally, if |W | = p3q for some primes p 6= 2, q, then

|Ω2| ≤ 1 + 6 + 1 < 1
4
332 ≤ 1

4
|W |. �

The last corollary of this section says that with a few exceptions the second largest part

of the G-regular partitions given above is relatively small.

Corollary 5.7. Let W be a product of finite vector spaces and G ≤ Aut(W ). Then,

depending of W , the G-regular partition of W given above has the following property:

a) In case of |W | is neither a 2-power, nor a 3-power:

W = {0} ∪ Ω2 ∪ Ω3 such that |Ω2| < 1
4
|W |.

b) In case of |W | is a 3-power:

W = {0} ∪ Ω2 ∪ Ω3 ∪ Ω4 such that |Ω2| = 1 and |Ω3|+ 2 < 1
4
|W |, if |W | > 9.

c) In case of |W | is a 2-power:

W = {0} ∪ {e1} ∪ {e2} ∪ Ω4 ∪ Ω5 such that |Ω4| < 1
4
|W |, if |W | > 16 or |W | = 8.

Proof. First, if |W | is not a prime power, then Theorem 5.6 gives us a G-regular partition

W = {0}∪Ω2∪Ω3 such that |Ω2| < 1
4
|W |. If W is a one-dimensional vector space over the
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q-element field for some prime q ≥ 5, then by choosing Ω2 = {e1} (see case 2 of Theorem

5.2) we have |Ω2| = 1 < 5
4
≤ 1

4
|W |. Finally, if |W | = qn for some n ≥ 2 and for some prime

q ≥ 5, then we use case 3 of Theorem 5.2. Now, we have |Ω2| = 2n < 1
4
5n ≤ 1

4
|W |. Hence

a) is proved.

In case of |W | = 3n, case 4 of Theorem 5.2 gives us a G-regular permutation. Then

|Ω2| = 1 and |Ω3|+ 2 = 2n < 1
4
3n = 1

4
|W | holds if n ≥ 3.

In case of |W | = 2n for some n ≥ 3, we use cases 5 and 6 of Theorem 5.2. If |W | = 8,

then |Ω4| = 1 < 8
4

= 1
4
|W |. If |W | > 16, that is, n ≥ 5, then |Ω4| = 2n− 3 < 1

4
2n = 1

4
|W |.

The Corollary is proved. �

5.2 Primitive linear groups

In the following let V ' Fnp be a finite vector space and let G ≤ GL(V ) ' GL(n, p) be a

solvable linear group such that (|G|, p) = 1. In this section we assume that G is primitive

as a linear group, that is, there does not exists a proper decomposition

V = V1 ⊕ V2 ⊕ . . .⊕ Vt

such that G permutes the terms of this decomposition. In order to find vectors x, y ∈ V

such that CG(x) ∩ CG(y) = 1, we can clearly assume that G is maximal (with respect to

inclusion) among the solvable p′-subgroups of GL(V ). The main idea of our construction

is the following. We find a normal subgroup F C G which has a very special structure

and we show the existence of a basis of V such that every element of F is an “almost”

monomial matrix in this basis. Next, we choose x ∈ V in such a way that any element

CG(x) is also an “almost” monomial matrix in this basis. Then the permutation part of F

defines a product of linear spaces on this special basis, and the permutation part of CG(x)

acts on this structure. Therefore, we can use the partitions given in the previous section

to find a suitable vector y.
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5.2.1 The structure of the Fitting subgroup

If G ≤ GL(V ) is a maximal solvable primitive p′-group, then it is a Hall p′-subgroup of

some maximal solvable primitive group H ≤ GL(V ). Using the description of such groups,

we have the following theorem for G.

Theorem 5.8. Let G ≤ GL(V ) be a maximal solvable primitive p′-group. Then there is a

chain of normal subgroups A ≤ F ≤ C ≤ G with the following properties.

1. A is cyclic and |A| = pa − 1 for some a.

2. The linear span of A is isomorphic to the field Fpa.

3. The action of G/C on A gives us an inclusion G/C ↪→ Gal(Fpa|Fp).

4. F = AP1P2 . . . Pk, where Pi is an extraspecial pi-group of order p2ei+1
i for each i.

Furthermore, Z(Pi) = A∩Pi, and Fpa contains all the pi-th roots of unity. If pi > 2,

then the exponent of Pi is pi.

5. Let e =
∏
peii . Then n = ea.

6. C is included in GL(e, pa).

7. F ≤ GL(e, pa) gives an irreducible representation of F .

Proof. Let H ≤ GL(V ) be a maximal solvable primitive linear group containing G.

Some relevant properties of such a group can be found in [21, Proposition 2.1], [23, Lemma

2.2] and in [25, §§19–20]. First, H contains a unique maximal abelian normal subgroup,

denoted by A. Let F = Fit(CH(A)), the Fitting subgroup of CH(A). Then we have a

chain of normal subgroups A ≤ F ≤ CH(A) ≤ H. Using CH(A) instead of C in the

enumerated statements of the theorem, it is known that any of these statements holds.

Specifically, A and F both are normal p′-subgroups of H, so they are contained in any
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Hall p′-subgroup of H. As G is a Hall p′-subgroup of H, we get A ≤ F ≤ G. Finally, let

C = CG(A) = G ∩CH(A). It is clear that statements 3 and 6 hold for C, so we are done.

�

The next lemma says that it is enough to find x, y ∈ V such that CC(x) ∩ CC(y) = 1.

Lemma 5.9. Let x, y ∈ V be non-zero vectors such that CC(x) ∩ CC(y) = 1. Then for

some γ ∈ A ∪ {0} = Fpa we have CG(x) ∩ CG(y + γx) = 1.

Proof. For any g ∈ G let σg ∈ Gal(Fpa|Fp) denote the action of gC on Fpa by part 3 of

Theorem 5.8. For all α ∈ Fpa let Hα = CG(x)∩CG(y+αx) ≤ G. Our goal is to prove that

Hα = 1 for some α ∈ Fpa .

Let g ∈ Hα. Thus, g(x) = x and y + αx = g(y + αx) = g(y) + ασgx. Hence g(y) =

y + (α − ασg)x. If g ∈ 〈∪Hα〉, then g is the product of elements from several Hα’s. It

follows that g(y) = y + δx for some δ ∈ Fpa .

We claim that 〈∪Hα〉∩C = 1. Let g ∈ 〈∪Hα〉∩C. On the one hand, the action of g on

V is Fpa-linear, since g ∈ C = CG(A). On the other hand, g(x) = x and g(y) = y + δx for

some δ ∈ Fpa by the previous paragraph. If gn = 1, then y = gn(y) = y + nδx, so nδ = 0.

Using that |G| is coprime to p, we get n is not divisible by p, hence δ = 0. Therefore,

g(y) = y and g ∈ CC(x) ∩ CC(y) = 1.

Let g, h be two distinct elements of ∪Hα, so gh−1 6∈ C. Since G/C is embedded into

Gal(Fpa |Fp), we get σg 6= σh. Furthermore, the subfields of Fpa fixed by σg and σh are the

same if and only if 〈g〉 = 〈h〉.

If g ∈ Hα ∩ Hβ, then g(y) = y + (α − ασg)x = y + (β − βσg)x, so α − β is fixed by

σg. Let Kg = {α ∈ Fpa | g ∈ Hα}. The previous calculation shows that Kg is an additive

coset of the subfield fixed by σg, so |Kg| = pd for some d|a. Since for any d|a there is a

unique pd-element subfield of Fpa , we get |Kg| 6= |Kh| unless the subfields fixed by σg and

σh are the same. As we have seen, this means 〈g〉 = 〈h〉. Consequently, |Kg| 6= |Kh| unless
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Kg = Kh. Hence we get∣∣ ⋃
g ∈∪Hα\{1}

Kg

∣∣ ≤ ∑
d|a, d<a

pd ≤
∑
d<a

pd =
pa − 1

p− 1
< pa.

So there is a γ ∈ Fpa which is not contained in Kg for any g ∈ ∪Hα \ {1}. This exactly

means that Hγ = CG(x) ∩ CG(y + γx) = 1. �

Henceforth, in the following we can assume that V ' Fepa , furthermore, G ≤ GL(V ) '

GL(e, pa) is a solvable p′-group having normal subgroups A ≤ F ≤ G, where A is the

subgroup of all non-zero scalar matrices, and parts 4, 5, 7 of Theorem 5.8 hold for F .

Observe that for each prime p 6= 2, part 4 of Theorem 5.8 determines the isomorphic

type of the Sylow p-subgroup of F , since there are two types of extraspecial groups of

order p2d+1 for any p: For p 6= 2 one of them has exponent p, the other one has exponent

p2. However, for p = 2 both of them has exponent 4. In this later case one of them is the

central product of d copies of the dihedral group D4, the other one is the central product

of a quaternion group Q and d − 1 copies of D4. This gives us two possible isomorphism

types of F if pa ≡ 3 (mod 4). We say that F is monomial, if in the above decomposition

of F either each pi 6= 2 (that is, e is odd), or the extraspecial 2-subgroup in F is a central

power of D4. Otherwise we say that F is not monomial. (The explanation of our term

“monomial” is that in the first case we can choose a basis such that written in this basis

every element of F will be a monomial matrix.)

5.2.2 Finding x, y ∈ V in case of F is monomial

In the following let F C G ≤ GL(V ) ' GL(e, pa) as in the previous subsection and assume

that F is monomial. The next theorem helps us to find a “good” basis to F .

Theorem 5.10. With the above assumptions, the following properties hold for F ≤ GL(V ):

1. There is a decomposition F = D o S such that D = A×D0, and

D0 ' S ' Ze1
p1
× Ze2

p2
× . . .× Zek

pk
.
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2. There is a basis u1, u2, . . . , ue ∈ V such that in this basis D consists of diagonal

matrices and S regularly permutes the elements of this basis.

3. The subspaces 〈ui〉 , 1 ≤ i ≤ e are all the irreducible representations of D0 over Fpa,

and they are pairwise non-equivalent.

4. Written in the above basis, the main diagonal of any g ∈ D0 contains all of the

o(g)-th roots of unity with the same multiplicity.

Proof. It is well-known that any extraspecial p-group is a central product of non-abelian

groups of order p3. Using that Pi is a central power of D4 for pi = 2 and the exponent of

Pi is pi for pi > 2 we can find generators

Pi = 〈xi,1, xi,2, . . . , xi,ei , yi,1, yi,2, . . . yi,ei , zi〉 ,

such that any generator is of order pi, Z(Pi) = 〈zi〉, [xi,l, yi,l] = zi for all 1 ≤ l ≤ ei,

and any other pair of generators are commuting. Now, let Di = 〈xi,1, xi,2, . . . , xi,ei〉, and

Si = 〈yi,1, yi,2, . . . , yi,ei〉. Finally, let

D = A×D1 ×D2 × · · · ×Dk and S = S1 × S2 × · · · × Sk.

Using part 4 of Theorem 5.8, we get A = F∗pa contains all of the exp(D)-th roots of unity,

hence every irreducible representation of D over Fpa is one dimensional. Fix an u1 ∈ V

in such a way that Fpau1 is a D-invariant subspace. Choosing D0 = CD(u1) we have

D = A×D0, and D0 ' D1 × · · · ×Dk ' S ' Ze1
p1
× · · · × Zek

pk
.

Let the basis {u1, u2, . . . , ue} be defined as the set {s(u1) | s ∈ S}. First, e = |S| =

dimV . As D C F , it follows that Ds(u1) = sD(u1), so Fpasu1 is also a D-invariant

subspace for all s ∈ S. Hence 〈u1, u2, . . . , ue〉 is an F = DS-invariant subspace, so it is

equal to V by part 7 of Theorem 5.8. Therefore, {u1, u2, . . . , ue} is indeed a basis of V .

Then 2 clearly follows from our construction.
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The 3 rd part of the statement follows easily from the fact CS(D0) = 1. Indeed, let

ui 6= uj be two basis elements. Then uj = s(ui) for some 1 6= s ∈ S. Furthermore, let

d ∈ D0 such that [d, s] ∈ A \ {1}. Then

djjuj = d(uj) = ds(ui) = sd[d, s](ui) = [d, s](diiuj).

It follows that djj 6= dii, which proves that these representations of D0 are pairwise non-

isomorphic. The statement that these representations give us all the irreducible represen-

tations of D0 follows from the fact |D0| = e.

Finally, any linear representation of 〈g〉 can be extended to D0 in exactly |D0|/o(g)

ways, which proves 4. �

In the following we fix a basis u1, u2, . . . , ue, which fulfill the requirements of the above

theorem. With respect to this basis, we identify GL(V ) with the matrix group GL(e, pa).

Thus, F = DS C G ≤ GL(e, pa), where D is the group of diagonal matrices in F and S is

the group of permutation matrices in F acting regularly on the selected basis. Furthermore,

D = A×D0, where D0 = CD(u1) = CF (u1).

To find a base x, y ∈ V we write them as a linear combination of the basis vectors

u1, u2, . . . , ue in such a way that x contains only a few (one or three) ui with non-zero

coefficients, while y contains a lot of them.

Our next lemma collects some consequences of the choice x = u1:

Lemma 5.11. Let g ∈ G be any group element fixing g(u1) = u1. Then

1. Dg
0 = D0 and g is a monomial matrix. Hence there exists a unique decomposition

g = δ(g)π(g) to a product of a diagonal matrix δ(g) and a permutation matrix π(g).

2. π(g) normalizes S, that is, Sπ(g) = S.

3. Both δ(g) and π(g) normalize F , so F = F δ(g) = F π(g). Moreover, [δ(g), S] ≤ D.

4. If δ(g) 6= 1, then the number of 1’s in the main diagonal of δ(g) is at most 3
4
e.
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Proof. The statement Dg
0 = D0 follows from the fact D0 = CF (u1) C CG(u1). Con-

sequently, g permutes the homogeneous components of the D0-module V . By part 3 of

Theorem 5.10, these homogeneous components are just the one-dimensional subspaces 〈ui〉

for 1 ≤ i ≤ e. It follows that g is a monomial matrix. Of course, a monomial matrix g has

a unique decomposition g = δ(g)π(g), and part 1 is proved.

The map π : g → π(g) gives us a homomorphism from the group of monomial matrices

into the group of permutation matrices. As g ∈ G normalizes F , we have π(g) normalizes

π(F ) = S and 2 follows.

Both g and δ(g) normalize D, hence π(g) = δ(g)−1g normalizes D, too. We have

already seen that π(g) normalizes S, so it also normalizes F = DS. We get δ(g) = gπ(g)−1

also normalizes F . Finally, [δ(g), S] is a subset of F and it consists of diagonal matrices,

so [δ(g), S] ≤ D and 3 holds.

If δ(g) 6= 1, then δ(g) is not a scalar matrix, so there exists an s ∈ S such that

[δ(g), s] ∈ D \ {1}. Using part 4 of Theorem 5.10, we get the number of 1’s in the main

diagonal of [δ(g), s] is at most 1
2
e. This cannot be true if the number of 1’s in δ(g) is more

than 3
4
e. We are done. �

By part 2 of Lemma 5.11, π(CG(u1)) ≤ CGL(e,pa)(u1) normalizes S, so it acts on

S by conjugation, which defines a homomorphism from π(CG(u1)) to Aut(S). In fact,

this homomorphism is an inclusion, since CGL(e,pa)(u1) ∩ CGL(e,pa)(S) = 1. Therefore,

π(CG(u1)) ≤ Aut(S) ' GL(e1, p1)×GL(e2, p2)× · · ·GL(ek, pk).

Thus, we can apply Corollary 5.7 to find a π(CG(u1))-regular partition of S. Since S

acts on the basis W = {u1, u2, . . . , ue} regularly, using the bijection s → s(u1) we can

define a partition W = {u1} ∪ Ω2 ∪ . . . ∪ Ωl, which is also π(CG(u1))-regular.
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Case e 6= 2k

In the following we will assume that |D0| = |S| = e is not a 2-power. In every such

case let x = u1. By the last paragraph, we have a π(CG(u1))-regular partition W =

{u1} ∪ Ω2 ∪ . . . ∪ Ωl. Let α ∈ Fpa be a generator element of the multiplicative group of

Fpa . Now, o(α) = |A| ≥ 6, since |A| is even (because p 6= 2) and every prime divisor of e

divides |A|.

Theorem 5.12. With the above notations let y be defined as follows

For e 6= 3k : y = 0 ·
∑
ui∈Ω2

ui + 1 ·
∑
ui∈Ω3

ui,

For e = 3k, k ≥ 2 : y = α ·
∑
ui∈Ω2

ui + 0 ·
∑
ui∈Ω3

ui + 1 ·
∑
ui∈Ω4

ui,

For e = 3 : y = αu2 + u3.

Then CG(x) ∩ CG(y) = 1.

Proof. Let g ∈ CG(x) ∩ CG(y). Since g fixes u1 = x, we get g is a monomial matrix by

Lemma 5.11, so we have a decomposition g = δ(g)π(g).

In case of e 6= 3k our first observation is that π(g) fixes the subset Ω2 ⊆ W . To see

this, notice that if the monomial matrix g fixes y, then π(g) permutes the basis elements

appearing in y with zero coefficients between each other. So π(g) fixes both u1 ∪ Ω2 and

u1 (since g does), therefore it fixes Ω2. As W = {u1} ∪ Ω2 ∪ Ω3 is a π(CG(u1))-regular

partition, we get π(g) = 1. Hence g = δ(g) is a diagonal matrix. If gii denote the i-th

element of the main diagonal of g, then g ∈ CG(y) holds only if gii = 1 for all ui ∈ Ω3.

We also have g11 = 1. Since e is neither a 2-power nor a 3-power, we can apply part a) of

Corollary 5.7 to get |Ω2| < 1
4
e. Using part 4 of Lemma 5.11 it follows that g = 1.

In case of e = 3k, k ≥ 2 we see that π(g) fixes the subset Ω3 ⊆ W , since these elements

occur with coefficient 0 in y (not counting x = u1 which is already fixed by g). However,

in this case it is possible that π(g) moves the unique element of Ω2 into an element of Ω4.
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Of course, in that case it moves an element of Ω4 into the element of Ω2. This results the

appearance of an α and an α−1 in the main diagonal of δ(g). It follows that the number

of elements different from 1 in the main diagonal of δ(g) is at most |Ω3|+ 2, which is less

than 1
4
e if e > 9 by part b) of Corollary 5.7. By part 4 of Lemma 5.11 we get δ(g) = 1,

hence π(g) also fixes the unique element of Ω2, so g = π(g) = 1.

In case of e = 9 we have y = α·ui+0·uj+1·
∑

k 6=i,j,1 uk. Then π(g) fixes uj. If π(g) does

not fix ui, then in the main diagonal of δ(g) there are an α and an α−1, possibly δ(g)jj 6= 1,

any other element is 1. Since S acts regularly on W , we can choose an element s ∈ S which

takes the basis element corresponding to α−1 into the basis element corresponding to α.

Then, the main diagonal of [δ(g), s] ∈ D contains an α2 6= 1 and at least four 1’s. However,

there is no such an element in D = A × D0 by part 4 of Theorem 5.10, a contradiction.

So π(g) fixes also ui. It follows that π(g) = 1. Furthermore, gjj is the only element in the

main diagonal of g = δ(g) which can be different from 1. Using part 4 of Lemma 5.11 we

get g = 1.

Finally, let e = 3. If g ∈ CG(x) ∩ CG(y) is a diagonal matrix, then clearly g = 1.

Otherwise,

δ(g) =

0BBBBB@
1 0 0

0 α 0

0 0 α−1

1CCCCCA and [δ(g), s] =

0BBBBB@
α 0 0

0 α−2 0

0 0 α

1CCCCCA, for s =

0BBBBB@
0 0 1

1 0 0

0 1 0

1CCCCCA ∈ S.

Since o(α) ≥ 6 we get α 6= α−2, so [δ(g), s] /∈ D by part 4 of Theorem 5.10, which

contradicts to part 3 of Lemma 5.11. �

Case e = 2k

Still assuming that F is monomial, now we handle the case e = 2k for some k. We note

that in case of e ≥ 128 we could give similar constructions as we did in Theorem 5.12.

However, for a more uniform discussion we alter these constructions a bit, so it will be

adequate even in smaller dimensions. The point of our modification is that we do not
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choose x as a basis element this time, rather as a linear combination of exactly three basis

vectors. Although this effects that CG(x) will not be monomial any more, we can cure this

problem by a good choice of y.

In case of e = 2 any basis will be obviously good, let for example x = u1, y = u2. Now,

we analyze the case e = 4. According to Theorem 5.10, we choose a basis u1, u2, u3, u4 ∈ V .

In this case F = AD0S, where the Klein groupsD0 = 〈d1, d2〉 and S = 〈s1, s2〉 are generated

(independently from the base field) by the matrices:

d1 =


1

1

−1

−1

, d2 =


1

−1

1

−1

, s1 =


0 0 1 0

0 0 0 1

1 0 0 0

0 1 0 0

, s2 =


0 1 0 0

1 0 0 0

0 0 0 1

0 0 1 0

.
If the size of the base field is not equal to 3, 5 or 9, then the following theorem gives us a

good pair of vectors x and y.

Theorem 5.13. Let F = A 〈d1, d2, s1, s2〉 C G ≤ GL(4, pa), and assume that pa 6= 3, 5, 9.

Furthermore, let α ∈ Fpa \ {0} such that α8 6= 1. Set x = u2 + αu3 + α−1u4, y = u1. Then

CG(x) ∩ CG(y) = 1.

Proof. Let g ∈ CG(x) ∩ CG(y). By the choice of y we know that g is a monomial

matrix. The first element in the main diagonal of δ(g) is 1, and the others are from the

set {1, α, α−1, α2, α−2}. If δ(g) contains an α or an α−1, then for some s ∈ S we get

[δ(g), s] ∈ A×D0 contains both α and α−1. By part 4 of Theorem 5.10, this is impossible

unless o(α2)|4 which does not hold. It follows that either g = 1, or

g =


1 0 0 0

0 1 0 0

0 0 0 α2

0 0 α−2 0

 , and [δ(g), s1] =


α2 0 0 0

0 α−2 0 0

0 0 α−2 0

0 0 0 α2

 .

As [δ(g), s1] ∈ D we get o(α4)|2, which is again impossible. �
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The aim of the next theorem is to make the problem clear for G ≤ GL(4, 3) and for

G ≤ GL(4, 9). However, our construction works equally well over every finite field of

characteristic 3. In the proof we need to use the assumption (|G|, |V |) = 1.

Theorem 5.14. Let F = A 〈d1, d2, s1, s2〉 C G ≤ GL(4, 3k). Furthermore, set x1 =

u2 + u3 + u4, and y1 = u1. Then |CG(x1) ∩CG(y1)| ≤ 2. If x1, y1 is not a base for G, then

let 1 6= g0 ∈ CG(x1) ∩ CG(y1). Then g0 is a permutation matrix fixing one of the elements

u2, u3, u4. If, for example, g0(u2) = u2, then let us define the vectors x2, y2, x3, y3 ∈ V as

x2 = u1 + u2 + u4, y2 = u1 + u3;

x3 = u1 + u2 − u4, y3 = u1 + u3.

Now, either CG(x2) ∩ CG(y2) = 1, or CG(x3) ∩ CG(y3) = 1.

Proof. We know that CG(y1) consists of monomial matrices by part 1 of Lemma 5.11,

so any g ∈ CG(x1) ∩ CG(y1) acts as a permutation on the set {u2, u3, u4}. Since the order

of |G| is not divisible by 3, we get CG(x1) ∩ CG(y1) is isomorphic to a 3′-subgroup of the

symmetric group S3, so |CG(x1) ∩ CG(y1)| ≤ 2.

Let us assume that

g0 =


1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0

 ∈ G.
Now, CG(u1 + u3) normalizes the subgroup N = CF (u1 + u3) generated by the elements

d2, s1. It is easy to check that the N -invariant subspaces

〈u1 + u3〉 , 〈u1 − u3〉 , 〈u2 + u4〉 , 〈u2 − u4〉

are pairwise non-equivalent representations of N . Hence CG(u1 + u3) permutes these sub-

spaces. (In other words, it consists of momomial matrices with respect to this new basis.)
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Of course, CG(u1 + u3) fixes the subspace 〈u1 + u3〉. Using again that |G| is not divisible

by 3, we get at least one of the following holds:

∀g ∈ CG(u1 + u3) : g(u1 − u3) = αg(u1 − u3) for some αg ∈ F∗pa ,

∀g ∈ CG(u1 + u3) : g(u2 + u4) = αg(u2 + u4) for some αg ∈ F∗pa ,

∀g ∈ CG(u1 + u3) : g(u2 − u4) = αg(u2 − u4) for some αg ∈ F∗pa .

In the first case CG(u1 + u3) fixes both subspaces 〈u1, u3〉 and 〈u2, u4〉. Thus, if g ∈

CG(u1+u3) fixes either x2 or x3, then g(u1) = u1, and g is a monomial matrix. Furthermore,

either g = 1, or g(u2) = βu4 and g(u4) = γu2 for some β, γ ∈ F∗pa . However, it that case

the order of g0g ∈ G is divisible by three, a contradiction. We get CG(x2) ∩ CG(y2) =

CG(x3) ∩ CG(y3) = 1.

In the second case we claim that CG(x2) ∩ CG(y2) = 1. Let g ∈ CG(x2) ∩ CG(y2). If

g(u1−u3) = β(u1−u3) for some β ∈ F∗pa , then g = 1 by the previous paragraph. Otherwise,

g(u1 − u3) = γ(u2 − u4) holds for some γ ∈ F∗pa . Using that 1
2

= −1 in F3k we get

g(u1 + u2 + u4) =
1

2
(g(u1 + u3) + g(u1 − u3)) + g(u2 + u4) =

− (u1 + u3)− γ(u2 − u4) + αg(u2 + u4) 6= u1 + u2 + u4.

This contradiction shows that CG(x2) ∩ CG(y2) = 1.

Finally, in the third case the proof of CG(x3) ∩ CG(y3) = 1 is essentially the same as

the proof was in the second case. �

Remark. In the above example, if we start from the decomposition F = AD′0S
′, where

D′0 = 〈d2, s1〉 and S ′ = 〈s2, d1〉, then the corresponding basis {u′1, u′2, u′3, u′4} suitable to

Theorem 5.10 will be the following

u′1 = u1 + u3, u′2 = u1 − u3, u′3 = u2 + u4, u′4 = u2 − u4.
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Written in this new basis, the vectors x2, y2, x3, y3 have the following form

x2 = −u′1 − u′2 + u′3, y2 = u′1;

x3 = −u′1 − u′2 + u′4, y3 = u′1.

Hence in case of G ≤ GL(4, 3k) we can assume that there exists a pair x, y such that

CG(x) ∩ CG(y) = 1, where y = u1, and x is the linear combination of exactly three basis

vectors with non-zero coefficients.

In case of GL(4, 5) we used the GAP system [6] to find x and y.

Theorem 5.15. As before, let F = A 〈d1, d2, s1, s2〉 ≤ GL(4, 5), and let N denote the

normalizer of F in GL(4, 5). Then, for x = u1 + u2 + 2u3 and y = u2 + u3 + 2u4 we have

CN(x) ∩ CN(y) = 1.

The constructions given in the last three theorems have the common property that x is

a sum of exactly three basis vectors with non-zero coefficient. Capitalizing this property,

we shall give a uniform construction in any case of F = AD0S C G ≤ GL(2k, pa) for all

k ≥ 3. Possibly taking a permutation of the basis vectors u1, u2, . . . , ue we can assume that

{u1, u2, u3, u4} corresponds to a two dimensional subspace of S, that is,

{u1, u2, u3, u4} = S2(u1) = {s(u1) | s ∈ S2} for some S2 ≤ S, |S2| = 4.

Let V ′ = 〈u1, u2, u3, u4〉 ≤ V be the subspace generated by the first four basis vectors,

and let NF (V ′) be the subgroup of elements of F fixing V ′. Then the restriction of

NF (V ′) to V ′ defines an inclusion NF (V ′)/CF (V ′) into GL(V ′), so we get a subgroup

F ′ = A 〈d1, d2, s1, s2〉 ≤ GL(V ′). If g ∈ NG(V ′), then it is clear that gV ′ normalizes F ′.

Using the previous results, we can define x0, y0 ∈ V ′ such that x0 is the linear combination

of exactly three basis vectors and NG(V ′) ∩CG(x0) ∩CG(y0) acts trivially on V ′. Starting

from the vectors x0, y0, we search a base x, y ∈ V of the form x = x0, y = y0 + v, where

v ∈ V ′′ := 〈u5, u6, . . . , ue〉. The following lemma answers why this form is useful.
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Lemma 5.16. CG(x0) fixes both subspaces V ′ and V ′′, that is, CG(x0) ≤ NG(V ′)∩NG(V ′′).

As a result, for any v ∈ V ′′ we have CG(x0) ∩CG(y0 + v) = CG(x0) ∩CG(y0) ∩CG(v) acts

trivialy on V ′. In particular, CG(x0) ∩ CG(y0 + v) consists of monomial matrices.

Proof. It is enough to prove the inclusion CG(x0) ≤ NG(V ′) ∩ NG(V ′′), the rest of

the statement follows evidently. Our proof is similar to the way we have proved that

CG(u1) consists of monomial matrices. As there are three basis elements in x0 with non-

zero coefficients and S ' Zk
2 regularly permutes the basis elements, we get CF (x0) ≤ D,

i.e., every element of CF (x0) is diagonal. Hence every element of CF (x0) fixes the three

basis elements appearing in x0. Using the assumption that u1, u2, u3, u4 corresponds to

the subspace S2 ≤ S, it follows easily that any element of D fixing three of the basis

elements u1, u2, u3, u4 must fix the fourth one, too. Let N = CF (x0) = CF (V ′). It follows

that |D0 : N | = 4, so V ′ is just the homogeneous component of N corresponding to the

trivial representation, while V ′′ is the sum of the other homogeneous components of N .

As N C CG(x0), every element of CG(x0) permutes the homogeneous components of N .

Since x0 ∈ V ′, we get CG(x0) fixes V ′, so it also fixes the sum of the other homogeneous

components, which is V ′′. �

It is time to define the vector v, whereby we close the monomial case. We already know

by the previous lemma that CG(x0) ∩ CG(y0 + v) consists of monomial matrices for any

v ∈ V ′′, so we can use Corollary 5.7 to define a π(CG(x0) ∩ CG(y0))-regular partition on

W = {u1, u2, . . . , ue}.

Theorem 5.17. By part c) of Corollary 5.7 let W = W2∪Ω4∪Ω5 be a π(CG(x0)∩CG(y0))-

regular partition of W = {u1, u2, . . . , ue} such that W2 = {u1, u2, u3, u4} corresponds to a

two dimensional subspace of S. Let the vectors x, y ∈ V be defined as

x = x0, y = y0 + v, where v = 0 ·
∑
ui∈Ω4

ui + 1 ·
∑
ui∈Ω5

ui, for e 6= 16.
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In case of e = 16 this construction does not work (since it was an exceptional case in

Corollary 5.7). In this case let us, ut ∈ {u5, u6 . . . , u16} be two vectors corresponding to

elements from different cosets of S2 in S. In this case let x, y ∈ V be chosen as

x = x0, y = y0 + v, where v = 0 · us + (−1) · ut + 1 ·
∑

i∈{5,6,...,16}
i 6=s,t

ui.

Then we have CG(x) ∩ CG(y) = 1.

Proof. We know by the previous lemma that any g ∈ CG(x) ∩ CG(y) is a monomial

matrix fixing all elements of W2. Also Ω4 is fixed by π(g), since exactly the elements of

W2 ∪ Ω4 occur with coefficient 0 in v. It follows that π(g) = 1. Hence g = δ(g) is a

diagonal matrix, and any element in its main diagonal not corresponding to Ω4 must be

1. Furthermore, |Ω4| < 1
4
|W | in case of e 6= 16 by part c) of Corollary 5.7, so we get

g = δ(g) = 1 by using part 4 of Lemma 5.11.

In case of e = 16 for any g ∈ CG(x)∩CG(y) we have π(g)(us) = us. Now, if π(g)(ut) = ut

does not hold, then the number of elements in the main diagonal of δ(g) different from 1

should be 2 or 3, which is again a contradiction to part 4 of Lemma 5.11. Hence δ(g) = 1

and π(g)(ut) = ut. By our choice of the vectors us, ut we get g = π(g) = 1, which proves

the identity CG(x) ∩ CG(y) = 1. �

5.2.3 Finding x, y ∈ V in case of F is not monomial

In the following we examine the case when F is not monomial. Thus, the extraspecial

2-group, say P1, in part 4 of Theorem 5.8 is the central product of a quaternion group

Q by some number of dihedral groups D4. If λ ∈ A is a field element of order four, and

Q = 〈i, j〉 ≤ P1 is the quaternion group generated by the elements i, j of order four,

then by defining H = 〈λi, λj〉 ≤ AQ we get H ' D4 and AH = AQ. Therefore, in the

decomposition of F we can exchange Q with a subgroup isomorphic to D4, so we get the
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monomial case. Hence we can assume that A does not contain a fourth root of unity. Our

next theorem is analogous to Theorem 5.10.

Theorem 5.18. With the above assumptions, the subgroup F ≤ GL(V ) has the following

properties

1. There exists a product decomposition F = QF1 such that F1 = CF (Q) = D o S =

(A×D0) o S and

D0 ' S ' Ze1−1
2 × Ze2

p2
× . . .× Zek

pk
.

2. There exists a basis u1, v1, u2, v2, . . . , ue/2, ve/2 ∈ V such that in this basis the elements

of D are diagonal matrices, while S permutes the set of ordered pairs {(ui, vi) | 1 ≤

i ≤ e/2} regularly.

3. The subspaces 〈ui〉 are all the irreducible representations of D0 over Fpa and they are

pairwise non-equivalent.

4. In the above basis, the main diagonal of any g ∈ D0 contains all of the o(g)-th root

of unity with the same multiplicity.

5. For all 1 ≤ i ≤ e/2 any element of D restricted to Wi = 〈ui, vi〉 is a scalar matrix.

6. If an element g ∈ QD has an eigenvector in V , then g ∈ D.

Proof. Let P1 = QT be the central product of the quaternion group Q by the extraspecial

2-group T , where T is a central power of some D4’s. Applying part 1 of Theorem 5.10 to

the group F1 = ATP2P3 . . . Pk the first statement follows at once.

Let V1 ≤ V be an irreducible F1-invariant subspace of V . As Z(F1) = A consists

of scalar matrices and F1 is nilpotent, F1 acts faithfully on V1, so the restriction of F1

to V1 gives us an inclusion F1 ≤ GL(V1). It is well-known that if R is an extraspecial

r-group of order r2m+1 for some prime r, then the degree of every faithful, irreducible
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complex character of R is rm, and the character values of such a character are in the

r-th cyclotomic field. It follows that the degree of every faithful, irreducible complex

characters of F1 is equal to e/2. Furthermore, the character values of such a character are

in the pa − 1-th cyclotomic field. Using [14, Theorem 15.13], we get that every faithful,

irreducible Fpa-representation of F1 has dagree e/2 and its character values are in Fpa .

Such a representation is an extension of an Fpa-representation of F1 by [14, Theorem

9.14]. It follows that the degree of any faithful, irreducible Fpa-representation of F1 is

equal to e/2, hence the dimension of V1 is e/2. By Theorem 5.10, there exists a basis

{u1, u2, . . . ue/2} ∈ V1 such that D consists of diagonal matrices with respect to this basis,

while S regularly permutes the elements of this basis. So statement 3 follows from the

corresponding part of Theorem 5.10.

Let Wi = 〈q(ui) | q ∈ Q〉 be the smallest Q-invariant subspace containing ui. Then each

Wi is a homogeneous D0-module, since Q centralizes D0. Additionally, these subspaces are

pairwise non-equivalent D0-modules.

Since Q centralizes also S, we get S regularly permutes the subspaces Wi. It follows

that W1 ⊕W2 ⊕ . . . ⊕We/2 is an F -invariant subspace, so it is equal to V . Comparing

dimensions we get each Wi is two dimensional. Let us choose elements vi ∈ Wi such that

ui, vi is a basis of Wi for all i, and the set of vectors {v1, v2, . . . , ve/2} is an orbit of S. Then

2 and 5 follows obviously.

Using part 4 of Theorem 5.10, statement 4 follows immediately.

Finally, let g = qd ∈ QD \D, so q ∈ Q \ {±I}. As the elements of Q are commuting

with the elements of D and the exponent of D is not divisible by 4 (here we use that A

does not contain a fourth root of unity), we get the order of g is divisible by four. It follows

that go(g)/2 is an element of Q of order two, hence go(g)/2 = −I. Therefore, if λ ∈ Fpa is an

eigenvalue of g, then λo(g)/4 ∈ Fpa would be a fourth root of unity, a contradiction. Hence

any element of QD \D does not have an eigenvector in V , which proves 6. �
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In the following let V1 = 〈u1, u2, . . . , ue/2〉 and V2 = 〈v1, v2, . . . , ve/2〉. Then V = V1⊕V2.

Let NG(V1) denote the elements of G fixing the subspace V1. The restriction of NG(V1)

to V1 gives us a homomorphism NG(V1) → GL(V1) with image G1 ' NG(V1)/CG(V1).

Furthermore, F1 is included into G1 via the restriction of F1 to V1, and its image is a

normal subgroup of G1 isomorphic to F1. So we can use the constructions of the monomial

case to find vectors x1, y1 ∈ V1 such that CG1(x1) ∩ CG1(y1) = 1V1 . Furthermore, in cases

e/2 6= 2k and e/2 = 2 we have x1 = u1 by Theorem 5.12, while in cases e/2 = 2k, k ≥ 2

we found x1 ∈ 〈u1, u2, u3, u4〉 as a linear combination of exactly three basis vectors, while

y1 ∈ u1 + 〈u5, u6, . . . , ue/2〉. (Theorems 5.13, 5.14, 5.17, and Remark after Theorem 5.14)

Using these constructions we define the vectors x, y ∈ V as follows.

Theorem 5.19. Using the vectors x1, y1 ∈ V1 defined above let

x = x1, y = v1 + y1, in cases e/2 6= 2k or e/2 = 2;

x = v1 + x1, y = y1, in cases e/2 = 2k, k ≥ 2.

Then CG(x) ∩ CG(y) = 1.

Proof. First, let e/2 6= 2k or e/2 = 2. Choosing a g ∈ CG(x) ∩ CG(y) it normalizes

the subgroup CF (x) = CF (u1) = D0, so it permutes the homogeneous components of D0,

that is, the subspaces W1,W2, . . . ,We/2. Then it is clear from the construction of y that

g also centralizes v1, so the restriction of g to W1 is the identity. As g permutes the

subspaces W1,W2, . . . ,We/2, it follows that g can be written in a unique way as a product

g = δ2(g)π2(g), where δ2(g) is a 2-block diagonal matrix, while π2(g) = π(g) ⊗ I2, where

π(g) denotes the permutation action of g on the set {W1,W2, . . . ,We/2}. Similarly to part

3 of Lemma 5.11 one can prove that [δ2(g), S] ≤ QD. Now, if ui appears with a non-zero

coefficient in y, then the i-th block of δ2(g) must be a lower triangular matrix. From our

constructions given in Theorem 5.12 (see also parts a) and b) of Corollary 5.7) it follows

that more than half of the blocks of δ2(g) are lower triangular matrices. Therefore, for any
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s ∈ S at least one block of [δ2(g), s] ∈ QD is a lower triangular matrix. Using part 6 of

Theorem 5.18, we get [δ2(g), s] ∈ D for every s ∈ S. Since the first block of δ2(g) is the

identity and S regularly permutes the blocks we get every block of δ2(g) is a scalar matrix

by part 5 of Theorem 5.18. In particular, δ2(g) is a diagonal matrix. Hence g is a monomial

matrix, and it fixes the subspace V1 = 〈u1, u2, . . . , ue/2〉. As gV1 ∈ CG1(x1)∩CG1(y1) = 1V1 ,

we get g acts trivially on V1, so π(g) = 1, and g is a diagonal matrix. Finally, using that

the restriction of g to any Wi is a scalar matrix, and g(ui) = ui for all i it follows that

g = 1, what we wanted to prove.

In case of e = 2k, k ≥ 2 we claim that CF (x) = CF (v1) ∩ CF (x1) ≤ D0. As the set of

subspaces W1,W2,W3,W4 corresponds to a subspace of S, it follows that CF (x) permutes

these subspaces. Now, for any g ∈ CF (x) there exist ui, uj occuring in x with non-zero

coefficients such that g moves ui into a multiple of uj, so uj is an eigenvector of the 2-block

diagonal matrix δ2(g) ∈ QD of g, hence δ2(g) is a diagonal matrix by part 6 of Theorem

5.18. Consequently, g cannot take v1 into a multiple of some ui. So CF (x) fixes both v1

and x1, which proves that CF (x) = CF (v1) ∩ CF (x1) ≤ D0.

It follows that the homogeneous component corresponding to the trivial representation

of CF (x) ≤ D0 is just the subspace W1 ⊕W2 ⊕W3 ⊕W4, while the subspace generated

by the other homogeneous components of CF (x) is W5 ⊕W6 ⊕ · · · ⊕We/2. Since any g ∈

CG(x)∩CG(y) normalizes CF (x), it fixes both W1⊕W2⊕W3⊕W4 and W5⊕W6⊕· · ·⊕We/2.

As y is of the form y = u1 + 〈u5, u6, . . . , ue/2〉, it follows that g(u1) = u1, so g fixes the

subspace W1. Using the construction of x we get g(v1) = v1, so g acts trivially on W1.

From this point the proof is the same as it was for the previous case. �

5.3 Imprimitive linear groups

As before, let V be a finite vector space over Fp for some prime p 6= 2, and let G ≤

GL(V ) ' GL(n, p) be a solvable linear group such that (|G|, |V |) = 1. In case of G is a
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primitive linear group, the previous section gave us a base x, y ∈ V . Using this result, in

this section we handle the case when G is not primitive as a linear group.

It follows from Maschke’s theorem that V is a completely reducible G-module. The

next obvious lemma reduces the problem to irreducible G-modules.

Lemma 5.20. Let V = V1⊕V2 be the sum of two G-invariant subspaces. Then G/CG(Vi) ≤

GL(Vi) acts faithfully on Vi. Using inductive hypothesis, for i = 1, 2 set xi, yi ∈ Vi such

that CG(xi) ∩ CG(yi) = CG(Vi). Then CG(x1 + x2) ∩ CG(y1 + y2) = 1.

In the following let G ≤ GL(V ) be an irreducible, imprimitive linear group. Thus,

there is a decomposition V = ⊕ki=1Vi such that k ≥ 2 and G permutes the subspaces

Vi in a transitive way. We can assume that the decomposition cannot be refined. For

each 1 ≤ i ≤ k let Hi = {g ∈ G | gVi = Vi} be the stabilizer of Vi in G. Then

Hi/CHi(Vi) ≤ GL(Vi) is a primitive linear group, and the subgroups Hi are conjugate in

G. Of course, (|H1|, |V1|) = 1, so, using the previous section we can find vectors x1, y1 ∈ V1

such that CH1(x1) ∩ CH1(y1) = CH1(V1). Let {g1 = 1, g2, . . . , gk} be a set of left coset

representatives for H1 in G such that Vi = giV1 for all 1 ≤ i ≤ k and let xi = gix1,

yi = giy1. It is clear that Hi = H
g−1
i

1 and CHi(xi) ∩ CHi(yi) = CHi(Vi).

Now, N = ∩ki=1Hi is a normal subgroup of G, the quotient group G/N acts faithfully

and transitively on the set {V1, V2, . . . , Vk}, and |G/N | is coprime to p. Using Theorem 5.5,

we can choose a vector (a1, a2, . . . , ak) ∈ Fkp such that only the identity element of G/N

fixes this vector.

Theorem 5.21. Let the vectors x, y ∈ V be defined as

x =
k∑
i=1

xi, y =
k∑
i=1

(yi + aixi).

Then CG(x) ∩ CG(y) = 1.
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Proof. Let g ∈ CG(x) ∩ CG(y). Assuming that gVi = Vj for some 1 ≤ i, j ≤ k we get

gxi = xj and g(yi + aixi) = (yj + ajxj). Choose g′ = g−1
j ggi ∈ G. Then

g′x1 = x1 and g′(y1 + aix1) = (y1 + aix1) + (aj − ai)x1, (5.1)

so g′ stabilizes the subspace 〈x1, y1〉 ≤ V1. If y1 = cx1 for some c ∈ Fp, then g′y1 =

y1. Using Equation (5.1) we get aj = ai. Otherwise, x1, y1 + aix1 form a basis of the

〈g′〉-invariant subspace 〈x1, y1〉. With respect to this basis the restriction of g′ to this

subspace has matrix form 1 aj − ai

0 1

 .

If aj−ai 6= 0, then this matrix has order p, so p divides the order of g′ ∈ G, a contradiction.

Hence in any case ai = aj holds for gVi = Vj, which exactly means that gN ∈ G/N stabilizes

the vector (a1, a2, . . . , ak). It follows that g ∈ N . So gxi = xi and gyi = yi holds for any

1 ≤ i ≤ k, and g ∈ ∩ki=1CHi(Vi) = CG(V ) = 1 follows. �

72



C
E

U
eT

D
C

ol
le

ct
io

n

Bibliography
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