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Abstract

In this thesis we address certain questions arising in the functional analytic study of
dynamical systems and differential equations.

First, we discuss the operator theoretic counterparts of the central ergodic theoretical
notions of strong and weak mixing. These concepts correspond to particular types of
asymptotic behaviour of operator semigroups in the weak operator topology, called weak
and almost weak stability. Using functional analytic tools and methods from ergodic the-
ory, we describe various features of (almost) weakly stable semigroups. In particular, we
show that (in the Baire category sense) typical elements in certain natural spaces of semi-
groups are almost weakly but not weakly stable, thus we carry over classical theorems of
Halmos and Rohlin for measure preserving transformations to the Hilbert space operator
setting.

Further, we illustrate operator semigroup methods and results on a class of telegraph
systems with various boundary conditions. We study both linear and nonlinear boundary
value problems. The stability of linear telegraph systems is discussed by applying theorems
from the previous chapters. For the existence of solutions, we are particularly interested
in time-dependent boundary conditions, since this case has little been investigated so
far. The operator semigroup techniques applied to the case of Lipschitz continuous non-
linearities are combined with estimates from the theory of monotone operators to yield
well-posedness and the regularity of the solutions, also in the case of dynamic boundary
conditions.
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Preface

The last decades have seen a remarkable development of abstract methods for various
kinds of dynamical systems and functional analytic approaches now provide sufficiently
general structures for the study of differential equations. On the other hand, the rich
variety of differential equations makes the existence of a unified theory extremely unlikely
and specific equations that are of interest because of applications but do not neatly fit
in any major abstract framework are often investigated with classical, concrete or even
ad hoc techniques. Therefore, while extending general theories it is equally important to
study specific problems; the aim of this thesis is to contribute to the abstract as well as
to the concrete domain.

The mathematical field our investigations here originate in is the theory of lin-
ear and nonlinear operator semigroups. The theory is large and well-developed by
now; for an introduction as well as for further information we recommend the books
[Arendt et al., 2001], [Engel and Nagel, 2000], [Goldstein, 1985], [Ito and Kappel, 2002],
[Lax, 2002], [Moroşanu, 1988] and for the functional analytic background [Rudin, 1973].

The thesis is organised as follows. The introduction in the first chapter briefly re-
views relevant parts from the theory of linear and nonlinear operator semigroups. In the
next two chapters we study weakly and almost weakly stable C0-semigroups; the results
here are largely based on the papers [Eisner et al., 2007], [Eisner and Serény, 2008] and
[Eisner and Serény, 2007]. Finally, in Chapters 4 and 5 we investigate a class of telegraph
systems by extensively using linear and nonlinear semigroup techniques; the discussion
here is based on [Moroşanu and Serény, 2006] and [Serény, 2007].
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Grants. Last but not least my warmest thanks are due to Tanja Eisner for her immense
enthusiasm and for all the effort she invested in our joint work.

ii



C
E

U
eT

D
C

ol
le

ct
io

n

Contents

1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Linear Cauchy problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Asymptotic behaviour . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Nonlinear Cauchy problems . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Weak stability 6
2.1 Almost weak stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Weak stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Individual stability and local resolvent . . . . . . . . . . . . . . . . . . . . 19
2.5 Cogenerator of contractive semigroups . . . . . . . . . . . . . . . . . . . . 22

3 Category theorems on weakly stable semigroups 24
3.1 Unitary operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Isometries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Contractions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4 Applications to the telegraph system: linear methods 33
4.1 The telegraph system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2 The linear case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.3 Lipschitz continuous perturbations . . . . . . . . . . . . . . . . . . . . . . 42

5 The telegraph system: monotonicity methods 48
5.1 Monotone perturbations, a first approach . . . . . . . . . . . . . . . . . . . 48
5.2 Existence and uniqueness of strong solutions . . . . . . . . . . . . . . . . . 51
5.3 Dynamic boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . 58

iii



C
E

U
eT

D
C

ol
le

ct
io

n

Chapter 1

Introduction

1.1 Background

Numerous initial value problems can be written in the form of a (non-autonomous) ab-
stract Cauchy problem 

d

dt
u(t) = A(t)u(t), t > 0,

u(0) = x,
(NACP)

where (A(t))t>0 is a given family of operators on a Banach space X, x ∈ X is given
and we look for a solution u : R+ → X. In (NACP) the family (A(t))t>0 represents
the differential equation and the boundary conditions, while x represents the initial data.
Under certain conditions some of which we will discuss, (NACP) gives rise to a family
of operators (U(t, s))t≥s≥0 on X such that the solution u(t) belonging to the initial data
u(s) = x is given by u(t) = U(t, s)x. The family (U(t, s))t≥s≥0 satisfies

U(t, s) = U(t, r)U(r, s), t ≥ r ≥ s ≥ 0

and is called the evolution family associated with (A(t))t>0.
Now the operator family (U(t, s))t≥s stands in for the solutions of the original differen-

tial equation and questions concerning the well-posedness of the problem or regularity and
asymptotic behaviour of the solutions directly translate to questions about (U(t, s))t≥s. In
most cases, since there is no known analytic solution to the underlying differential equa-
tion, we have no explicit description of (U(t, s))t≥s and the dominant part of the abstract
theory of evolution families is concerned with the problem of describing the behaviour of
(U(t, s))t≥s using information on (A(t))t>0 only.

A notable special case of (NACP) arises if the operator family (A(t))t>0 in (NACP)
does not actually depend on time and our problem turns into the autonomous Cauchy

1
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problem 
d

dt
u(t) = Au(t), t > 0,

u(0) = x.
(ACP)

In this case U(t, s) depends only on t − s and if we let T (t) = U(s + t, s) we obtain a
family (T (t))t≥0 satisfying

T (t+ s) = T (t)T (s) t, s ≥ 0;

such an operator family is called an operator semigroup. Briefly, operator semigroups
represent the time evolution of an autonomous deterministic system and apart from the
connection with abstract differential equations they also arise in the study of continuous
or measure-preserving dynamical systems.

1.2 Linear Cauchy problems

In this section we gather some basic features of linear Cauchy problems; all proofs
along with a great deal of additional information can be found for instance in
[Engel and Nagel, 2000].

Definition 1.2.1. Let X denote a Banach space and let (T (t))t≥0 be a family of bounded
linear operators on X. The family (T (t))t≥0 is called a C0-semigroup on X if T (0) = I,
the identity on X, T (t)T (s) = T (t + s) (t, s ≥ 0) and the mapping t 7→ T (t)x (t ≥ 0) is
continuous for all x ∈ X.

Definition 1.2.2. Let (T (t))t≥0 be a C0-semigroup on a Banach space X. The generator
A of (T (t))t≥0 is the (not necessarily bounded) linear operator on X defined by

Ax = lim
t↓0

T (t)x− x
t

(x ∈ D(A)),

where D(A) is the domain of A given naturally by

D(A) =

{
x ∈ X

∣∣∣∣ limt↓0 T (t)x− x
t

exists

}
.

The generator of a C0-semigroup is densely defined, closed and determines the semigroup
uniquely. The resolvent of the generator is sometimes called the resolvent of the semigroup
and is denoted by R(λ,A) = (λI − A)−1, for all λ ∈ C where the operator λI − A is
(continuously) invertible. Among all closed, densely defined linear operators, a resolvent
condition characterizes generators.

2
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Theorem 1.2.3 (Miyadera–Phillips). Let A be a linear operator on a Banach space X.
Then A is the generator of a C0-semigroup (T (t))t≥0 satisfying ‖T (t)‖ ≤ M for some
M ∈ R and all t ≥ 0 if and only if A is densely defined, closed and for all λ > 0 the
resolvent R(λ,A) exists and ‖(λR(λ,A))n‖ ≤M (n ∈ N).

The following theorem connects the generator property to well-posedness of Cauchy prob-
lems.

Theorem 1.2.4. Let the linear operator A generate the C0-semigroup (T (t))t≥0 on the
Banach space X. Then the associated abstract Cauchy problem

d

dt
u(t) = Au(t), t > 0,

u(0) = x
(ACP)

has a unique classical solution for all initial data x ∈ D(A), that is, there is a unique
function u ∈ C1(R+, X), u(t) ∈ D(A) (t ≥ 0) satisfying (ACP). This function is given by
u(t) = T (t)x.

A kind of converse also holds.

Theorem 1.2.5. If A is a closed linear operator on X with non-empty resolvent set, and
(ACP) has a unique classical solution for all x ∈ D(A), then A is the generator of a
C0-semigroup.

We now combine a special case of Theorem 1.2.3 with Theorem 1.2.4.

Theorem 1.2.6. Let A be a densely defined linear operator on a Hilbert space H satisfying
Re 〈Ax, x〉 ≤ 0 for all x ∈ D(A) and range(λI − A) = H for some λ > 0. Then A is the
generator of a contractive C0-semigroup, thus the conclusion of Theorem 1.2.4 holds with
‖u(t)‖ ≤ ‖x‖ for t ≥ 0.

1.3 Asymptotic behaviour

Questions about the long term behaviour of the solution of the abstract Cauchy problem
carry over to questions about the long term (i.e. asymptotic) behaviour of the correspond-
ing operator semigroup, that is, the (non)existence of limt→∞ T (t), where the limit can
be understood in various ways. Given that C0-semigroups live on Banach spaces, at least
three concepts of limit, corresponding to the uniform, strong and weak topologies of the
operator algebra come to mind, the main aim being to deduce asymptotic properties of
the semigroup from information about the generator. A principal type of asymptotic
behaviour is stability, i.e. convergence to zero.

3
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Uniform and strong stability (convergence to zero in the uniform and strong operator
topology, respectively) have thoroughly been investigated and are by now well understood;
the theory is comprehensively presented in [van Neerven, 1996] and [Arendt et al., 2001].
We recall some results that we shall use later; the first one is a characterization of uni-
formly exponentially stable semigroups.

Theorem 1.3.1. Let A be the generator of a C0-semigroup (T (t))t≥0 on a Hilbert space.
The resolvent R(λ,A) exists for all Reλ > 0 and supReλ>0 ‖R(λ,A)‖ < ∞, if and
only if (T (t))t≥0 is uniformly exponentially stable, that is, there is an ε > 0 such that
limt→∞ e

εt‖T (t)‖ = 0.

The second one is a well-known sufficient (but not necessary) condition for strong stability.

Theorem 1.3.2 (Arendt, Batty, Lyubich, Vũ). Let (T (t))t≥0 be a bounded C0-semigroup
with generator A on a Banach space X. If the adjoint of A has no eigenvalues on
the imaginary axis and σ(A) ∩ iR is countable, then (T (t))t≥0 is strongly stable, that
is limt→∞ T (t)x = 0 for all x ∈ X.

However, weak asymptotic properties of C0-semigroups have so far mostly eluded our
mathematical grasp; we devote Chapter 2 to their study.

1.4 Nonlinear Cauchy problems

It was an amazing discovery of [Komura, 1967] that the assumption on the operator A
being linear in Theorem 1.2.6 can be omitted.

Definition 1.4.1. Let H denote a real Hilbert space. A subset of H × H is called a
multivalued operator on H. If A is a multivalued operator on H, then its domain D(A)
is defined as D(A) = {x ∈ H | ∃ y ∈ H such that (x, y) ∈ A }. Further, for any x ∈ H
let Ax denote the set Ax = { y ∈ H | (x, y) ∈ A }.

Definition 1.4.2. A multivalued operator A on a real Hilbert space H is said to be a
monotone operator on H if for all pairs (x, y), (u, v) ∈ A we have 〈x− u, y − v〉 ≥ 0.

Definition 1.4.3. A monotone operator A on a real Hilbert space H is called maximal
monotone, if for any monotone operator B on H with A ⊆ B we have A = B.

Theorem 1.4.4. Let A be a maximal monotone operator on a Hilbert space H, let τ > 0,
x ∈ D(A) and let f ∈ W 1,1([0, τ ], H). Then the monotone abstract Cauchy problem

d

dt
u(t) + Au(t) 3 f(t), 0 < t < τ

u(0) = x
(MACP)

admits a unique strong solution for all initial data x ∈ D(A), that is, there is a unique
function u ∈ W 1,∞([0, τ ], H), u(t) ∈ D(A) satisfying (MACP).

4
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Theorem 1.4.4 can be extended to Banach spaces and to non-autonomous monotone
Cauchy problems in several ways, see [Ito and Kappel, 2002]. We include here a theo-
rem of [Tătaru, 1991] that we shall use in Chapter 4 where we study a time-dependent
monotone problem.

Theorem 1.4.5 (D. Tătaru). Let H be a Hilbert space and let A(t) : D(A(t)) ⊂ H → H,
t ∈ [0, τ ], be a family of maximal monotone operators such that

− 〈x− y, A(t)x− A(s)y〉H ≤M‖x− y‖2
H+

|t− s||g(t)− g(s)|
(
1 + ‖x‖2

H + ‖y‖2
H + ‖A(t)x‖2

H + ‖A(s)y‖2
H

)
(1.1)

for all t, s ∈ [0, τ ], x ∈ D(A(t)), y ∈ D(A(s)), where M is a constant and g is a function
of bounded variation on [0, τ ]. Then, for each u0 ∈ D(A(0)) there is a unique function
u ∈ W 1,∞([0, τ ], H) satisfying{

u′(t) + A(t)u(t) 3 0 for almost all t ∈ [0, τ ]

u(0) = u0.
(1.2)

For results on the asymptotic properties of nonlinear operator semigroups we refer the
reader to [Moroşanu, 1988] and [Hokkanen and Moroşanu, 2002b].

5
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Chapter 2

Weak stability

In this chapter we investigate weak asymptotic properties of bounded C0-semigroups.
Not only does the concept of weakly convergent semigroups arise directly from the
underlying Banach (or Hilbert) space structure but it is also the parallel notion of
strongly mixing measurable dynamical systems [Krengel, 1985]. Despite its being a
perfectly natural concept, there is no hope to obtain a (spectral) characterization
[Katok and Hasselblatt, 1995]. Therefore, we first set out to introduce and study the
related notion of almost weak stability, more yielding to our tools, and proceed to explore
its connection to weak stability.

2.1 Almost weak stability

Let us begin with a definition of weakly stable C0-semigroups.

Definition 2.1.1. The C0-semigroup (T (t))t≥0 on the Banach space X is called weakly
stable, if limt→∞〈T (t)x, y〉 = 0 for all x ∈ X and y ∈ X ′, where X ′ denotes the dual
Banach space of X.

Roughly speaking, a semigroup is called almost weakly stable if it tends to zero weakly
as time tends to infinity, except for time values in a set of zero density.

Definition 2.1.2. Let λ denote the Lebesgue measure on R. The (asymptotic) density
of a measurable set M ⊂ R+ is given by

d(M) = lim
t→∞

1

t
λ([0, t] ∩M),

whenever the limit exists.

The following discussion, leading up to Definition 2.1.8, aims for a formal definition of
almost weak stability. For a Banach space X let Lσ(X) denote the algebra of bounded lin-
ear operators on X endowed with the weak operator topology. Throughout this chapter,

6
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our basic assumption is that the C0-semigroup under investigation is relatively weakly
compact. Equivalent definitions are given in the following lemma; for a proof see
[Engel and Nagel, 2000, Corollary A.5].

Lemma 2.1.3. Let T be a set of bounded linear operators on the Banach space X. Then
the following assertions are equivalent.

(i) T is relatively compact in Lσ(X).

(ii) {Tx : T ∈ T } is relatively weakly compact in X for all x ∈ X.

(iii) T is bounded, and {Tx : T ∈ T } is relatively weakly compact in X for all x in some
dense subset of X.

For instance, norm bounded sets of operators on reflexive Banach spaces are relatively
weakly compact.

Definition 2.1.4. A C0-semigroup (T (t))t≥0 on a Banach space X is called relatively
weakly compact if the set {T (t) | t ≥ 0} satisfies one of the equivalent conditions in
Lemma 2.1.3.

Weakly stable semigroups are bounded, hence on reflexive spaces they are also rela-
tively weakly compact. In turn, relatively weakly compact semigroups are mean ergodic
[Engel and Nagel, 2000, Sec. V.4].

Proposition 2.1.5. Let (T (t))t≥0 be a relatively weakly compact semigroup on a Banach
space X. Then it is mean ergodic, i.e.

lim
t→∞

1

t

∫ t

0

T (s)x ds = Px for all x ∈ X,

where P ∈ L(X) is a projection onto Fix(T ) =
⋂
t≥0 Fix(T (t)), the so-called ergodic

projection.

Now, if (T (t))t≥0 is relatively weakly compact on the Banach space X, then the Jacobs-
Glicksberg-de Leeuw decomposition theorem [Krengel, 1985, Sec. 2.4] yields that X is the
direct sum of the two (T (t))t≥0−invariant subspaces

Xr = lin
{
x ∈ D(A) | Ax = iλx for some λ ∈ R

}
,

Xs =
{
x ∈ X | 0 is a weak accumulation point of {T (t)x | t ≥ 0}

}
.

Specifically, the generator has no eigenvalue on the imaginary axis if and only if zero is
a weak accumulation point of the orbit {T (t)x | t ≥ 0} for every x ∈ X. The following
theorem gives a more detailed description of the asymptotic behaviour of the orbits in
this case.

7
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Theorem 2.1.6. Let (T (t))t≥0 be a relatively weakly compact C0-semigroup on a Banach
space X with generator A. Then the following assertions are equivalent.

(i) 0 ∈ {T (t)x : t ≥ 0}
σ

for every x ∈ X.

(i’) 0 ∈ {T (t) : t ≥ 0}
Lσ

.

(ii) For every x ∈ X there exists a sequence {tn}∞n=1 with tn →∞ such that T (tn)x
σ→ 0

(iii) For every x ∈ X there exists a set M ⊂ R+ with density one such that T (t)x
σ→ 0,

as t ∈M, t→∞.

(iv) 1
t

t

∫
0
|〈T (s)x, y〉| ds −→

t→∞
0 for all x ∈ X, y ∈ X ′.

(v) lim
a→0+

a
∞
∫
−∞
|〈R(a+ is, A)x, y〉|2 ds = 0 for all x ∈ X, y ∈ X ′.

(vi) lim
a→0+

aR(a+ is, A)x = 0 for all x ∈ X and s ∈ R.

(vii) Pσ(A) ∩ iR = ∅, i.e., A has no purely imaginary eigenvalues.

If, in addition, X ′ is separable, then the conditions above are also equivalent to

(ii∗) There exists a sequence {tn}∞n=1 with tn →∞ such that T (tn)
σ→ 0.

(iii∗) There exists a set M ⊂ R+ with density one such that T (t)
σ→ 0, t ∈M and t→∞.

For the proof we need the following elementary lemma [Petersen, 1983, Lemma 6.2].

Lemma 2.1.7. Let f : R+ → R+ be continuous and bounded. The following assertions
are equivalent.

(i) 1
t

t

∫
0
f(s) ds→ 0 as t→∞;

(ii) There exists a set M ⊂ R+ with density one such that f(t)→ 0, t ∈M and t→∞.

Proof of Theorem 2.1.6. The proof of the implication (i’) ⇒ (i) is straight-
forward. The implication (i) ⇒ (ii) holds since in Banach spaces weak compact-
ness and weak sequential compactness coincide (by the Eberlein-Šmulian theorem, e.g.
[Dunford and Schwartz, 1958, Thm. V.6.1].

If (vii) does not hold, then (ii) can not be true by the spectral mapping theorem
[Engel and Nagel, 2000, Theorem V.3.7] for the point spectrum, hence (ii) ⇒ (vii).

8
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The implication (vii) ⇒ (i’) is the main consequence of the Jacobs-Glicksberg-de Leeuw
theorem and follows from the construction in its proof [Engel and Nagel, 2000, p. 313].
This proves the equivalences (i) ⇔ (i’) ⇔ (ii) ⇔ (vii).

(vi) ⇔ (vii): Since the semigroup (T (t))t≥0 is mean ergodic and bounded, the decompo-
sition X = kerA⊕ rgA holds (see [Engel and Nagel, 2000], Lemma V.4.4). This implies
by the mean ergodic theorem (see [Arendt et al., 2001, Cor. 4.3.2] ) that the limit

Px = lim
a→0+

aR(a,A)x

exists for all x ∈ X with a projection P onto kerA. Therefore, 0 /∈ Pσ(A) if and only if
P = 0. Now take s ∈ R. The semigroup (eistT (t))t≥0 is also relatively weakly compact
and hence mean ergodic. Repeating the argument for this semigroup we obtain (vi) ⇔
(vii).

(i’) ⇒ (iii): Let S = {T (t) : t ≥ 0}
Lσ ⊆ L(X) which is a compact semi-topological

semigroup if considered with the usual multiplication and the weak operator topology.
By (i) we have 0 ∈ S. Define the operators T̃ (t) : C(S)→ C(S) by

(T̃ (t)f)(R) = f(T (t)R), f ∈ C(S), R ∈ S.

By [Nagel, 1986, Lemma B-II.3.2], (T̃ (t))t≥0 is a C0-semigroup on C(S).
The set {f(T (t) ·) : t ≥ 0} is relatively weakly compact in C(S) for every f ∈ C(S).

It means that every orbit {T̃ (t)f : t ≥ 0} is relatively weakly compact, and, by Lemma
2.1.3, (T̃ (t))t≥0 is a relatively weakly compact semigroup.

Denote the mean ergodic projection of (T̃ (t))t≥0 by P̃ . We have Fix(T̃ ) =⋂
t≥0 Fix(T̃ (t)) = 〈1〉. Indeed, for f ∈ Fix(T̃ ) one has f(T (t)I) = f(I) for all t ≥ 0

and therefore f should be constant. Hence P̃ f is constant for every f ∈ C(S). By the
definition of the ergodic projection

(P̃ f)(0) = lim
t→∞

1

t

∫ t

0

T̃ (s)f(0) ds = f(0). (2.1)

Thus we have
(P̃ f)(R) = f(0) · 1, f ∈ C(S), R ∈ S. (2.2)

Now take x ∈ X. By [Dunford and Schwartz, 1958, p. 434], the weak topology on the
orbit {T (t)x : t ≥ 0} is metrisable and coincides with the topology induced by a sequence
{yn}∞n=1 ⊂ X ′ \ {0}. Consider fx,n ∈ C(S) defined by

fx,n(R) = |〈Rx, yn
‖yn‖〉|, R ∈ S,

and fx ∈ C(S) defined by

fx(R) =
∑
n∈N

1

2n
fx,n(R), R ∈ S.

9
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By (2.2) we obtain

0 = lim
t→∞

1

t

∫ t

0

T̃ (s)fx,y(I) ds = lim
t→∞

1

t

∫ t

0

fx(T (s)) ds.

Lemma 2.1.7 applied to the continuous and bounded function R+ 3 t 7→ f(T (t)I) yields
a set M ⊂ R with density one such that

lim
t→∞,t∈M

fx(T (t)) = 0.

By the definition of fx and the fact that the weak topology on the orbit is induced by
{yn}∞n=1 we have in particular that

lim
t→∞,t∈M

T (t)x = 0

weakly, and this proves (iii).

(iii) ⇒ (iv) follows directly from Lemma 2.1.7.

(iv) ⇒ (vii) holds by the spectral mapping theorem for the point spectrum.

(iv) ⇔ (v): Clearly, the semigroup (T (t))t≥0 is bounded. Take x ∈ X, y ∈ X ′ and let
a > 0. By the Plancherel theorem applied to the function t 7→ e−at〈T (t)x, y〉 we have∫ ∞

−∞
|〈R(a+ is, A)x, y〉|2 ds = 2π

∫ ∞
0

e−2at|〈T (t)x, y〉|2 dt.

We obtain by the equivalence of Abel and Cesàro limits (see for instance [Hardy, 1949,
p. 136])

lim
a→0+

a

∫ ∞
−∞
|〈R(a+ is, A)x, y〉|2 ds = 2π lim

a→0+
a

∫ ∞
0

e−2at|〈T (s)x, y〉|2 ds

= π lim
t→∞

1

t

∫ t

0

|〈T (s)x, y〉|2 ds. (2.3)

Note that for a bounded continuous not identically zero function f : R+ → R+ with
C = sup f(R+) we have(

1

Ct

∫ t

0

f 2(s) ds

)2

≤
(

1

t

∫ t

0

f(s) ds

)2

≤ 1

t

∫ t

0

f 2(s) ds,

which together with (2.3) gives the equivalence of (iv) and (v).

For the additional part of the theorem suppose that X ′ is separable. Then so is X,
and we can take dense subsets {xn 6= 0 : n ∈ N} ⊆ X and {ym 6= 0 : m ∈ N} ⊆ X ′.
Consider the functions

fn,m : S → R, fn,m(R) =
∣∣〈R xn

‖xn‖ ,
ym
‖ym‖

〉∣∣, n,m ∈ N,

10
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which are continuous and uniformly bounded in n,m ∈ N. Define the function

f : S → R, f(R) =
∑
n,m∈N

1

2n+m
fn,m(R).

Clearly f ∈ C(S). Thus, as in the proof of the implication (i’)⇒ (iv), i.e., using (2.1) we
obtain

1

t

∫ t

0

f(T (s)I) ds −→
t→∞

0.

Hence, applying Lemma 2.1.7 to the continuous and bounded function R+ 3 t 7→ f(T (t)I)
gives the existence of a set M with density one such that

lim
t→∞,t∈M

f(T (t)) = 0.

In particular, |〈T (t)xn, ym〉| → 0 for all n,m ∈ N as t ∈M , t→∞, which, together with
the boundedness of (T (t))t≥0, proves the implication (i’) ⇒ (iii∗). The implications (iii∗)
⇒ (ii∗) ⇒ (ii’) are straightforward, hence the proof is complete. 2

The above theorem shows that starting from “no purely imaginary eigenvalues of the ge-
nerator”, one arrives at properties like (iii) concerning the asymptotic behaviour of the
semigroup. This justifies the name we have coined.

Definition 2.1.8. A relatively weakly compact C0-semigroup is called almost weakly
stable if it satisfies one of the equivalent conditions in Theorem 2.1.6.

Historical remark 2.1.9. Theorem 2.1.6 and especially the implication (vii)⇒ (iii) has
a long history. It goes back to ergodic theory and von Neumann’s spectral mixing theorem
for flows, see [Halmos, 1956, page 39]. There has been a great deal of attempts to gener-
alize these ideas to operators on Banach spaces, see [Nagel, 1974], [Jones and Lin, 1976],
[Jones and Lin, 1980], [Krengel, 1985, pp. 108–110] among others. The implication (vii)
⇒ (i) appears also in [Ruess and Summers, 1992]. The conditions (i), (iii) and (iv) were
studied by [Hiai, 1978] also for strongly measurable semigroups. He related it to the
discrete case as well.

Remark 2.1.10. The conditions (iii) and (iii∗) show that all the orbits t 7→ T (t)x converge
weakly to zero as t→∞ for t in a large set. In general, however, it may happen that this
large set is not the whole R+, i.e., (T (t))t≥0 is not weakly stable (for examples, see Section
2.3). This is an essential difference to strong stability: for a bounded semigroup (T (t))t≥0

the convergence ‖T (tn)x‖ → 0 for a sequence tn →∞ already implies lim
t→∞
‖T (t)x‖ = 0.

Remark 2.1.11. Even if there is obviously no notion of “almost strong stability”, it is
still remarkable that the strong version of condition (v) already yields the strong stability

11
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of a bounded C0-semigroup on a Hilbert space. More precisely, a bounded C0-semigroup
(T (t))t≥0 on a Hilbert space H with generator A is strongly stable if and only if

lim
a→0+

a

∫ ∞
−∞
‖R(a+ is, A)x‖2 ds = 0

holds for every x ∈ H [Tomilov, 2001, p. 108–110]. We note that the proofs of the
equivalence (i’) ⇔ (v) and of [Tomilov, 2001, Theorem 3.1] are analogous.

2.2 Weak stability

One of the central components of our proof in the previous section is that a relatively
weakly compact C0-semigroup on a Banach space X induces the Jacobs-Glicksberg-de
Leeuw decomposition X = Xr ⊕ Xs. Although orbits in Xs do not generally converge
(weakly) to zero, in the particular case of contractive semigroups on Hilbert spaces one
can detach the subspace of all weakly stable orbits and characterise its complement.

Theorem 2.2.1. Let (T (t))t≥0 be a C0-semigroup of contractions on a Hilbert space H
and define

W =
{
x ∈ H : lim

t→∞
〈T (t)x, x〉 = 0

}
.

Then W is a closed subspace of H, W and W⊥ are (T (t))t≥0-invariant, the restricted
semigroup (T (t)|W )t≥0 is weakly stable on W and (T (t)|

W⊥
)t≥0 is unitary on W⊥.

For the proof we refer the reader to [Luo et al., 1999, Theorem 3.18, p. 122], or see
[Foguel, 1963] for the analogous discrete case. In the following propositions we state some
immediate consequences of the above decomposition.

Proposition 2.2.2. Let (T (t))t≥0 be a C0-semigroup of contractions on a Hilbert space
H and let x ∈ H. Then the following assertions hold.

(i) limt→∞ T (t)x = 0 weakly if and only if limt→∞〈T (t)x, x〉 = 0.

(ii) If (T (t))t≥0 is completely non-unitary, i.e., if there is no reducing subspace on which
it is unitary, then (T (t))t≥0 is weakly stable.

Proposition 2.2.3. Let (T (t))t≥0 be a C0-semigroup of contractions on a Hilbert space H.
Then (T (t)|

W⊥
)t≥0 has no weakly stable orbit, hence the spectral measures of its generator

are non-Rajchman.

(For the definition of Rajchman measures and a brief discussion see Example 2.3.2.)
We now turn to sufficient conditions for weak stability proved partly in

[Chill and Tomilov, 2003]. It is based on the behaviour of the resolvent R(·, A) of the

12
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generator and uses the pseudo-spectral bound of A (also called abscissa of uniform bound-
edness of the resolvent)

s0(A) = inf
{
a ∈ R : R(λ,A) is bounded on {λ : Reλ > a}

}
.

Theorem 2.2.4. Let (T (t))t≥0 be a C0-semigroup on a Banach space X with generator
A satisfying s0(A) ≤ 0. Further, let x ∈ X and y ∈ X ′ be fixed. Consider the following
assertions:

(i)

∫ 1

0

∫ ∞
−∞
|〈R2(a+ is, A)x, y〉| ds da <∞.

(ii) lim
a→0+

a

∫ ∞
−∞
|〈R2(a+ is, A)x, y〉| ds = 0.

(iii) lim
t→∞
〈T (t)x, y〉 = 0

Then (i)⇒ (ii)⇒ (iii). In particular, if (i) or (ii) holds for all x ∈ X and y ∈ X ′, then
(T (t))t≥0 is weakly stable.

Proof. First we show that (i) implies (ii). Assume that (i) holds. From the theory of
Hardy spaces we know that the function f : (0, 1) 7→ R+ defined by

f(a) =

∫ ∞
−∞
|〈R2(a+ is, A)x, y〉| ds

is monotone decreasing for a > 0 (see [Rosenblum and Rovnyak, 1994] for the theory of
Hardy spaces). Assume now that (ii) is not true. Then there exists a monotonic decreasing
null sequence {an}∞n=1 such that

anf(an) ≥ c (2.4)

holds for some c > 0 and all n ∈ N .
Take now any n,m ∈ N such that an ≤ am

2
. By (2.4) and the monotonicity of f we

have ∫ am

an

f(a) da ≥
n−1∑
k=m

(ak − ak+1)f(ak) ≥
c

an
(am − an) = c

(
am
an
− 1

)
≥ c

holds. This contradicts (i) and the implication (i) ⇒ (ii) is proved. It remains to show
that (ii) implies (iii). By (ii) we have for every a > 0∫ ∞

−∞
|〈R2(a+ is, A)x, y〉| ds <∞.

13
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Moreover, condition s0(A) ≤ 0 implies that the function λ 7→ 〈R2(λ,A)x, y〉 is bounded
on every half-plane {λ : Re λ ≥ a}. Therefore, it belongs to the Hardy space H1({λ :
Reλ > a}) and ∫ ∞

−∞
|〈R2(a+ is, A)x, y〉| ds <∞

holds for all a > 0. This allows us to represent the semigroup as the inverse Laplace
transform for all a > max{0, ω0(T )}, where ω0(T ) is the growth bound of (T (t))t≥0.
Indeed, from [Kaashoek and Lunel, 1994] it follows that

〈T (t)x, y〉 =
1

2πt

∫ ∞
−∞

e(a+is)t〈R2(a+ is, A)x, y〉 ds. (2.5)

A standard application of Cauchy’s theorem extends the validity of (2.5) to all a > 0. We
now take t = 1

a
to obtain

|〈T (t)x, y〉| ≤ a

∫ ∞
−∞
|〈R2(a+ is, A)x, y〉| ds→ 0

as a→ 0+, so t = 1
a
→∞.

The implication (ii) ⇒ (iii) is stated in [Chill and Tomilov, 2003]. They also show that
the strong analogues of (i) and (ii) both imply strong stability of the semigroup. Note
that the relation (i) ⇒ (ii) is also valid for the strong case by the same arguments.

We conclude this section with the following remarkable fact about weak stability. By
Theorem 2.1.6 one has almost weak stability under quite general assumptions. As we will
see in the next section, almost weak stability does not imply weak stability (in fact, the
difference between these two concepts is fundamental, see Chapter 3). In particular, this
means that weak convergence of the semigroup to zero along some sequence {tn}∞n=1 with
tn →∞ does not in general imply weak stability. However, once the sequence {tn}∞n=1 is
relatively dense, i.e., there exists a number ` > 0 such that every sub-interval of R+ of
length ` intersects {tn : n ∈ N}, one does obtain weak stability.

Theorem 2.2.5. Let (T (t))t≥0 be a C0-semigroup on a Banach space X. Suppose that
lim
n→∞

T (tn) = 0 weakly for some relatively dense sequence {tn}∞n=1 ⊂ R+. Then (T (t))t≥0

is weakly stable.

Proof. Without loss of generality assume that {tn}∞n=1 is monotone increasing and set
` = supn∈N(tn+1−tn), which is finite by assumption. Since every C0-semigroup is bounded
on compact time intervals, and (T (tn))n∈N is weakly converging, hence bounded, we obtain
that the semigroup (T (t))t≥0 is bounded.

Fix x ∈ X, y ∈ X ′. For t ∈ [tn, tn+1] we have

〈T (t)x, y〉 = 〈T (t− tn)x, T ′(tn)y〉,

14
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where (T ′(t))t≥0 is the adjoint semigroup. We note that by assumption T ′(tn)y → 0 in
the weak*-topology.

Further, the set Kx = {T (s)x : 0 ≤ s ≤ `} is compact in X and T (t − tn)x ∈ Kx

for every n ∈ N. Since pointwise convergence is equivalent to the uniform convergence on
compact sets (see, e.g., [Engel and Nagel, 2000], Prop. A.3), we see that 〈T (t)x, y〉 → 0.

Note that by taking tn = n in Theorem 2.2.5 we obtain that (T (t))t≥0 is weakly stable if
and only if T (n) → 0 weakly as n → ∞, n ∈ N. This gives a connection between weak
stability of discrete and continuous semigroups.

2.3 Examples

In this section we discuss concrete and abstract examples of almost weakly but not weakly
stable semigroups. The first example indicates how one can construct almost weakly but
not weakly stable semigroups using dynamical systems arising in ergodic theory.

Example 2.3.1. A measurable measure-preserving semiflow (ϕt)t≥0 on a probability
space (Ω,M, µ) is called strongly mixing if lim

t→∞
µ(ϕ−1

t (A) ∩ B) = µ(A)µ(B) for any

two measurable sets A,B ∈ M. The semiflow (ϕt)t≥0 is called weakly mixing if for all
A,B ∈M we have

lim
t→∞

1

t

∫ t

0

|µ(ϕ−1
s (A) ∩B)− µ(A)µ(B)| ds = 0.

These concepts play an essential role in ergodic theory, and we refer to the monographs
[Cornfeld et al., 1982], [Krengel, 1985], [Petersen, 1983], or [Halmos, 1956] for further in-
formation. Clearly, strong mixing implies weak mixing, but the converse implication does
not hold in general. However, examples of weakly but not strongly mixing semiflows are
not easy to construct; see [Lind, 1975] for an example and [Petersen, 1983, p. 209] for a
method of constructing such semiflows.

The semiflow (ϕt)t≥0 on (Ω,M, µ) induces a semigroup of isometries (T (t))t≥0 on each
of the Banach spaces X = Lp(Ω, µ) (1 ≤ p <∞) by defining

(T (t)f)(ω) = f(ϕt(ω)), ω ∈ Ω, f ∈ Lp(Ω, µ).

This semigroup is strongly continuous (see [Krengel, 1985, Thm. 6.13]) and relatively
weakly compact. It is well-known (see, e.g., [Halmos, 1956, pp. 37–38] ) that

(ϕt)t≥0 is strongly mixing

⇐⇒
lim
t→∞
〈T (t)f, g〉 = 〈Pf, g〉 for all f ∈ X, g ∈ X ′,
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and

(ϕt)t≥0 is weakly mixing

⇐⇒

lim
t→∞

1

t

∫ t

0

|〈T (s)f, g〉 − 〈Pf, g〉| ds = 0 for all f ∈ X, g ∈ X ′,

where P is the projection onto Fix(T ) given by Pf =
∫

Ω
f dµ · 1 for all f ∈ X. Note that

in both cases Fix(T ) = 〈1〉 holds.
Take now any semiflow (ϕt)t≥0 which is weakly but not strongly mixing. Observe that

X = X0 ⊕ 〈1〉, where

X0 =

{
f ∈ X :

∫
Ω

f dµ = 0

}
is closed and (T (t))t≥0-invariant. We denote the restriction of (T (t))t≥0 to X0 by (T0(t))t≥0

and its generator by A0. The semigroup (T0(t))t≥0 is still relatively weakly compact and,
since Pσ(A) ∩ iR = ∅, it is almost weakly stable. On the other hand, (T0(t))t≥0 is not
weakly stable since (ϕt)t≥0 is not strongly mixing.

We can also look at this example from a different perspective. If (ϕt)t∈R is even
a measure preserving flow, it induces a C0-group (T (t))t∈R of unitary operators on the
Hilbert space L2(Ω, µ). Hence we can apply the spectral theorem and obtain for each
x ∈ H a measure νx on R such that

〈T (t)x, x〉 =

∫
R

eitr dνx(r) for all t ≥ 0.

Thus 〈T (t)x, x〉 becomes the Fourier transform of the measure νx. In the next example we
classify these measures according to the behaviour of their Fourier transform at infinity.

Example 2.3.2. Let us consider the Hilbert space H = L2(R, µ), where µ is a finite
positive Borel measure, and the operator A on H is the multiplication operator

Af(r) = irf(r), r ∈ R,

on its maximal domain. Then A generates the unitary group (T (t)f)(r) = eitrf(r). Since
Hilbert spaces are reflexive, (T (t))t≥0 is relatively weakly compact.

Clearly, σ(A) ⊆ iR and ir ∈ iR is an eigenvalue of A if and only if µ({r}) > 0. Hence,
if µ({r}) = 0 for all r ∈ R, then A has no eigenvalues and the Jacobs-Glicksberg-de Leeuw
decomposition yields that (T (t))t≥0 is almost weakly stable.

For f, g ∈ H we have 〈T (t)f, g〉 =
∫

R eitrf(r)g(r) dµ. In particular, by taking f = g =
1 we obtain 〈T (t)1,1〉 =

∫
R eitr dµ = Fµ(t), the Fourier transform of µ. On the other

hand, limt→∞Fµ(t) = 0 implies limt→∞〈T (t)f, g〉 = 0 for all f, g ∈ H, therefore

(T (t))t≥0 is weakly stable ⇐⇒ lim
t→∞
Fµ(t) = 0.
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Note that since for unitary groups weak stability as t→∞ coincides with weak stability
as t→ −∞, the property above is equivalent to

lim
|t|→∞

Fµ(t) = 0.

In harmonic analysis, this property of the measure µ got its own name. Indeed, µ is
called Rajchman if its Fourier transform vanishes at infinity. We refer to [Lyons, 1985]
and [Lyons, 1995] for a brief historical overview on these measures and their properties.

We note that absolutely continuous measures are always Rajchman by the Riemann-
Lebesgue lemma and all Rajchman measures are continuous by Wiener’s theorem. How-
ever, there are continuous measures which are not Rajchman and Rajchman measures
which are not absolutely continuous (see [Lyons, 1995]). It is now a consequence of the
considerations above that each continuous non-Rajchman measure gives rise to an almost
weakly but not weakly stable unitary group. In [Engel and Nagel, 2000, p. 316] an ex-
ample of a unitary group with bounded generator is given, for which the corresponding
spectral measures are not Rajchman.

Next, we give an example of a positive semigroup on a Banach lattice which is almost
weakly stable but not weakly stable.

Example 2.3.3. As in [Nagel, 1986, p. 206] we start from a flow on C\{0} with the
following properties:

1) The orbits starting in z with |z| 6= 1 spiral towards the unit circle Γ;

2) 1 is the fixed point of ϕ and Γ\{1} is a homoclinic orbit, i.e., lim
t→−∞

ϕt(z) = lim
t→∞

ϕt(z) =

1 for every z ∈ Γ.

A concrete example comes from the differential equation in polar coordinates (r, ω) =
(r(t), ω(t)): {

ṙ = 1− r,
ω̇ = 1 + (r2 − 2r cosω).

Take x0 ∈ C with 0 < |x0| < 1 and denote by Sx0 = {ϕt(x0) : t ≥ 0} the orbit starting
from x0. Then S = Sx0 ∪ Γ is compact for the usual topology of C.

We define a multiplication on S as follows. For x = ϕt(x0) and y = ϕs(x0) we put

xy = ϕt+s(x0).

For x ∈ Γ, x = limn→∞ xn, xn = ϕtn(x0) ∈ Sx0 and y = ϕs(x0) ∈ Sx0 , we define
xy = yx = limn→∞ xny. Note that by |xny−ϕs(x)| = |ϕs(xn)−ϕs(x)| ≤ C|xn−x| −→

n→∞
0

the definition is correct and satisfies

xy = ϕs(x).
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For x, y ∈ Γ we define xy = 1. This multiplication on S is separately continuous and
makes S a semi-topological semigroup (see [Engel and Nagel, 2000, Sec. V.2]).

Consider now the Banach space X = C(S). The set

{f(s ·) : s ∈ S} ⊂ C(S)

is relatively weakly compact for every f ∈ C(S). By definition of the multiplication on S
this implies that

{f(ϕt(·)) : t ≥ 0}

is relatively weakly compact in C(S). Consider the semigroup induced by the flow, i.e.,

(T (t)f)(x) = f(ϕt(x)), f ∈ C(S), x ∈ S.

By the above, each orbit {T (t)f : t ≥ 0} is relatively weakly compact in C(S) and hence,
by Lemma 2.1.3, (T (t))t≥0 is weakly compact. Note that the strong continuity of (T (t))t≥0

follows, as shown in [Nagel, 1986], Lemma B-II.3.2, from the separate continuity of the
flow. Furthermore, the semigroup (T (t))t≥0 is isometric.

Next, we take X0 = {f ∈ C(S) : f(1) = 0} and identify it with the Banach lattice
C0(S \ {1}). Then both subspaces in the decomposition C(S) = X0 ⊕ 〈1〉 are invariant
under (T (t))t≥0. Denote by (T0(t))t≥0 the restricted semigroup to X0 and by A0 its
generator. The semigroup (T0(t))t≥0 is still relatively weakly compact.

Since Fix(T0) =
⋂
t≥0 Fix(T0(t)) = {0}, we have that 0 /∈ Pσ(A0). Moreover, Pσ(A0)∩

iR = ∅ holds, which implies by the Jacobs-Glicksberg-de Leeuw theorem that (T0(t))t≥0

is almost weakly stable.
To see that (T0(t))t≥0 is not weakly stable it is enough to consider δx0 ∈ X ′0. Since

〈T0(t)f, δx0〉 = f(ϕ(t, x0)), f ∈ X0,

f(Γ) always belongs to the closure of {〈T0(t)f, δx0〉 : t ≥ 0} and hence the semigroup
(T0(t))t≥0 can not be weakly stable.

Let us summarise the above as follows.

Proposition 2.3.4. There exist a locally compact space Ω and a positive, relatively weakly
compact C0-semigroup of isometries on C0(Ω) which is almost weakly but not weakly stable.

This enables us to answer a question of [Emelyanov, 2005] in the negative. Consider
the discrete semigroup (T (n))n∈N = (T (1)n)n∈N from Proposition 2.3.4. By a result of
[Jones and Lin, 1980], we know that zero belongs to the weak closure of each of the orbits,
whereas Theorem 2.2.5 shows that this semigroup is not weakly stable. The semigroup is
positive and isometric on the Banach lattice C0(Ω).

Moreover, Proposition 2.3.4 becomes particularly interesting in view of the following
results; for details and discussion see [Chill and Tomilov, 2007].
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Theorem 2.3.5 ([Groh and Neubrander, 1981, Thm. 3.2], [Chill and Tomilov, 2007,
Thm. 7.7]). For a bounded, positive, mean ergodic C0-semigroup (T (t))t≥0 on a Banach
lattice X with generator (A,D(A)), the following assertions hold.

(i) If X ∼= L1(Ω, µ), then Pσ(A) ∩ iR = ∅ is equivalent to the strong stability of
(T (t))t≥0.

(ii) If X ∼= C(K), K compact, then Pσ(A) ∩ iR = ∅ is equivalent to the uniform
exponential stability of (T (t))t≥0.

Example 2.3.3 shows that we can not drop the assumption on the existence of a unit
element in X in Theorem 2.3.5 (ii).

In the next chapter we shall see that the examples above represent the usual situation.
Indeed, in a sense to be made precise, typical isometric semigroups and typical unitary
groups are almost weakly but not weakly stable.

2.4 Individual stability and local resolvent

In this section, we restrict our attention to single orbits and present results implying

lim
t→∞
〈T (t)x, y〉 = 0 for some given x and y.

The tool will be the bounded local resolvent R(λ)x0 which exists by definition if the
function ρ(A) 3 λ 7→ R(λ,A)x0 admits a bounded, holomorphic extension R(λ)x0 to the
whole right half-plane {λ : Reλ > 0}. This we assume in the following.

Clearly, if we suppose that for all x0 ∈ X the local resolvent R(λ)x0 is bounded,
analyticity and the principle of uniform boundedness yield the boundedness of the operator
resolvent R(λ,A) on {λ : Reλ > 0}, hence uniform exponential stability for semigroups
on Hilbert spaces and (at least) strong stability for semigroups on reflexive Banach spaces
(see Theorems 1.3.1 and 1.3.2). The reasonable questions therefore address the individual
stability of a single orbit in terms of the local resolvent of one single element x0 ∈ X.

Without any differentiability or boundedness assumption on the semigroup it is neces-
sary to do some initial smoothing on x0 in order to have stability in any sense. However,
if the Banach space X has nice geometric properties, even strong stability can be de-
rived. Huang and van Neerven [Huang and van Neerven, 1999] proved that if the Banach
space is B-convex or has the analytic Radon-Nikodým property, then the existence of
a bounded local resolvent R(λ)x0 on {λ : Reλ > 0} already implies strong convergence
T (t)R(µ,A)αx0 → 0 as t → +∞ for any α > 1. (Here µ is greater than the growth
bound ω0(A), thus R(µ,A) is a sectorial operator admitting fractional powers.) Actually,
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if X has Fourier type p > 1, then we can take α > 1/p, and if the semigroup is even-
tually differentiable and p = 2, then no smoothing is needed, i.e. α ≥ 0 is allowed, see
[Huang, 1999].

In general, without any additional assumptions on the space or on the regularity of
the semigroup one can only deduce weak individual stability. The following result is due
to [Huang and van Neerven, 1999].

Theorem 2.4.1. Let (T (t))t≥0 be a C0-semigroup on a Banach space X with generator
A. Let x0 ∈ X and suppose that the function λ 7→ R(λ,A)x0 has a bounded holomorphic
extension to {λ : Reλ > 0}. Then

(i) limt→∞〈T (t)x0, y〉 = 0 for all y ∈ D((A′)2).

(ii) limt→∞ T (t)x0 = 0 weakly, provided that the semigroup (T (t))t≥0 is uniformly
bounded.

Tauberian theorems are among the primary tools to deduce information on the asymp-
totic behaviour of the semigroup from properties of the resolvent, and they have exten-
sively been used to obtain strong and weak stability. We refer the reader to the monograph
[Arendt et al., 2001] and also to [Chill, 1998]. As illustration we include here a proof for
part (i) based on Ingham’s Tauberian theorem.

Theorem 2.4.2 (Ingham). Let f : R+ → C be bounded and uniformly continuous and
suppose that the Laplace transform f̂ of f has a locally integrable boundary function on
the imaginary axis (that is, there exists h ∈ L1

loc(R,C) such that lima→0+ f̂(a+ i·) = h in
the distributional sense). Then limt→∞ f(t) = 0.

For proofs and a detailed treatment see [Arendt et al., 2001, Sect. 4].

Proof. [Proof of Theorem 2.4.1, part (ii)] By assumption the operator resolvent R(λ,A)x0

and the local resolvent R(λ)x0 coincide on the right halfplane. So for a fixed y ∈ X ′, the
function λ 7→ 〈R(λ)x0, y〉 is the Laplace transform of the function t 7→ 〈T (t)x0, y〉 on the
right half-plane. Since (T (t))t≥0 is uniformly bounded, the weak orbit t 7→ 〈T (t)x0, y〉
is bounded and uniformly continuous, so we can apply Ingham’s theorem to obtain
limt→∞〈T (t)x0, y〉 = 0.

For the proof of Theorem 2.4.1 part (i) one could also use Ingham’s Theorem, and
check the assumptions of the theorem along the lines of [Batty et al., 2000]. Actually,
in [Batty et al., 2000] a powerful functional calculus method is developed, which among
other yields the proof of the more general Theorem 2.4.3 below. To prove part (i) we
nevertheless choose a different, fairly elementary way (see [Eisner and Farkas, 2007]).

Proof. [Proof of Theorem 2.4.1 part (i)] By λ 7→ R(λ)x0 we denote the holomorphic
continuation of λ 7→ R(λ,A)x0 to the half-plane {λ : Reλ > 0}. The uniqueness theorem
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for holomorphic functions and the resolvent identity imply

R(δ + is)x0 = R(a+ is, A)x0 + (a− δ)R(a+ is, A)R(δ + is)x0

= R(a+ is, A)x0 + (a− δ)R2(a+ is, A)x0 + (a− δ)2R2(a+ is, A)R(δ + is)x0.

For all y ∈ D(A′2) we have

2πe−δt〈T (t)x0, y〉 =∫ ∞
−∞

eist〈R(δ + is)x0, y〉 ds =

∫ ∞
−∞

eist〈R(a+ is, A)x0, y〉 ds

+ (a− δ)
∫ ∞
−∞

eist〈R2(a+ is, A)x0, y〉 ds+ (a− δ)2 ds·

·
∫ ∞
−∞

eist〈R2(a+ is, A)R(δ + is)x0, y〉 ds.

Indeed, for a > ω0(T ) the first equality follows from representing the semigroup as the
inverse Laplace transform of the resolvent and the Cauchy theorem extends this represen-
tation for all a > 0. The functions fδ(s) = 〈R2(a+ is, A)R(δ + is)x0, y〉 form a relatively
compact subset of L1(R), because

|fδ(s)| = |〈R2(a+ is, A)R(δ + is)x0, y〉| =
= |〈R(δ + is)x0, R

2(a+ is, A′)y〉| ≤M‖R2(a+ is, A′)y‖,

and the function on the right hand side lies in L1(R), so the family fδ is uniformly
integrable (and bounded), thus relatively compact. By compactness we find a sequence
δn → 0 such that limn→∞ fδn = f in L1(R). By substituting δn in the above equality and
letting n→∞ we obtain

2π〈T (t)x0, y〉 =

∫ ∞
−∞

eist〈R(a+ is, A)x0, y〉 ds

+ a

∫ ∞
−∞

eist〈R2(a+ is, A)x0, y〉 ds+ a2

∫ ∞
−∞

eistf(s) ds = I1(t) + I2(t) + I3(t).

It is easy to deal with the last term I3. The function f lies in L1(R), so by the Riemann-
Lebesgue Lemma its Fourier transform vanishes at infinity, i.e., limt→∞ I3(t) = 0. Since
y ∈ D((A′)2), we can integrate by parts in I1 to obtain

I1(t) =

∫ ∞
−∞

eist〈x0, R(a+ is, A′)y〉 ds =
1

t

∫ ∞
−∞

eist〈x0, R
2(a+ is, A′)y〉 ds.

21



C
E

U
eT

D
C

ol
le

ct
io

n

The last integral is absolutely convergent, because using the resolvent identity for R(λ,A′),
one can show that for y ∈ D(A′2) and a > ω0(T ) fixed, ‖R2(a+is, A′)y‖ = O((a2 + s2)−1)
holds. Hence

|I1(t)| ≤ 1

t

∫ ∞
−∞
‖x0‖ · ‖R2(a+ is, A′)y‖ ds→ 0 as t→∞.

Concerning I2 we observe that 〈x0, R
2(a+i·, A′)y〉 ∈ L1(R), so once again by the Riemann-

Lebesgue Lemma we have

I2(t) = a

∫ ∞
−∞

eist〈x0, R
2(a+ is, A′)y〉 ds→ 0 as t→∞,

and the proof is complete.

Actually, Huang and van Neerven proved the following more general theorem.

Theorem 2.4.3 ([Huang and van Neerven, 1999]). Let (T (t))t≥0 be a C0-semigroup on
a Banach space X with generator A. Assume that the bounded local resolvent exists for
x0 ∈ X . Then limt→∞ T (t)(λ0 − A)−βx0 = 0 weakly for all β > 1 and λ0 > ω0(T ).

Under a special positivity condition one can take β = 1 in Theorem 2.4.3.

Theorem 2.4.4 ([van Neerven, 2002]). Suppose that X is an ordered Banach space with
weakly closed normal cone C. If for some x0 ∈ X the function λ 7→ R(λ,A)x0 has a
bounded holomorphic extension to {λ : Reλ > 0} and T (t)x0 ∈ C for all sufficiently large
t, then limt→∞ T (t)R(µ,A)x0 = 0 weakly for all µ ∈ ρ(A).

The eventual positivity assumption above cannot be omitted. Indeed, [van Neerven, 2002]
proved that the existence of a bounded local resolvent R(λ)x0 in general implies
‖T (t)R(µ,A)x0‖ = O(1 + t), and [Batty, 2003] showed this to be optimal, whereas weak
convergence of T (t)R(µ,A)x0 to zero would imply ‖T (t)R(µ,A)x0‖ = O(1).

2.5 Cogenerator of contractive semigroups

Let (T (t))t≥0 be a contractive C0-semigroup on a Hilbert space H. The cogenerator of
(T (t))t≥0 is defined as the (negative) Cayley-transform of the infinitesimal generator A of
(T (t))t≥0, i.e.,

G = −(I + A)(I − A)−1 = I − 2R(1, A).

It is easy to see that the cogenerator is a contraction, see [Sz.-Nagy and Foiaş, 1970,
Sections III.8–9] for details. The semigroup can be recovered using a functional calculus;
moreover, many important properties of the semigroup can directly be read off from
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its cogenerator. Namely, the semigroup consists of normal, self-adjoint, isometric or
unitary operators if and only if the cogenerator is normal, self-adjoint, isometric or unitary,
respectively. The asymptotic behaviour of the semigroup can also be characterised with
the help of the cogenerator.

Theorem 2.5.1. Let (T (t))t≥0 be a C0-semigroup of contractions and let G be its cogen-
erator. Then

lim
t→∞
‖T (t)x‖ = lim

n→∞
‖Gnx‖.

In particular, the semigroup is strongly stable if and only if G is strongly stable.

Motivated by the above theorem we ask the following.

Question 2.5.2. Is the analogue of Theorem 2.5.1 true for weak stability? Or, generally
speaking, is there a connection between the weak stability of a contractive semigroup and
the weak stability of its cogenerator?

Note that the function z 7→ −1+z
1−z maps the imaginary axis onto the unit circle, so by the

spectral mapping theorem for the point spectrum (see [Engel and Nagel, 2000, Theorem
IV.3.7]), we have that

Pσ(A) ∩ iR = ∅ if and only if Pσ(G) ∩ {z : |z| = 1} = ∅.

Hence by a result of [Jones and Lin, 1980] we obtain the following.

Proposition 2.5.3. A contractive semigroup (T (t))t≥0 on a Hilbert space H is almost
weakly stable if and only if its cogenerator G is “almost weakly stable”, i.e., when zero
belongs to the weak closure of each orbit {Gnx : n ∈ N}, x ∈ H.

This again connects the asymptotic behaviour of (T (t))t≥0 to the behaviour of the powers
of a single operator.
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Chapter 3

Category theorems on weakly stable
semigroups

Having studied weak stability and almost weak stability in the previous chapter, our
aim now is to show that (for operators on separable infinite-dimensional Hilbert spaces)
these concepts differ fundamentally. Strictly speaking, we show that the sets of almost
weakly and weakly stable operators have different Baire category in each of three complete
metric spaces comprised by all unitary, isometric and contractive operators respectively
(see Theorems 3.1.6, 3.2.5 and 3.3.3). The set of all weakly stable operators is of the first
category, while the set of all almost weakly stable operators is residual in each of these
spaces. In this sense, a typical operator is almost weakly but not weakly stable. These
results are the operator theoretic counterpart of classical category theorems of Halmos
and Rohlin from ergodic theory, see [Halmos, 1956, pp. 77–80], or the original papers
[Halmos, 1944] and [Rohlin, 1948].

In this chapter, statements and proofs are formulated for discrete operator semigroups;
see Remark 3.3.4 nevertheless.

3.1 Unitary operators

First of all, we formally define the concept of almost weak stability for power bounded
operators on a Hilbert space.

Definition 3.1.1. A power bounded operator T on a Hilbert space is called almost weakly
stable if zero is a weak accumulation point of every orbit {T nx : n ∈ N}.
By the Jacobs–Glicksberg–de Leeuw theorem, this is equivalent to the property “no eigen-
values on the unit circle”.

Let U denote the set of all unitary operators on the separable infinite-dimensional
Hilbert space H. We observe that any unitary operator can be approximated by periodic
ones.
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Definition 3.1.2. We say that an operator P ∈ L(H) is periodic with period n ∈ N if
P n = I and Pm 6= I for all 1 ≤ m < n.

Proposition 3.1.3. For any given n ∈ N, ε > 0 and U ∈ U there is a periodic operator
P ∈ U with period at least n such that ‖P − U‖ < ε.

Proof. By the spectral theorem H is isomorphic to L2(Ω, µ) for some locally compact
space Ω and finite measure µ and U is unitary equivalent to a multiplication operator Ũ
with

(Ũf)(ω) = ϕ(ω)f(ω), ∀ω ∈ Ω,

for some measurable ϕ : Ω→ Γ = {z ∈ C | |z| = 1}.
We approximate the operator Ũ as follows. Consider the set

ΓN = {e2πi p
q | p, q ∈ N relatively prime , q > N},

which is dense in Γ. Take a finite set {αj}nj=1 ⊂ ΓN such that arg(αj−1) < arg(αj) and
|αj − αj−1| < ε hold for all 2 ≤ j ≤ n. Define

ψ(ω) = αj−1, ω ∈ ϕ−1({z ∈ Γ | arg(αj−1) ≤ arg(z) ≤ arg(αj)}).

Let P̃ denote the operator of multiplication with ψ. The operator P̃ is periodic with
period greater than N . Moreover,

‖Ũ − P̃‖ = sup
ω∈Ω
|ϕ(ω)− ψ(ω)| ≤ ε

holds and the proposition is proved.

Lemma 3.1.4. Let H be a separable infinite-dimensional Hilbert space. Then there exists
a sequence (Tn)∞n=1 of almost weakly stable unitary operators satisfying limn→∞ ‖Tn−I‖ =
0.

Proof. Without loss of generality let us take the model Hilbert space H = L2(R, λ),
where λ is the Lebesgue measure. For n ∈ N we define Tn by

(Tnf)(s) = e
iq(s)
n f(s), s ∈ R, f ∈ L2(R, λ),

where q : R → [0, 1] is a fixed strictly monotone function. Then all the operators Tn are
almost weakly stable by the theorem of Jacobs–Glicksberg–de Leeuw and we have

‖Tn − I‖ = sup
s∈R
|e

iq(s)
n − 1| ≤ |e

i
n − 1| → 0, n→∞.

2
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We now introduce the appropriate topology. We say that an operator sequence {Tn} ⊂
L(H) converges to T ∈ L(H) in the strong*-topology if Tn → T and T ∗n → T ∗ strongly
(for details see [Takesaki, 1979, p. 68]). From now on, we consider the space U of all
unitary operators on H endowed with the strong*-topology. Observe that U is a complete
metric space with respect to the metric given by

d(U, V ) =
∞∑
j=1

‖Uxj − V xj‖+ ‖U∗xj − V ∗xj‖
2j‖xj‖

for U, V ∈ U ,

where {xj}∞j=1 is a fixed dense subset of H. Further, by SU we denote the set of all weakly
stable unitary operators on H and by WU we denote the set of all almost weakly stable
unitary operators on H.

We now show the following density property for WU .

Proposition 3.1.5. The set WU of all almost weakly stable unitary operators is dense in
U .

Proof. By Proposition 3.1.3 it is enough to approximate periodic unitary operators by
almost weakly stable unitary operators. Let U be a periodic unitary operator and let
N be its period. Take ε > 0, n ∈ N and x1, . . . , xn ∈ H. We have to find an almost
weakly stable unitary operator T with ‖Uxj − Txj‖ < ε and ‖U∗xj − T ∗xj‖ < ε for all
j = 1, . . . , n.

By UN = I and the spectral theorem, σ(U) ⊂
{

1, e
2πi
N , . . . , e

2π(N−1)i
N

}
and the orthog-

onal decomposition

H = ker(I − U)⊕ ker(e
2πi
N I − U)⊕ . . .⊕ ker(e

2π(N−1)i
N I − U) (3.1)

holds.
Assume first that x1, . . . , xn are orthogonal eigenvectors of U . In order to use Lemma

3.1.4 we first construct a periodic unitary operator S which satisfies Uxj = Sxj for all
j = 1, . . . , n and whose maximal eigenspaces are infinite-dimensional. For this purpose
define the n-dimensional U - and U∗-invariant subspace H0 = lin{xj}nj=1 and the operator
S0 on H0 as the restriction of U to H0. Decompose H as an orthogonal sum

H =
∞⊕
k=0

Hk with dimHk = dimH0 for all k ∈ N.

For each k, let Pk denote an isomorphism from Hk to H0. Now define Sk = P−1
k UPk on

each Hk as a copy of U |H0 and consider S =
⊕∞

k=0 Sk on H.
The operator S is unitary and periodic with period being a divisor of N . So a decom-

position analogous to (3.1) is valid for S. Moreover, Uxj = Sxj and U∗xj = S∗xj hold for
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all j = 1, . . . , n and the maximal eigenspaces of S are infinite dimensional. Denote by Fj
the maximal eigenspace of S containing xj and by λj the corresponding eigenvalue. By
Lemma 3.1.4 for every j = 1, . . . , n there exists an almost weakly stable unitary operator
Tj on Fj satisfying ‖Tj − S|Fj ‖ = ‖Tj − λjI‖ < ε. Finally, we define the desired operator

T as Tj on Fj for every j = 1 . . . , n and extend it linearly to H.
Now, let x1, . . . , xn ∈ H be arbitrary and take an orthonormal basis of eigenvalues

{yk}∞k=1. Then there exists K ∈ N such that xj =
∑K

k=1 ajkyk + oj with ‖oj‖ < ε
4

for
every j = 1, . . . , n. By the arguments above applied to y1, . . . , yK there is an almost
weakly stable unitary operator T with ‖Uyk − Tyk‖ < ε

4KM
and ‖U∗yk − T ∗yk‖ < ε

4KM

for M = maxk=1,...,K,j=1,...,n |ajk| and every k = 1, . . . , K. Therefore we obtain

‖Uxj − Txj‖ ≤
K∑
k=1

|ajk|‖Uyk − Tyk‖+ 2‖oj‖ < ε

for every j = 1, . . . , n. Analogously, ‖U∗xj − T ∗xj‖ < ε holds for every j = 1, . . . , n, and
the proposition is proved.

We can now prove the following category theorem for weakly and almost weakly stable
unitary operators. To do so we extend the argument used in the proof of the corresponding
category theorems for flows in ergodic theory (see [Halmos, 1956, pp. 77–80]).

Theorem 3.1.6. The set SU of weakly stable operators is of first category and the set WU
of almost weakly stable operators is residual in U .

Proof. First we prove that S is of first category in U . Fix x ∈ H with ‖x‖ = 1 and
consider

Mk =

{
U ∈ U : |〈Ukx, x〉| ≤ 1

2

}
.

Note that all the sets Mk are closed. Let U ∈ U be weakly stable. Then there exists
n ∈ N such that U ∈Mk for all k ≥ n, i.e., U ∈ ∩k≥nMk. So we obtain

SU ⊂
∞⋃
n=1

Nn, (3.2)

where we put Nn = ∩k≥nMk. Since all the sets Nn are closed, it remains to show that
U \Nn is dense for every n.

Fix n ∈ N and let U be a periodic unitary operator. Then U /∈Mk for some k ≥ n and
therefore U /∈ Nn. Since by Proposition 3.1.3 periodic unitary operators are dense in U ,
S is of first category. To show that WU is residual we take a dense subspace D = {xj}∞j=1

of H and define

Wjkn =

{
U ∈ U : | 〈Unxj, xj〉 | <

1

k

}
.
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All these sets are open. Therefore the sets Wjk = ∪∞n=1Wjkn are also open. We show that

WU =
∞⋂

j,k=1

Wjk (3.3)

holds.
The inclusion “⊂” follows from the definition of almost weak stability. To prove the

converse inclusion we take U /∈ WU and n ∈ N. Then there exists x ∈ H with ‖x‖ = 1 and
ϕ ∈ R such that Ux = eiϕx. Therefore | 〈Unx, x〉 | = 1. Take xj ∈ D with ‖xj − x‖ ≤ 1

4
.

Then

| 〈Unxj, xj〉 | = | 〈Un(x− xj), x− xj〉+ 〈Unx, x〉 − 〈Unx, x− xj〉 − 〈Un(x− xj), x〉 |

≥ 1− ‖x− xj‖2 − 2‖x− xj‖ >
1

3
.

So U /∈ Wj3 which implies U /∈ ∩∞j,k=1Wjk. Therefore (3.3) holds. So WU is residual as a
countable intersection of open dense sets.

3.2 Isometries

In this section we consider the space I of all isometries on H endowed with the strong
topology and prove analogous category results as in the previous section. We again assume
H to be separable and infinite-dimensional. Note that I is a complete metric space with
respect to the metric given by the formula

d(T, S) =
∞∑
j=1

‖Txj − Sxj‖
2j‖xj‖

for T, S ∈ I,

where {xj}∞j=1 is a fixed dense subset of H. Further, we denote by SI the set of all weakly
stable isometries on H and by WI the set of all almost weakly stable isometries on H.

The basis of our results in this section is the following classical theorem on Hilbert
spaces isometries [Sz.-Nagy and Foiaş, 1970, Theorem 1.1] .

Theorem 3.2.1 (Wold decomposition). Let V be an isometry on a Hilbert space H. Then
H can be decomposed into an orthogonal sum H = H0⊕H1 of V -invariant subspaces such
that the restriction of V on H0 is unitary and the restriction of V on H1 is a unilateral
shift, i.e. there exists a subspace Y ⊂ H1 with V nY ⊥ V mY for all n 6= m, n,m ∈ N,
such that H1 = ⊕∞n=1V

nY holds.

As a first application of the Wold decomposition we obtain the density result for periodic
operators in I. (Note that periodic isometries are unitary.) But first we need the following
easy lemma, see also [Peller, 1981].
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Lemma 3.2.2. Let Y be a Hilbert space and let R be the right shift on H = l2(N, Y ). Then
there exists a sequence (Tn)∞n=1 of periodic unitary operators on H converging strongly to
R.

Proof. We define the operators Tn by

Tn(x1, x2, . . . , xn, . . .) = (xn, x1, x2, . . . , xn−1, xn+1, . . .).

Every Tn is unitary and has period n. Moreover, for an arbitrary x = (x1, x2, . . .) ∈ H we
have

‖Tnx−Rx‖2 = ‖xn‖2 +
∞∑
k=n

‖xk+1 − xk‖2 −→
n→∞

0,

and the lemma is proved.

Proposition 3.2.3. The set of all periodic operators is dense in I.

Proof. Let V be an isometry on H. Then by Theorem 3.2.1 the orthogonal decomposition
H = H0⊕H1 holds, where the restriction V0 on H0 is unitary and the space H1 is unitarily
equivalent to l2(N, Y ). The restriction V1 of V on H1 corresponds by this equivalence
to the right shift operator on l2(N, Y ). By Proposition 3.1.3 and Lemma 3.2.2 we can
approximate both operators V0 and V1 by unitary periodic ones and the assertion follows.

As a consequence of the Wold decomposition we obtain the following density result for
almost weakly stable operators in I.

Proposition 3.2.4. The set WI of almost weakly stable isometries is dense in I.

Proof. Let V be an isometry on H, H0, H1 the orthogonal subspaces from Theorem
3.2.1 and V0 and V1 the corresponding restrictions of V . By Lemma 3.2.2 the operator
V1 can be approximated by unitary operators on H1. The assertion now follows from
Proposition 3.1.5.

Using the same idea as in the proof of Theorem 3.1.6 one obtains with the help of Propo-
sitions 3.2.3 and 3.2.4 the following category result for weakly and almost weakly stable
isometries.

Theorem 3.2.5. The set SI of all weakly stable isometries is of first category and the set
WI of all almost weakly stable isometries is residual in I.
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3.3 Contractions

We now extend the category results in the previous sections to the case of contractive
operators. Let C denote the set of all contractions on H endowed with the weak operator
topology. Note that C is a complete metric space with respect to the metric given by

d(T, S) =
∞∑

i,j=1

| 〈Txi, xj〉 − 〈Sxi, xj〉 |
2i+j‖xi‖‖xj‖

for T, S ∈ C,

where {xj}∞j=1 is a fixed dense subset of H. By [Takesaki, 1979, p. 99], the set of all
unitary operators is dense in C (see also [Peller, 1981] for a much stronger assertion).
Combining this fact with Propositions 3.1.3 and 3.1.5 we gain the following.

Proposition 3.3.1. The set of all periodic unitary operators and the set of all almost
weakly stable unitary operators are both dense in C.

The next well-known property is a key for the further results (cf. [Halmos, 1967, p. 14]).

Lemma 3.3.2. Let (Tn)∞n=1 be a sequence of contractions on a Hilbert space H converging
weakly to an isometry S. Then Tn → S strongly.

Proof. For each x ∈ H we have

‖Tnx− Sx‖2 = 〈Tnx− Sx, Tnx− Sx〉 = ‖Sx‖2 + ‖Tnx‖2 − 2Re 〈Tnx, Sx〉
≤ 2 〈Sx, Sx〉 − 2Re 〈Tnx, Sx〉 = 2Re 〈(S − Tn)x, Sx〉 −→

n→∞
0,

and the lemma is proved.
We now state the category result for contractions. We note that its proof differs from the

corresponding proofs in the previous sections.

Theorem 3.3.3. The set SC of all weakly stable contractions is of first category and the
set WC of all almost weakly stable contractions is residual in C.

Proof. To prove the first statement we fix x ∈ X, ‖x‖ = 1, and define as before the sets

Nn =

{
T ∈ C : |〈T kx, x〉| ≤ 1

2
for all k ≥ n

}
.

Let T ∈ C be weakly stable. Then there exists n ∈ N such that T ∈ Nn, and we obtain

SC ⊂
∞⋃
n=1

Nn. (3.4)
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It remains to show that the sets Nn are nowhere dense. Fix n ∈ N and let U be a periodic
unitary operator. We show that U does not belong to the closure of Nn. Assume the
opposite, i.e., that there exists a sequence {Tk}k∈N ⊂ Nn satisfying Tk → U weakly. Then,
by Lemma 3.3.2, Tk → U strongly and therefore U ∈ Nn by the definition of Nn. This
contradicts the periodicity of U . By the density of the set of unitary periodic operators
in C we obtain that Nn is nowhere dense and therefore SC is of first category.

To show the residuality of W we again take a dense subset D = {xj}∞j=1 of H and
define

Wjk =

{
T ∈ C : |〈T nxj, xj〉| <

1

k
for some n ∈ N

}
.

As in the proof of Theorem 3.1.6 the equality

WC =
∞⋂

j,k=1

Wjk (3.5)

holds.
Fix j, k ∈ N. We have to show that the complement W c

jk of Wjk is nowhere dense. We
note that

W c
jk =

{
T ∈ C : | 〈T nxj, xj〉 | ≥

1

k
for all n ∈ N

}
.

Let U be a unitary almost weakly stable operator. Assume that there exists a sequence
{Tm}∞m=1 ⊂ W c

ijk satisfying Tm → U weakly. Then, by Lemma 3.3.2, Tm → U strongly
and therefore U ∈ W c

jk. This contradicts the almost weak stability of U . Therefore the
set of all unitary almost weakly stable operators does not intersect the closure of W c

jk. By
Proposition 3.3.1 all sets W c

jk are nowhere dense and therefore WC is residual.

Remark 3.3.4. While the statements above carry over almost obviously to unitary and
isometric C0-semigroups, it is currently unknown to us whether the analogous claim for
contractive C0-semigroups holds. In any case, contractive semigroups do not comprise a
complete metric space with the natural metric, as the following example shows.

Example 3.3.5. [Eisner and Serény, 2007] Consider X = lp, 1 ≤ p ≤ ∞, and for x =
(x1, x2, . . . ) ∈ X, n ∈ N let us define the operator An by

Anx = (xn+1, xn+2, . . . , x2n, x1, x2, . . . , xn, x2n+1, x2n+2, . . . );

that is, the operator An swaps the first n and the second n coordinates of x and leaves the
other coordinates unchanged. Then ‖An‖ ≤ 1 implies that An generates a C0-semigroup
(Tn(t))t≥0 satisfying ‖Tn(t)‖ ≤ et for every n ∈ N and t ≥ 0. Clearly, A2

n = I for every
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n ∈ N and the operators An converge weakly to zero as n→∞. Therefore

Tn(t) =
∞∑
k=0

tkAkn
k!

=
∞∑
k=0

t2k+1

(2k + 1)!
An +

∞∑
k=0

t2k

(2k)!
I

=
et − e−t

2
An +

et + e−t

2
I

σ−→ et + e−t

2
I,

and the convergence is uniform on compact time intervals. We see that the limit does not
satisfy the semigroup law.

By rescaling we obtain a sequence of contractive semigroups (Tn(t))t≥0 onX converging
weakly and uniformly on compact time intervals to a family of operators which is not a
semigroup (and, by the way, the bounded generators converge weakly to −I, which is
itself a generator).
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Chapter 4

Applications to the telegraph
system: linear methods

4.1 The telegraph system

In this and the next chapter we study a particular system of partial differential equations,
the telegraph system. Although our boundary conditions (and hence the resulting abstract
system) will be time-dependent, we shall manage to apply pieces of operator semigroup
theory. The telegraph equations can be written as{

ut(x, t) + vx(x, t) + r(u(x, t)) = f1(x, t), x ∈ I, t > 0,

vt(x, t) + ux(x, t) + g(v(x, t)) = f2(x, t), x ∈ I, t > 0,
(TS)

where r, g, f1, f2 are given functions, I is an interval on the real line, and we look for the
unknown functions u and v; subscripts denote differentiation.

As it is usual for partial differential equations, a large part of the motivation comes
from models that describe processes in physics. Originally, the telegraph system mod-
els the spread of electricity in a wire with distributed parameters, but phenomena in
different fields of physics often exhibit common features and in the mathematical for-
mulation we obtain the same equations; so, specifically, the telegraph system arises in
acoustics and mechanics as well; see [Tikhonov and Samarskii, 1963, page 189] for details
and [Moroşanu, 1988, page 326] for references to applications in hydraulics.

In the context of electrical phenomena the functions r, g correspond to resistance
and leakage, respectively; see [Feynman et al., 1970, Chapter 24], [Vágó, 2003] for more
information on the physical background and for the derivation of the equations.

The boundary conditions associated with (TS) depend on the particular process we
study. [Brayton, 1967] and [Cooke and Krumme, 1968] consider I = (0, 1) and a pair of
long wires connected to each other by linear or nonlinear resistances at the ends; this
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leads to algebraic boundary conditions of the form{
−u(0, t) = β0(v(0, t)),

u(1, t) = β1(v(1, t)),
(BC1)

where the functions β0, β1 model the terminating resistances. We often use the general
form (

−u(0, t)

u(1, t)

)
∈ β
(
v(0, t)

v(1, t)

)
, β ⊂ R2 × R2, (BC2)

and we allow the behaviour of the resistances to depend on time:(
−u(0, t)

u(1, t)

)
∈ β

(
t,

(
v(0, t)

v(1, t)

))
. (BC3)

Furthermore, one can add a capacitor to the circuit; then we obtain so-called dynamic
boundary conditions {

−u(0, t) = β0(v(0, t)),

u(1, t) = cvt(1, t) + β1(v(1, t)),
(BC4)

which we shall deal with in Section 5.3. We can also consider several cables simultane-
ously, which are connected so that they comprise a network (to model inter alia electrical
circuits [Marinov and Neittaanmäki, 1991], power grids [Vágó, 2003] and neural networks
[Keener and Sneyd, 1998]). In this case, we have functions u, v : [0, 1]×R+ → Rm, where
m is the number of cables and a boundary condition of the form(

−u(0, t)

u(1, t)

)
∈ L

(
v(0, t)

v(1, t)

)
, (BC5)

where L ⊂ R2m × R2m is a relation, encoding Kirchoff laws.
To simplify notation for the following discussion, we write (BC3) as(

−u(0, t)

u(1, t)

)
= β(t)

(
v(0, t)

v(1, t)

)
+

(
α1(t)

α2(t)

)
, (BC)

and we fix the initial conditions

u(x, 0) = u0(x), v(x, 0) = v0(x). (IC)

Here β(t) is a mapping from R2 to R2 for each t ∈ [0, τ ], hence we have a mapping
β : [0, τ ] × R2 → R2. Further, we denote α = (α1, α2)T : [0, τ ] → R2. In Sections 4.2 -
4.3 we impose fairly weak conditions on β (see (βC) on page 36) and we prove that (TS),
(BC), (IC) has a unique solution provided that r, g : R → R are Lipschitz continuous
functions. In Sections 5.1 - 5.2 we assume monotonicity on r, g and β.
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Owing to its practical significance, several variants of the telegraph system have been
examined; a detailed discussion of the autonomous case along with additional references
can be found in [Moroşanu, 1988, Chapter III, Section 4]. The results here generalize
[Hokkanen and Moroşanu, 2002a, Theorem 5.1] to the case of Lipschitz continuous r, g
and discontinuous inhomogenities f1, f2 on the one hand, and parts of [Moroşanu, 1988,
Theorem 4.2] to time-dependent boundary conditions on the other hand. A motive in
studying higher regularity is to facilitate the asymptotic analysis of singularly perturbed
telegraph systems; for, smoothness of the solutions is essential if one tries to validate a
formal asymptotic expansion; see [Barbu and Moroşanu, 2007].

4.2 The linear case

The general solution of the homogenous linear telegraph system{
ut(x, t) + vx(x, t) = 0,

vt(x, t) + ux(x, t) = 0,
(LTS)

for (x, t) ∈ [0, 1]× [0, τ ] is explicitly given by the d’Alembert formulae

u(t, x) = ϕ(x− t) + ψ(x+ t), v(t, x) = ϕ(x− t)− ψ(x+ t), (4.2.1)

where ϕ : [−τ, 1] → R, ψ : [0, τ + 1] → R are arbitrary (smooth) functions. The initial
condition (IC) is equivalent to

ϕ(t) =
1

2
(u0(t) + v0(t)) , ψ(t) =

1

2
(u0(t)− v0(t)) (0 ≤ t ≤ 1) (4.2.2)

and a simple calculation shows that (BC) is equivalent to(
ϕ(−t)
−ψ(1 + t)

)
= (β(t) + id)−1

((
−2ψ(t)

2ϕ(1− t)

)
− α(t)

)
+

(
ψ(t)

−ϕ(1− t)

)
(4.2.3)

for all 0 ≤ t ≤ τ . That is, given the data u0, v0, β, α in (IC) and (BC), the equation
(4.2.2) defines ϕ and ψ on [0, 1], (4.2.3) extends them to [−τ, 1] and [0, τ+1], respectively,
and finally (4.2.1) produces u and v. If the initial and boundary data are smooth and
satisfy the compatibility conditions, then (u, v) is a classical solution to (TS), (BC), (IC);
but (4.2.1), (4.2.2), (4.2.3) make sense and yield (u, v) under weaker assumptions on
u0, v0, β, α; in this context we say that (u, v) is a generalized solution of (TS), (BC), (IC).
In any case, to perform the extension in (4.2.3) we require that (β(t)+id)−1 be uniformly
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bounded, uniformly Lipschitz continuous and jointly measurable on 0 ≤ t ≤ τ , that is

β(t) + id : R2 → R2 is invertible for all 0 ≤ t ≤ τ ;

there are constants C and L such that

‖(β(t) + id)−1a‖R2 ≤ C(1 + ‖a‖R2) and

‖(β(t) + id)−1a− (β(t) + id)−1b‖R2 ≤ L‖a− b‖R2

for all a, b ∈ R2, 0 ≤ t ≤ τ ;

the function (t, a) 7→ (β(t) + id)−1a is measurable.

(βC)

We note that (βC) are satisfied in a number of classical situations, for instance if each
β(t) is maximal monotone and t 7→ (β(t) + id)−1a is bounded measurable for all a ∈ R2

(cf. [Hokkanen and Moroşanu, 2002a]) or if β is a continuous matrix-valued function and
no β(t) has the eigenvalue one.

In view of these remarks, we obtain the following lemma.

Lemma 4.2.1. Let τ > 0 be fixed and suppose that for some 1 ≤ p ≤ ∞, u0, v0 ∈ Lp[0, 1],
α ∈ Lp([0, τ ],R2) and β : [0, τ ]→ R2 satisfies (βC). Then (LTS), (BC), (IC) has a unique
generalized solution (u, v) ∈ L∞([0, τ ], Lp[0, 1])2. In fact, (u, v) ∈ C([0, τ ], Lp[0, 1])2, un-
less p =∞. Furthermore, the solution depends Lipschitz continuously on α, that is there
is a constant C1 such that

‖(u, v)− (ũ, ṽ)‖L∞([0,τ ],Lp[0,1])2 ≤ C1‖α− α̃‖Lp([0,τ ],R2),

where (ũ, ṽ) is the solution of (LTS), (BC), (IC) with α̃ ∈ Lp([0, τ ],R2) in place of α.

D’Alembert’s formulae imply that continuous data and compatibility conditions produce
continuous solutions. Let us consider the compatibility condition of order zero:(

−u0(0)

u0(1)

)
= β(0)

(
v0(0)

v0(1)

)
+

(
α1(0)

α2(0)

)
. (4.2.4)

The last lemma of this section will be used later to obtain continuous solutions of (TS).

Lemma 4.2.2. Let τ > 0 be fixed and suppose that u0, v0 ∈ C[0, 1], α ∈ C([0, τ ],R2),
the function (t, a) 7→ (β(t) + id)−1a is continuous, and (4.2.4) holds. Then (LTS), (BC),
(IC) has a unique generalized solution (u, v) ∈ C([0, τ ]× [0, 1]).

Example 4.2.3. As an example, let us consider a linear telegraph system with space
variable x having values in the whole of R. The initial value problem

ut(x, t) + vx(x, t) + ru(x, t) = 0, x ∈ R, t > 0,

vt(x, t) + ux(x, t) + gv(x, t) = 0, x ∈ R, t > 0,

u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ R,
(4.2.5)
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where r, g ∈ C, u0, v0 ∈ L2(R) can be written in the abstract form
d

dt
w(t) = Bw(t),

w(0) = w0

on the space L2(R)× L2(R), with w = (u, v), w0 = (u0, v0) and

B = −
(

r ∂
∂x

∂
∂x

g

)
, D(B) = H1(R)×H1(R).

By taking Fourier transforms we see that the operator B is unitarily equivalent to the
multiplication operator

M = −
(

r iy
iy g

)
on the space L2(R, dy) × L2(R, dy) of Fourier transforms, which is the generator of a
C0-semigroup. For a λ ∈ C we formally calculate

R(λ,M) = (λ−M)−1 =
1

(λ+ r)(λ+ g) + y2

(
λ+ g −iy
−iy λ+ r

)
.

− r+g
2

−r

−g

Figure 4.1: The spectrum of M for Re r,Re g > 0
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Now, whenever (λ + r)(λ + g) + y2 6= 0 for all y ∈ R, then (λ + r)(λ + g) + y2 is
bounded away from zero and R(λ,M) is a bounded operator on L2(R, dy) × L2(R, dy).
From (λ+ r)(λ+ g) + y2 = 0 we get

λ = −r + g

2
±

√(
r − g

2

)2

− y2

and any λ ∈ C of this form is in σ(M) = σ(B) (see the figure). We infer that

1. if either Re r < 0 or Re g < 0, then the generated semigroup is not stable;

2. if Re r = 0 and Re g = 0, then R(λ,A) is holomorphic for Reλ > 0 and since the
semigroup is clearly contractive, it is weakly stable by Theorem 2.4.1 (ii) (one could
also apply Theorem 2.2.4, because condition (i) of the theorem is satisfied);

3. if either Re r = 0,Re g > 0 or Re r > 0,Re g = 0, then (since −r and −g are no
eigenvalues) the semigroup is strongly stable by Theorem 1.3.2;

4. if Re r > 0,Re g > 0, then (since the resolvent R(λ,M) is uniformly bounded for
Reλ > 0) the semigroup is uniformly exponentially stable by Theorem 1.3.1.

Example 4.2.4. Now let us consider the following linear telegraph system with space
variable x ∈ (0, 1).

ut(x, t) + vx(x, t) + ru(x, t) = 0, x ∈ (0, 1), t > 0,

vt(x, t) + ux(x, t) + gv(x, t) = 0, x ∈ (0, 1), t > 0,

u(0, t) + a0v(0, t) = 0, t > 0,

u(1, t)− b0v(1, t) = 0, t > 0,

u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ (0, 1),

(4.2.6)

where r, g ∈ C, u0, v0 ∈ L2([0, 1]); since we mainly investigate monotone boundary condi-
tions (see Chapter 5), we assume a0, b0 ≥ 0. The well-posedness of (4.2.6) follows from e.g.
the bounded perturbation theorem [Engel and Nagel, 2000, Theorem III.1.10] but will be
proved later in broader generality (Corollary 4.3.7). Let us now examine the asymptotic
behaviour of its solutions.

As before, the system admits the abstract form
d

dt
w(t) = Bw(t),

w(0) = w0
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on the space L2([0, 1])× L2([0, 1]), with w = (u, v), w0 = (u0, v0) and

B = −
(

r ∂
∂x

∂
∂x

g

)
,

D(B) =

{
(w1, w2) ∈ H1([0, 1])×H1([0, 1])

∣∣∣∣∣ w1(0) + a0w2(0) = 0,

w1(1)− b0w2(1) = 0

}
.

In order to get information on the spectrum of B we have to examine the solutions
w = (w1, w2) ∈ D(B) of the equation

(λ−B)w = z,

which is equivalent to the system of ordinary differential equations given by

∂

∂x
w1 = z2 − (λ+ g)w2,

∂

∂x
w2 = z1 − (λ+ r)w1,

(4.2.7)

with the conditions that
w1(0) + a0w2(0) = 0,

w1(1)− b0w2(1) = 0 .
(4.2.8)

To simplify notation, let us put a =
√
λ+ g, b =

√
λ+ r. (We shall see that we can choose

any of the square roots.) Now we consider two cases, the first being the case ab = 0. If
b = 0 then λ = −r and by solving (4.2.7), (4.2.8) we see that the system has a unique
solution in D(B) if and only if r − g 6= a0 + b0. On the other hand, if r − g = a0 + b0

then (4.2.7), (4.2.8) with z1 ≡ 0, z2 ≡ 0 admits a nontrivial solution; so we obtain that
−r ∈ σ(B)⇔ r−g = a0 +b0, and in this case −r is an eigenvalue. If a = 0, then similarly
we get that λ = −g is in the spectrum if and only if it is an eigenvalue if and only if
a0 = b0 = 0 or r − g = a0+b0

a0b0
. Now we may assume ab 6= 0. In this case the solution of

(4.2.7) is given by

w1(x) =
1

2ab

(
ab(e−xab + exab)w1(0) + a2(e−xab − exab)w2(0)

)
+

∫ x

0

1

2ab

(
ab(e−(x−y)ab + e(x−y)ab)z1(y) + a2(e−(x−y)ab − e(x−y)ab)z2(y)

)
dy, (4.2.9)

w2(x) =
1

2ab

(
b2(e−xab − exab)w1(0) + ab(e−xab + exab)w2(0)

)
+

∫ x

0

1

2ab

(
b2(e−(x−y)ab − e(x−y)ab)z1(y) + ab(e−(x−y)ab + e(x−y)ab)z2(y)

)
dy. (4.2.10)
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By (4.2.8) we obtain

0 = w1(1)− b0w2(1) =
1

2ab

((
e−ab(a− bb0)(a− ba0)− eab(a+ bb0)(a+ ba0)

)
w2(0)

+
(
ae−ab − bb0e

−ab) ∫ 1

0

(bz1(y) + az2(y))eyab dy

+
(
aeab + bb0e

ab
) ∫ 1

0

(bz1(y)− az2(y))e−yab dy

)
.

Hence we see that

λ ∈ σ(B)⇐⇒ e−ab(a− bb0)(a− ba0)− eab(a+ bb0)(a+ ba0) = 0.

Now, the cases a + bb0 = 0 or ba0 + a = 0 give no root here, so the condition can
equivalently be written in the form

a− bb0

a− ba0

a+ bb0

a+ ba0

= e2ab . (4.2.11)

If a0 = b0 = 0, this equation turns into

e2
√
λ+r
√
λ+g = 1,

the solutions of which are given by

λ =
−(r + g)±

√
(r − g)2 − 4k2π2

2
(k ∈ Z).

The rightmost solution is at k = 0, that is, λ = −r or λ = −g, whichever has greater real
part. If a0 6= 0 or b0 6= 0, then for all λ ∈ C with Reλ > Re (−r), Reλ > Re (−g) we have
|a − bb0| ≤ |a + bb0|, |a − ba0| ≤ |a + ba0| where at least one of the inequalities is strict,
but |e2ab| > 1, so (4.2.11) has no roots in the region {λ | Reλ > Re (−r), Re (−g) } .

To simplify further computation, we now assume r = g. Then a = b and (4.2.11)
attains the form

(1− b0)(1− a0)

(1 + b0)(1 + a0)
= e2a2

, (4.2.12)

which yields the solutions

λ =
1

2
log

∣∣∣∣(1− b0)(1− a0)

(1 + b0)(1 + a0)

∣∣∣∣− g + i arg
(1− b0)(1− a0)

(1 + b0)(1 + a0)
.

Using (4.2.9), (4.2.10) it is easily seen that the resolvent of B is bounded on any closed
right halfplane disjoint from σ(B), hence we come to the following conclusions:
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1. if a0 = b0 = 0, then r and g are decisive:

(a) if Re r ≤ 0 or Re g ≤ 0 then the generated semigroup is not (even almost
weakly) stable, since we have an eigenvalue on the closed right halfplane;

(b) if Re r > 0 and Re g > 0 then the generated semigroup is uniformly exponen-
tially stable by Theorem 1.3.1;

2. if r − g = a0 + b0 and a0b0 6= 1, then r is decisive:

(a) if Re r ≤ 0 then the generated semigroup is not stable;

(b) if Re r > 0 then the generated semigroup is uniformly exponentially stable;

3. if r − g = a0+b0
a0b0

and a0b0 6= 1,then g is decisive, similarly to 2;

4. if r − g = a0 + b0 and a0b0 = 1 then r and g are decisive as in 1;

5. further, if none of the above conditions hold and Re r < 0, Re g < 0, then we have
uniform exponential stability;

6. finally, if none of the conditions in 1,2,3,4 hold and r = g, then the number

−1
2

log
∣∣∣ (1−b0)(1−a0)

(1+b0)(1+a0)

∣∣∣+ g is decisive in the above sense.

Example 4.2.5. For the sake of completeness, we briefly discuss the linear telegraph
system with space variable in R+, that is,

ut(x, t) + vx(x, t) + ru(x, t) = 0, x > 0, t > 0,

vt(x, t) + ux(x, t) + gv(x, t) = 0, x > 0, t > 0,

u(0, t) + a0v(0, t) = 0, t > 0,

u(x, 0) = u0(x), v(x, 0) = v0(x), x > 0

(4.2.13)

(where the parameters have the same meaning as in Example 4.2.4), or in abstract form
d

dt
w(t) = Bw(t),

w(0) = w0

on the space L2(R+)× L2(R+), with w = (u, v), w0 = (u0, v0) and

B = −
(

r ∂
∂x

∂
∂x

g

)
,

D(B) =
{

(w1, w2) ∈ H1(R+)×H1(R+) | w1(0) + a0w2(0) = 0
}
.

As in Example 4.2.4 it is easily checked that −g,−r ∈ σ(B) (but not eigenvalues). Oth-
erwise a 6= 0, b 6= 0 and the solutions w1, w2 are given by (4.2.7). If Re ab 6= 0 we may
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choose the square roots such that Re ab > 0 and in this case we see that for w1, w2 to be
in L2(R+) it is necessary and sufficient that

bw1(0)− aw2(0) + b

∫ ∞
0

e−yabz1(y) dy − a
∫ ∞

0

e−yabz2(y) dy = 0

Combining this with w1(0) + a0w2(0) = 0 we obtain an eigenvalue λ0 =
a2
0r−g

1−a2
0

(unless

a0 = 1). The case Re ab = 0 is completely analogous to the situation of Example 4.2.3,
so if λ0 is not dominating, the asymptotic behaviour of this equation is similar to that in
Example 4.2.3.

4.3 Lipschitz continuous perturbations

In this chapter we apply C0-semigroup arguments to obtain solutions of the linear tele-
graph system with Lipschitz continuous perturbations. The results of this section will,
in turn, make it possible to derive the well-posedness of the monotonely perturbed tele-
graph system (see Chapter 5). We present the case x ∈ (0, 1) because this is when our
method is interesting and brings new results; but of course the statements of this chapter
apply equally well in the case x ∈ R.

Throughout this section we assume that r, g : R→ R in (TS) are Lipschitz continuous:
there is a constant C2 such that

|r(a)− r(b)| ≤ C2|a− b|, |g(a)− g(b)| ≤ C2|a− b| (4.3.1)

for all a, b ∈ R.
We examine (TS) in the space of continuous functions. Continuity allows us to de-

compose the system and then treat our problem as a Lipschitz continuous perturbation of
a linear autonomous equation. With this method, we are able to consider inhomogenities
f1, f2 in L1([0, τ ], L∞[0, 1]).

We split the problem (TS), (BC), (IC) into the following two parts:

kt(x, t) + lx(x, t) = 0,

lt(x, t) + kx(x, t) = 0,(
−k(0, t)

k(1, t)

)
= β(t)

(
l(0, t)

l(1, t)

)
+

(
α1(t)

α2(t)

)
−
(
−ũ(0, t)

ũ(1, t)

)
,

k(x, 0) = u0(x), l(x, 0) = v0(x),

(4.3.2)

and 
ũt(x, t) + ṽx(x, t) + r(ũ(x, t) + k(x, t)) = f1(x, t),

ṽt(x, t) + ũx(x, t) + g(ṽ(x, t) + l(x, t)) = f2(x, t),

ṽ(0, t) = ṽ(1, t) = 0,

ũ(x, 0) = ṽ(x, 0) = 0.

(4.3.3)
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Observe that the solution (u(x, t), v(x, t)) of the original problem is given by u(x, t) =
ũ(x, t)+k(x, t), v(x, t) = ṽ(x, t)+ l(x, t), thus all we have to do is solve (4.3.2) and (4.3.3)
simultaneously. Were ũ given, (4.3.2) would assume the form (LTS), (BC), (IC), and
Lemma 4.2.1 would provide us with a solution; hence we focus on (4.3.3) and use (4.3.2)
as a sub-problem.

To begin with, we convert the equations to an autonomous linear Cauchy problem
with Lipschitz continuous perturbation on the suitable Banach space Y0 = {y = (y1, y2) ∈
(C[0, 1])2 | y2(0) = y2(1) = 0}, which we endow with the norm ‖y‖ = sup |y1| + sup |y2|.
We define the linear operator A : D(A)→ Y0 by

A

(
y1

y2

)
= −

(
y′2
y′1

)
, (4.3.4)

where the prime denotes differentiation, on its natural domain

D(A) = {(y1, y2) ∈ Y0 | y′1(0) = y′1(1) = 0}.

The operator A shall represent the linear part of (4.3.3), therefore we include a lemma on
A being the generator of a C0-semigroup, compare with [Hokkanen and Moroşanu, 2002a,
Lemma 5.1]. Although it is not demanding to construct the semigroup right away, we will
find it useful to define it on a larger space first.

Lemma 4.3.1. The operator Ã : D(Ã) → (L1[0, 1])
2
, Ã(y1, y2) = −(y′2, y

′
1) with domain

D(Ã) = {(y1, y2) ∈ (W 1,1[0, 1])
2 | y2(0) = y1(0) = 0} generates a C0-semigroup (T̃ (t))t≥0

on (L1[0, 1])
2
.

The lemma is verified by an adaptation of a standard example in semigroup theory, cf.
for instance [Engel and Nagel, 2000, Section II.2.10].

Lemma 4.3.2. The linear subspace Y0 ⊂ (L1[0, 1])
2

is invariant under the semigroup
operators T̃ (t). The restrictions T (t) = T̃ (t)|Y0 form a C0-semigroup on Y0 with generator
(A,D(A)).

Proof. It is easy to see that Y0 is invariant and the restricted semigroup (T (t))t≥0 is
strongly continuous with respect to the supremum norm of Y0. Therefore the generator
of (T (t))t≥0 is the part of Ã in Y0, which is indeed A; see, for instance [Tanabe, 1997,
Section 7.1].

We go on to deal with the nonlinear part of (4.3.3). For a function w ∈ C([0, τ ], Y0), let
F : C([0, τ ], Y0) 7→ L1

(
[0, τ ], (L∞[0, 1])2) be defined by

F (w)(t)(x) =

(
−r(ũ(x, t) + k(x, t))

−g(ṽ(x, t) + l(x, t))

)
+

(
f1(x, t)

f2(x, t)

)
, (4.3.5)
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where (ũ(x, t), ṽ(x, t)) = w(t)(x) (0 ≤ x ≤ 1, 0 ≤ t ≤ τ) and (k(x, t), l(x, t)) is the solution
of (4.3.2) with ũ(x, t) given by the first coordinate of w(t)(x). By virtue of Lemma 4.2.1
and by assumption (4.3.1), F is well-defined and there is a constant K such that F fulfils
the Lipschitz condition

‖F (w)− F (z)‖L∞([0,t],(L∞[0,1])2) ≤ K‖w − z‖C([0,t],Y0) (4.3.6)

for all w, z ∈ C([0, t], Y0), 0 ≤ t ≤ τ .
All this notation renders (4.3.2), (4.3.3) into a semilinear abstract Cauchy problem{

w′(t) = Aw(t) + F (w)(t)

w(0) = 0.
(SACP)

We shall now invoke a standard fixed point argument in C([0, τ ], Y0) to solve (SACP).
However, F (w)(t) is not necessarily in Y0. Consequently, in order to gain a weak solution
of (SACP) we have to use the semigroup (T̃ (t))t≥ on the larger space (L1[0, 1])

2
rather

than (T (t))t≥0 on Y0 and we will see that weak solutions do indeed take values in Y0. The
next lemma and the subsequent Theorem 4.3.5 admit a general character, but to make
our exposition self-contained, we state and prove their specific version; see nevertheless
Remark 4.3.11.

Lemma 4.3.3. Let the semigroup (T̃ (t))t≥0, and the mapping F be as above and take
w ∈ C([0, τ ], Y0). Then the function

t 7→
∫ t

0

T̃ (t− s)F (w)(s) ds

is in C([0, τ ], Y0).

Proof. Let h be any function in L1([0, τ ], (L∞[0, 1])2); firstly, we show that∫ t
0
T̃ (t − s)h(s) ds ∈ Y0 for all 0 ≤ t ≤ τ . Choose a sequence hn in

C1([0, τ ], (L∞[0, 1])2) such that hn → h in L1([0, τ ], (L∞[0, 1])2). There is a constant
M such that ‖T̃ (t)‖B(L∞[0,1]2) ≤M hence we obtain∫ t

0

T̃ (t− s)hn(s) ds
n→∞−→

∫ t

0

T̃ (t− s)h(s) ds in (L∞[0, 1])2 . (4.3.7)

A standard argument (see for example [Goldstein, 1985, Chapter 2, Section 1.3]) gives∫ t
0
T̃ (t−s)hn(s) ds ∈ D(Ã), therefore

∫ t
0
T̃ (t−s)hn(s) ds ∈ Y0 as well, and as a consequence
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of (4.3.7) we derive
∫ t

0
T̃ (t− s)h(s) ds ∈ Y0. Furthermore,∥∥∥∥∫ t+δ

0

T̃ (t+ δ − s)h(s) ds−
∫ t

0

T̃ (t− s)h(s) ds

∥∥∥∥
(L∞[0,1])2

=

∥∥∥∥∫ t+δ

0

T̃ (s)h(t+ δ − s) ds−
∫ t

0

T̃ (s)h(t− s) ds
∥∥∥∥

(L∞[0,1])2

=

∥∥∥∥∫ t+δ

t

T̃ (s)h(t+ δ − s) ds+

∫ t

0

T̃ (s) (h(t+ δ − s)− h(t− s)) ds
∥∥∥∥

(L∞[0,1])2

≤M

∫ δ

0

‖h(s)‖(L∞[0,1])2 ds+M

∫ t

0

‖h(δ + s)− h(s)‖(L∞[0,1])2 ds
δ→0+−→ 0,

so the function t 7→
∫ t

0
T̃ (t− s)h(s) is continuous from the right and by a similar compu-

tation it is continuous from the left. The choice h(s) = F (w)(s) yields the statement of
the lemma.

Now we follow the usual route to solving semilinear abstract Cauchy problems and define
the operator I : C([0, τ ], Y0)→ C([0, τ ], Y0) by

I(w)(t) =

∫ t

0

T̃ (t− s)F (w)(s) ds (w ∈ C([0, τ ], Y0), 0 ≤ t ≤ τ).

Actually, we need Lemma 4.3.3 to guarantee that I maps C([0, τ ], Y0) into itself.

Definition 4.3.4. We say that a function w ∈ C([0, τ ], Y0) is a weak solution of (SACP)
if

w(t) =

∫ t

0

T̃ (t− s)F (w)(s) ds (0 ≤ t ≤ τ),

that is w is a fixed point of I.

The discussion above now easily yields the existence and uniqueness of weak solutions.

Theorem 4.3.5. Suppose that u0, v0 are in L∞[0, 1], f1, f2 are in
L1 ([0, τ ], L∞[0, 1]), α ∈ L∞([0, τ ],R2), β : [0, τ ] → R2 satisfies (βC) and (4.3.1)
holds. Let A and F be defined as in (4.3.4) and (4.3.5), respectively. Then (SACP) has
a unique weak solution.

Proof. The inequality (4.3.6) implies that In, the nth iterate of I, is a contraction for
sufficiently large n, thus the Banach fixed point theorem can be applied to In acting
on the space {w ∈ C([0, τ ], Y0) | w(0) = 0}; see [Goldstein, 1985, Theorem 2.5] for the
details.

As we have noted before, if systems (4.3.2) and (4.3.3) admit smooth solutions (k, l) and
(ũ, ṽ) simultaneously, then a smooth solution of the original system (TS), (BC), (IC) is
given by u = k + ũ, v = l + ṽ. Generally speaking, we have the following definition.
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Definition 4.3.6. We say that (u, v) is a generalized solution of (TS), (BC), (IC), if
u = k + ũ, v = l + ṽ, where (k, l) is a generalized solution of (4.3.2) and w = (ũ, ṽ) is a
weak solution of (SACP).

In order to see that classical solutions are generalized solutions, suppose that u, v ∈
C1([0, 1]× [0, τ ]) is an arbitrary solution of (TS), (BC), (IC). Given the system of equa-
tions, we produce (ũ, ṽ) and (k, l) as described above. It is readily verified that the pair
(u− k, v− l) determines a weak solution of (SACP), and by uniqueness of weak solutions
to (SACP) we obtain u− k = ũ, v − l = ṽ; hence u = k + ũ, v = l + ṽ so (u, v) is indeed
a generalized solution.

Corollary 4.3.7. Let u0, v0 ∈ C[0, 1], f1, f2 ∈ L1([0, τ ], L∞[0, 1]),α ∈ C([0, τ ],R2). Sup-
pose β : [0, τ ]→ R2 satisfies (βC), (t, a) 7→ (id+β(t))−1a is continuous, (4.2.4) and (4.3.1)
hold. Then (TS), (BC), (IC) has a unique generalized solution (u, v) ∈ C([0, 1]× [0, τ ])2.

Proof. By Theorem 4.3.5, (SACP) has a unique weak solution, hence (4.3.3) has a unique
continuous solution (ũ, ṽ). By Lemma 4.2.2, the unique solution (k, l) of (4.3.2) is also
continuous, therefore (ũ+ k, ṽ + l) is the unique continuous generalized solution of (TS),
(BC), (IC).

Lemma 4.3.8. Suppose that F maps C1([0, τ ], Y0) into W 1,1 ([0, τ ], (L∞[0, 1])2) Lipschitz
continuously and F (w)(0) ∈ Y0 whenever w ∈ C1([0, τ ], Y0), w(0) = 0. Then the unique
weak solution of (SACP) is in C1([0, τ ], Y0).

Proof. By an argument similar to the proof of Lemma 4.3.3 we see that our assumptions
imply that I maps the space {w ∈ C1([0, τ ], Y0) | w(0) = 0, w′(0) = F (w)(0)} into itself,
and, as in Theorem 4.3.5, In is a contraction for sufficiently large n, thus the Banach
fixed point theorem provides us with a fixed point of I in C1([0, τ ], Y0).

To obtain continuously differentiable solutions of our original problem, we also need the
first order compatibility condition:(

v′0(0) + r(u0(0))− f1(0, 0)

−v′0(1)− r(u0(1)) + f1(1, 0)

)
=

(
d

dt
β(0)

)(
v0(0)

v0(1)

)
+

〈
β′(0)

(
v0(0)

v0(1)

)
,

(
−u′0(0)− g(v0(0)) + f2(0, 0)

−u′0(1)− g(v0(1)) + f2(1, 0)

)〉
R2

+

(
α′1(0)

α′2(0)

)
, (4.3.8)

where β′ denotes the derivative of β with respect to the second variable.

Corollary 4.3.9. Let u0, v0 ∈ C1[0, 1], f1, f2 ∈ W 1,1([0, τ ], L∞[0, 1]) and α in
C1([0, τ ],R2). Suppose β : [0, τ ]→ R2 satisfies (βC), (t, a) 7→ (id+β(t))−1a is continuously
differentiable, r and g are continuously differentiable, (4.2.4), (4.3.8) and (4.3.1) hold.
Then the unique generalized solution (u, v) of (TS), (BC), (IC) is in C1([0, τ ], C[0, 1]).
Furthermore, if f1, f2 ∈ W 1,1([0, τ ], C[0, 1]), then u, v ∈ C1([0, 1]× [0, τ ]).
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Remark 4.3.10. By an analogous procedure, in the case of k times differentiable data
and the corresponding compatibility conditions, we have k times differentiable solutions.

Remark 4.3.11. Assume that a linear operator B generates a C0-semigroup (S(t))t≥0

on a Banach space X0 and let F0 denote the associated Favard space of order zero, see
[Engel and Nagel, 2000, Section II.5] for a definition. If f ∈ L1(R, F0) then the function

z(t) =

∫ t

0

S(t− s)f(s) ds

is in C(R+, X0) and if f ∈ W 1,1(R, F0), f(0) ∈ X0, then z ∈ C1(R, X0); a concise proof
is provided in [Engel and Nagel, 2000, Section VI.7]. Observe that the Favard space
corresponding to our Banach space Y0 and semigroup (T (t))t≥0 is (L∞[0, 1])2.

Remark 4.3.12. The method demonstrated above depends heavily on using the space of
continuous functions. Indeed, our line of argument is partly based on the fact that point
evaluations are (Lipschitz) continuous functionals on C[0, 1], which, to be sure, does not
remain valid if we replace C[0, 1] by Lp[0, 1].
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Chapter 5

The telegraph system: monotonicity
methods

In this chapter we drop the Lipschitz condition on r and g, and impose monotonicity
conditions instead. Building on the conclusions of the previous chapter, we extend the
the well-posedness results to telegraph systems with monotone perturbations.

In Section 5.1 we apply nonlinear semigroup theory and take a quick route through
Theorem 1.4.5. This, however, does not bring the degree of generality we can achieve by
direct computation that we carry out in Section 5.2, using standard estimates. In Section
5.3 we investigate dynamic boundary conditions.

5.1 Monotone perturbations, a first approach

Let us consider the following assumptions.

r, g : R→ R are everywhere defined maximal

monotone functions;

β(t) : R2 → R2 is single-valued maximal monotone and

‖β(t)a− β(s)a‖R2 ≤ C1|t− s|‖a‖R2

〈β(t)a− β(t)b, a− b〉R2 ≥ δ‖a− b‖2
R2

for some constants δ, C1 > 0 and all t, s ∈ [0, τ ], a, b ∈ R2.

(5.1.1)

Applying Theorem 1.4.5 we shall show the existence of a classical solution to our system
in the Hilbert space (L2[0, 1])2.

Theorem 5.1.1. Let τ > be fixed. We suppose that u0, v0 ∈ H1[0, 1], α ∈
W 1,∞([0, τ ],R2), f1, f2 ∈ W 1,∞([0, τ ], L2[0, 1]) and (4.2.4), (5.1.1) hold. Then (TS), (BC),
(IC) has a unique solution (u, v) ∈ W 1,∞([0, τ ], L2[0, 1])2.
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Proof. For each t ∈ [0, τ ], let us define the operator

A(t)y =

(
y′2
y′1

)
−
(
f1(·, t)
f2(·, t)

)
on the domain

D(A(t)) =
{
y = (y1, y2) ∈

(
H1[0, 1]

)2

∣∣∣∣ (−y1(0)

y1(1)

)
= β(t)

(
y2(0)

y2(1)

)
+

(
α1(t)

α2(t)

)}
and the operator

By =

{
z ∈

(
L2[0, 1]

)2

∣∣∣∣ z(ξ) ∈
(
r(y1(ξ))

g(y2(ξ))

)
for almost all ξ ∈ [0, 1]

}
on

D(B) =
{
y ∈

(
L2[0, 1]

)2
∣∣∣ ∃z ∈ (L2[0, 1]

)2
such that

z(ξ) ∈
(
r(y1(ξ))

g(y2(ξ))

)
for almost all ξ ∈ [0, 1]

}
.

With this notation, we rewrite (TS), (BC), (IC) as a Cauchy problem on H = (L2[0, 1])
2
:{

w′(t) = (A(t) +B)w(t),

w(0) = w0,
(5.1.2)

where w(t) = (u(·, t), v(·, t)), w0 = (u0, v0). Using the fact that β(t) is maximal monotone,
it is easy to show that A(t) is maximal monotone for every t ∈ [0, τ ], cf. [Moroşanu, 1988,
Lemma III.4.1]. By virtue of [Moroşanu, 1988, Lemma III.4.4] we obtain that the operator
A(t) + B with domain D(A(t)) is also maximal monotone. Our assumptions u0, v0 ∈
H1[0, 1] and (4.2.4) guarantee that w0 ∈ D(A(0)), so in order to apply Theorem 1.4.5 it
remains to verify condition (1.1) for A(t) +B. If we take x ∈ D(A(t)), y ∈ D(A(s)) then
we have

− 〈x− y, (A(t) +B)x− (A(s) +B)y〉H
= −〈x− y, A(t)x− A(s)y〉H − 〈x− y,Bx−By〉H ≤ −〈x− y, A(t)x− A(s)y〉H

= −
∫ 1

0

(x1 − y1)(x′2 − y′2) + (x2 − y2)(x′1 − y′1) dλ

+

∫ 1

0

(x1 − y1) (f1(·, t)− f1(·, s)) + (x2 − y2) (f2(·, t)− f2(·, s)) dλ. (5.1.3)
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For the second integral in (5.1.3) the Cauchy inequality yields∫ 1

0

(x1 − y1) (f1(·, t)− f1(·, s)) + (x2 − y2) (f2(·, t)− f2(·, s)) dλ

≤ ‖x1 − y1‖L2[0,1]‖f1(·, t)− f1(·, s)‖L2[0,1] + ‖x2 − y2‖L2[0,1]‖f2(·, t)− f2(·, s)‖L2[0,1]

≤ C2|t− s|‖x− y‖H ≤
1

2
C2

2 |t− s|2 +
1

2
‖x− y‖2

H .

For the first integral in (5.1.3) we calculate

−
∫ 1

0

(x1 − y1)(x′2 − y′2) + (x2 − y2)(x′1 − y′1) dλ

=

〈(
−x1(0)

x1(1)

)
−
(
−y1(0)

y1(1)

)
,

(
y2(0)

y2(1)

)
−
(
x2(0)

x2(1)

)〉
R2

=

〈
β(t)

(
x2(0)

x2(1)

)
+

(
α1(t)

α2(t)

)
− β(s)

(
y2(0)

y2(1)

)
−
(
α1(s)

α2(s)

)
,

(
y2(0)

y2(1)

)
−
(
x2(0)

x2(1)

)〉
R2

=

=

〈
β(t)

(
x2(0)

x2(1)

)
− β(t)

(
y2(0)

y2(1)

)
,

(
y2(0)

y2(1)

)
−
(
x2(0)

x2(1)

)〉
R2

+

〈
β(t)

(
y2(0)

y2(1)

)
− β(s)

(
y2(0)

y2(1)

)
,

(
y2(0)

y2(1)

)
−
(
x2(0)

x2(1)

)〉
R2

+

〈(
α1(t)

α2(t)

)
−
(
α1(s)

α2(s)

)
,

(
y2(0)

y2(1)

)
−
(
x2(0)

x2(1)

)〉
R2

≤

≤ −δ
∥∥∥∥(x2(0)

x2(1)

)
−
(
y2(0)

y2(1)

)∥∥∥∥2

R2

+ C1|t− s|
∥∥∥∥(y2(0)

y2(1)

)∥∥∥∥
R2

∥∥∥∥(x2(0)

x2(1)

)
−
(
y2(0)

y2(1)

)∥∥∥∥
R2

+ C3|t− s|
∥∥∥∥(x2(0)

x2(1)

)
−
(
y2(0)

y2(1)

)∥∥∥∥
R2

.

On account of

C1|t− s|
∥∥∥∥(y2(0)

y2(1)

)∥∥∥∥
R2

∥∥∥∥(x2(0)

x2(1)

)
−
(
y2(0)

y2(1)

)∥∥∥∥
R2

≤ 1

2δ
C2

1 |t− s|2
∥∥∥∥(y2(0)

y2(1)

)∥∥∥∥
R2

+
δ

2

∥∥∥∥(x2(0)

x2(1)

)
−
(
y2(0)

y2(1)

)∥∥∥∥
R2

and

C3|t − s|
∥∥∥∥(x2(0)

x2(1)

)
−
(
y2(0)

y2(1)

)∥∥∥∥
R2

≤ 1

2δ
C2

3 |t − s|2 +
δ

2

∥∥∥∥(x2(0)

x2(1)

)
−
(
y2(0)

y2(1)

)∥∥∥∥2

R2
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we infer

−
∫ 1

0

(x1 − y1)(x′2 − y′2) + (x2 − y2)(x′1 − y′1) dλ

≤ 1

2δ
(C2

1 + C2
3)|t− s|2

(
1 +

∥∥∥∥(y2(0)

y2(1)

)∥∥∥∥2

R2

)
≤ C4|t− s|2(1 + ‖y‖2

H + ‖A(s)y‖2
H).

Bringing together all the inequalities above we deduce

− 〈x− y, (A(t) +B)x− (A(s) +B)y〉H

≤ 1

2
‖x− y‖2 + C5|t− s|2(1 + ‖y‖2

H + ‖A(s)y‖2
H),

and this shows that condition (1.1) is satisfied, where we choose M = 1
2
, g(t) = C5t.

5.2 Existence and uniqueness of strong solutions

In this section we prove that under monotonicity assumptions the system in (TS), (BC),
(IC) has a unique solution. Our methods in this section are different from those used in
Section 5.1 and allow us to relax the assumption we made on the inhomogenities f1, f2.
More precisely, we impose the following conditions.

β(t) : R2 → R2

‖β(t)a− β(s)a‖R2 ≤ L|t− s|(1 + ‖a‖R2)

〈β(t)a− β(t)b, a− b〉R2 ≥ δ‖a− b‖2
R2

(5.2.1)

for some constants δ, L > 0 and all t, s ∈ [0, τ ], a, b ∈ R2.

r, g : R→ R monotone increasing (5.2.2)

For each λ > 0 let rλ and gλ denote the Yosida-approximants of r and g, respectively
(see [Moroşanu, 1988, Theorem 1.3] for the basic properties of the Yosida-approximation).
Then, in order to gain information on the system in (TS), (BC), (IC), we examine the
approximative system

uλt(x, t) + vλx(x, t) + rλ(uλ(x, t)) = f1(x, t),

vλt(x, t) + uλx(x, t) + gλ(vλ(x, t)) = f2(x, t),(
−uλ(0, t)
uλ(1, t)

)
= β(t)

(
vλ(0, t)

vλ(1, t)

)
uλ(x, 0) = u0(x), vλ(x, 0) = v0(x)

(TSλ)
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To perform the approximation procedure it is convenient to assume the following regularity
conditions, which we will later relax.

f1, f2 ∈ W 1,1([0, τ ], C[0, 1]), u0, v0 ∈ C1[0, 1], rλ, gλ ∈ W 1,∞(R,R) (5.2.3)

We also require that the compatibility condition(
−u0(0)

u0(1)

)
= β(0)

(
v0(0)

v0(1)

)
(5.2.4)

should hold. Our first step is to obtain well-posedness for the approximative systems.

Lemma 5.2.1. For each λ > 0, the system in (TSλ) has a unique solution

uλ, vλ ∈ W 1,∞([0, τ ], C[0, 1]) .

Proof. Since rλ and gλ are globally Lipschitz continuous on R, the arguments of Section
4.3, in particular Corollary 4.3.9 apply; with no first-order compatibility condition we
obtain solutions in W 1,∞([0, τ ], C[0, 1]).

By verifying the standard estimates (cf. [Moroşanu, 1988, Theorem 2.1]) we now show
that uλ and vλ converge as λ→ 0+, and that the limit solves the original system in (TS),
(BC), (IC). Throughout, we use the symbol Cn, where n is a positive integer, to denote
constants not dependent on t or λ. Further, H shall denote the Hilbert space (L2[0, 1])2.

Lemma 5.2.2. There exist u∗, v∗ in W 1,∞([0, τ ], C[0, 1]) and f ∗1λ, f
∗
2λ in

L∞([0, τ ], C[0, 1]) for all λ > 0, such that
u∗t (x, t) + v∗x(x, t) + rλ(u

∗(x, t)) = f ∗1λ(x, t),

v∗t (x, t) + u∗x(x, t) + gλ(v
∗(x, t)) = f ∗2λ(x, t),(

−u∗(0, t)
u∗(1, t)

)
= β(t)

(
v∗(0, t)

v∗(1, t)

) (5.2.5)

and the sets of functions {f ∗1λ(·, t) | λ > 0, t ∈ [0, τ ] }, {f ∗2λ(·, t) | λ > 0, t ∈ [0, τ ] } are
bounded in L2[0, 1].

Lemma 5.2.3. For each λ > 0, let uλ, vλ be the solution of (TSλ). Then the sets
{uλ(·, t) | λ > 0, t ∈ [0, τ ] }, {vλ(·, t) | λ > 0, t ∈ [0, τ ] } are bounded in L2[0, 1].
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Proof. We compute

1

2

d

dt

∥∥∥∥(uλvλ
)

(·, t)−
(
u∗

v∗

)
(·, t)

∥∥∥∥2

H

=

〈(
uλt
vλt

)
(·, t)−

(
u∗t
v∗t

)
(·, t),

(
uλ
vλ

)
−
(
u∗

v∗

)
(·, t)

〉
H

= −
〈(

vλx
uλx

)
(·, t)−

(
v∗x
u∗x

)
(·, t),

(
uλ
vλ

)
(·, t)−

(
u∗

v∗

)
(·, t)

〉
H

−
〈(

rλ(uλ)

gλ(vλ)

)
−
(
rλ(u

∗)

gλ(v∗)

)
,

(
uλ
vλ

)
−
(
u∗

v∗

)〉
H

+

〈(
f1

f2

)
−
(
f ∗1λ
f ∗2λ

)
,

(
uλ
vλ

)
−
(
u∗

v∗

)〉
H

≤ −
〈(
−uλ(0, t)
uλ(1, t)

)
−
(
u∗(0, t)

u∗(1, t)

)
,

(
vλ(0, t)

vλ(1, t)

)
−
(
v∗(0, t)

v∗(1, t)

)〉
R2

+

∥∥∥∥(f1

f2

)
(·, t)−

(
f ∗1λ
f ∗2λ

)∥∥∥∥
H

·
∥∥∥∥(uλvλ

)
(·, t)−

(
u∗

v∗

)
(·, t)

∥∥∥∥
H

= −
〈
β(t)

(
vλ(0, t)

vλ(1, t)

)
− β(t)

(
v∗(0, t)

v∗(1, t)

)
,

(
vλ(0, t)

vλ(1, t)

)
−
(
v∗(0, t)

v∗(1, t)

)〉
R2

+

∥∥∥∥(f1

f2

)
(·, t)−

(
f ∗1λ
f ∗2λ

)∥∥∥∥
H

·
∥∥∥∥(uλvλ

)
(·, t)−

(
u∗

v∗

)
(·, t)

∥∥∥∥
H

≤ −δ
∥∥∥∥(vλ(0, t)vλ(1, t)

)
−
(
v∗(0, t)

v∗(1, t)

)∥∥∥∥2

R2

+

∥∥∥∥(f1

f2

)
(·, t)−

(
f ∗1λ
f ∗2λ

)∥∥∥∥
H

·
∥∥∥∥(uλvλ

)
(·, t)−

(
u∗

v∗

)
(·, t)

∥∥∥∥
H

.

By integration we obtain

1

2

∥∥∥∥(uλvλ
)

(·, t)−
(
u∗

v∗

)
(·, t)

∥∥∥∥2

H

+ δ

∫ t

0

∥∥∥∥(vλ(0, s)vλ(1, s)

)
−
(
v∗(0, s)

v∗(1, s)

)∥∥∥∥2

R2

ds

≤ 1

2

∥∥∥∥(u0

v0

)
−
(
u∗

v∗

)
(·, 0)

∥∥∥∥2

H

+∫ t

0

∥∥∥∥(f1

f2

)
(·, s)−

(
f ∗1λ
f ∗2λ

)
(·, s)

∥∥∥∥
H

·
∥∥∥∥(uλvλ

)
(·, s)−

(
u∗

v∗

)
(·, s)

∥∥∥∥
H

ds. (5.2.6)

A variant of Gronwall’s lemma (see [Moroşanu, 1988, Chapter I, Lemma 2.1]) yields that∥∥∥∥(uλvλ
)

(·, t)−
(
u∗

v∗

)
(·, t)

∥∥∥∥2

H

≤ C1 +

∫ t

0

∥∥∥∥(f1

f2

)
(·, s)−

(
f ∗1λ
f ∗2λ

)
(·, s)

∥∥∥∥
H

ds

and by Lemma 5.2.2 ∫ t

0

∥∥∥∥(f1

f2

)
(·, s)−

(
f ∗1λ
f ∗2λ

)
(·, s)

∥∥∥∥
H

ds ≤ C2,
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hence the statement follows.

Lemma 5.2.4. The sets of boundary functions {vλ(0, ·) | λ > 0 }, {vλ(1, ·) | λ > 0 } are
bounded in L2[0, τ ].

Proof. The assertion follows directly from the estimate in (5.2.6) and the result of the
previous lemma.

Lemma 5.2.5. For each λ > 0, let uλ, vλ be the solution of (TSλ). Then the sets
{uλt(·, t) | λ > 0, t ∈ [0, τ ] }, {vλt(·, t) | λ > 0, t ∈ [0, τ ] } are bounded in L2[0, 1].

Proof. Let us fix h > 0. A similar computation as in Lemma 5.2.3 gives

1

2

d

dt

∥∥∥∥(uλvλ
)

(·, t+ h)−
(
uλ
vλ

)
(·, t)

∥∥∥∥2

H

≤ −
〈(
−uλ(0, t+ h)

uλ(1, t+ h)

)
−
(
−uλ(0, t)
uλ(1, t)

)
,

(
vλ(0, t+ h)

vλ(1, t+ h)

)
−
(
vλ(0, t)

vλ(1, t)

)〉
R2

+

∥∥∥∥(f1

f2

)
(·, t+ h)−

(
f1

f2

)
(·, t)

∥∥∥∥
H

∥∥∥∥(uλvλ
)

(·, t+ h)−
(
uλ
vλ

)
(·, t)

∥∥∥∥
H

. (5.2.7)

Using the boundary conditions in (BC) and the Lipschitz condition in (5.2.1) we have

−
〈(
−uλ(0, t+ h)

uλ(1, t+ h)

)
−
(
uλ(0, t)

uλ(1, t)

)
,

(
vλ(0, t+ h)

vλ(1, t+ h)

)
−
(
vλ(0, t)

vλ(1, t)

)〉
R2

= −
〈
β(t+ h)

(
vλ(0, t+ h)

vλ(1, t+ h)

)
− β(t)

(
vλ(0, t)

vλ(1, t)

)
,

(
vλ(0, t+ h)

vλ(1, t+ h)

)
−
(
vλ(0, t)

vλ(1, t)

)〉
R2

≤ −δ
∥∥∥∥(vλ(0, t+ h)

vλ(1, t+ h)

)
−
(
vλ(0, t)

vλ(1, t)

)∥∥∥∥2

R2

−
〈
β(t+ h)

(
vλ(0, t)

vλ(1, t)

)
− β(t)

(
vλ(0, t)

vλ(1, t)

)
,

(
vλ(0, t+ h)

vλ(1, t+ h)

)
−
(
vλ(0, t)

vλ(1, t)

)〉
R2

≤ −δ
2

∥∥∥∥(vλ(0, t+ h)

vλ(1, t+ h)

)
−
(
vλ(0, t)

vλ(1, t)

)∥∥∥∥2

R2

+
2

δ

∥∥∥∥β(t+ h)

(
vλ(0, t)

vλ(1, t)

)
− β(t)

(
vλ(0, t)

vλ(1, t)

)∥∥∥∥2

R2

≤ 2

δ
L2h2

(∥∥∥∥(vλ(0, t)vλ(1, t)

)∥∥∥∥+ 1

)2

. (5.2.8)

Integrating the inequality in (5.2.7) and using the estimates in (5.2.8) and Lemma 5.2.4
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we obtain

1

2

∥∥∥∥(uλvλ
)

(·, t+ h)−
(
uλ
vλ

)
(·, t)

∥∥∥∥2

H

≤ 1

2

∥∥∥∥(uλvλ
)

(·, h)−
(
u0

v0

)
(·)
∥∥∥∥2

H

+
4

δ
L2h2

∫ t

0

∥∥∥∥(vλ(0, s)vλ(1, s)

)∥∥∥∥2

+ 1 ds

+

∫ t

0

∥∥∥∥(f1

f2

)
(·, s+ h)−

(
f1

f2

)
(·, s)

∥∥∥∥
H

∥∥∥∥(uλvλ
)

(·, s+ h)−
(
uλ
vλ

)
(·, s)

∥∥∥∥
H

≤ 1

2

∥∥∥∥(uλvλ
)

(·, h)−
(
u0

v0

)
(·)
∥∥∥∥2

H

+
1

2
C3h

2

+

∫ t

0

∥∥∥∥(f1

f2

)
(·, s+ h)−

(
f1

f2

)
(·, s)

∥∥∥∥
H

∥∥∥∥(uλvλ
)

(·, s+ h)−
(
uλ
vλ

)
(·, s)

∥∥∥∥
H

.

By virtue of [Moroşanu, 1988, Chapter I, Lemma 2.1]∥∥∥∥(uλvλ
)

(·, t+ h)−
(
uλ
vλ

)
(·, t)

∥∥∥∥
H

≤

√∥∥∥∥(uλvλ
)

(·, h)−
(
u0

v0

)
(·)
∥∥∥∥2

H

+ C3h2

+

∫ t

0

∥∥∥∥(f1

f2

)
(·, s+ h)−

(
f1

f2

)
(·, s)

∥∥∥∥
H

.

Therefore∥∥∥∥(uλtvλt

)
(·, t)

∥∥∥∥
H

= lim
h→0

1

h

∥∥∥∥(uλvλ
)

(·, t+ h)−
(
uλ
vλ

)
(·, t)

∥∥∥∥
H

≤

√∥∥∥∥(uλtvλt

)
(·, 0)

∥∥∥∥2

H

+ C3 +

∫ t

0

∥∥∥∥(f1t

f2t

)
(·, s)

∥∥∥∥
H

ds ≤ C4,

as stated.
We now follow the line of arguments from [Moroşanu, 1988, Chapter III, Lemma 4.2] in
order to enhance Lemma 5.2.3 and prove the boundedness of our approximative solutions
in the supremum norm.

Lemma 5.2.6. For each λ > 0, let uλ, vλ be the solution of (TSλ). Then the sets
{uλt(·, t) | λ > 0, t ∈ [0, τ ] }, {vλt(·, t) | λ > 0, t ∈ [0, τ ] } are bounded in C[0, 1].

Proof. Let us consider the function uλ(x, t)−u∗(x, t)+ vλx(x,t)
|vλx(x,t)| , where we take vλx(x,t)

|vλx(x,t)| = 0,

whenever vλx(x, t) = 0. Then〈
uλt(·, t) + vλx(·, t) + rλ(uλ(·, t)), uλ(·, t)− u∗(·, t) +

vλx(·, t)
|vλx(·, t)|

〉
L2[0,1]

=

〈
f1(·, t), uλ(·, t)− u∗(·, t) +

vλx(·, t)
|vλx(·, t)|

〉
L2[0,1]
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which leads to∫ 1

0

|vλx(x, t)| dx = −
∫ 1

0

(vλx(x, t)− v∗x(x, t))(uλ(x, t)− u∗(x, t)) dx

−
∫ 1

0

v∗x(x, t) · (uλ(x, t)− u∗(x, t)) dx

+

∫ 1

0

(f1(x, t)− uλt(x, t))
(
uλ(x, t)− u∗(x, t)−

vλx(x, t)

|vλx(x, t)|

)
−
∫ 1

0

rλ(uλ(x, t))

(
uλ(x, t)− u∗(x, t) +

vλx(x, t)

|vλx(x, t)|

)
=

= −
∫ 1

0

(vλx(x, t)− v∗x(x, t))(uλ(x, t)− u∗(x, t)) dx−
∫ 1

0

v∗x(x, t) · (uλ(x, t)− u∗(x, t)) dx

+

∫ 1

0

(f1(x, t)− uλt(x, t))
(
uλ(x, t)− u∗(x, t)−

vλx(x, t)

|vλx(x, t)|

)
−
∫ 1

0

(
rλ(uλ(x, t))− rλ

(
u∗(x, t)− vλx(x, t)

|vλx(x, t)|

))(
uλ(x, t)− u∗(x, t) +

vλx(x, t)

|vλx(x, t)|

)
ds

−
∫ 1

0

rλ

(
u∗(x, t)− vλx(x, t)

|vλx(x, t)|

)(
uλ(x, t)− u∗(x, t) +

vλx(x, t)

|vλx(x, t)|

)
≤ −

∫ 1

0

(vλx(x, t)− v∗x(x, t))(uλ(x, t)− u∗(x, t)) dx

+ ‖v∗x(·, t)‖L2[0,1]‖uλ(·, t)− u∗(·, t)‖L2[0,1]

+

(∥∥∥∥rλ(u∗(·, t)− vλx(·, t)
|vλx(·, t)|

)∥∥∥∥
L2[0,1]

+ ‖f1(·, t)− uλt(·, t)‖L2[0,1]

)

·

(∥∥∥∥uλ(·, t)− u∗(·, t)− vλx(·, t)
|vλx(·, t)|

∥∥∥∥
L2[0,1]

)
Here∥∥∥∥rλ(u∗(·, t)− vλx(·, t)

|vλx(·, t)|

)∥∥∥∥
L2[0,1]

≤
∥∥∥∥r(u∗(·, t)− vλx(·, t)

|vλx(·, t)|

)∥∥∥∥
L2[0,1]

≤
∥∥∥∥r(u∗(·, t)− vλx(·, t)

|vλx(·, t)|

)∥∥∥∥
L∞[0,1]

≤ C5

and recall from Lemmas 5.2.3, 5.2.5 that the L2-norms of uλ(·, t), vλ(·, t) are bounded.
So, to sum up,∫ 1

0

|vλx(x, t)| dx ≤ −
∫ 1

0

(vλx(x, t)− v∗x(x, t))(uλ(x, t)− u∗(x, t)) dx+ C6.
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Since similar inequalities are valid for
∫ 1

0
|uλx| we infer∫ 1

0

|vλx(x, t)| dx+

∫ 1

0

|uλx(x, t)| dx

≤ −
∫ 1

0

(vλx(x, t)− v∗x(x, t))(uλ(x, t)− u∗(x, t)) dx

−
∫ 1

0

(uλx(x, t)− u∗x(x, t))(vλ(x, t)− v∗(x, t)) dx+ C7

= −
〈
β(t)

(
vλ(0, t)

vλ(1, t)

)
− β(t)

(
v∗(0, t)

v∗(1, t)

)
,

(
vλ(0, t)

vλ(1, t)

)
−
(
v∗(0, t)

v∗(1, t)

)〉
R2

+ C7 ≤ C7 . (5.2.9)

The identity

uλ(x, t) =

∫ 1

0

yuλx(y, t) + uλ(y, t) dy −
∫ 1

x

uλx(y, t) dy

together with the estimate in (5.2.9) implies

|uλ(x, t)| =
∫ 1

0

|uλx(y, t)|+ |uλ(y, t)| dy −
∫ 1

0

|uλx(y, t)| dy ≤ C8

and a similar estimate holds for vλ(x, t), thus the proof is complete.

Theorem 5.2.7. Let us consider the system in (TS), (BC), (IC) and assume that

f1, f2 ∈ W 1,1([0, τ ], L2[0, 1]), u0, v0 ∈ H1[0, 1], rλ, gλ ∈ C1(R,R)

and the conditions in (5.2.1), (5.2.2), (5.2.4) hold. Then (TS), (BC), (IC) has a unique
solution u, v ∈ W 1,∞([0, τ ], L2[0, 1]) ∩ L∞([0, τ ], H1[0, 1]).

Proof. First, suppose that (5.2.3) holds. By the previous lemma, uλ(x, t) is uniformly
bounded in [0, 1]× [0, τ ] for λ > 0, hence

‖rλ(uλ(·, t))‖L2[0,1] ≤ ‖r(uλ(·, t))‖L∞[0,1] ≤ C9.

A simple calculation (as in the time-independent case, see [Moroşanu, 1988, Chapter I,
Theorem 2.1]) gives

1

2

d

dt

∥∥∥∥(uλvλ
)

(·, t)−
(
uµ
vµ

)
(·, t)

∥∥∥∥2

H

≤ C10(λ+ µ),

for all λ, µ > 0. Consequently, there are u, v ∈ W 1,∞([0, τ ], L2[0, 1]) such that
limλ→0 uλ(·, t) = u(·, t), limλ→0 vλ(·, t) = v(·, t) in L2[0, 1] uniformly for t ∈
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[0, τ ]. It is easy to see that u and v satisfy the equations in (TS). Further-
more, u ∈ L∞([0, 1] × [0, τ ]) implies r(u) ∈ L∞([0, 1] × [0, τ ]), and we have
ut ∈ L∞([0, τ ], L2[0, 1]), so the first equation in (TS) leads to vx ∈ L∞([0, τ ], L2[0, 1]),
that is, v ∈ L∞([0, τ ], H1[0, 1]). Likewise, u ∈ L∞([0, τ ], H1[0, 1]). Now, for a fixed
t ∈ [0, τ ], maximal monotonicity of β(t) on R2 implies that the operator given by

A

(
y1

y2

)
=

(
y′2
y′1

)
, (y1, y2) ∈ H

on the domain

D(A) =

{(
y1

y2

)
∈
(
H1[0, 1]

)2

∣∣∣∣ (−y1(0)

y1(1)

)
= β(t)

(
y2(0)

y2(1)

)}
is maximal monotone, therefore demiclosed, on H (see [Moroşanu, 1988, Chapter I, Propo-
sition 1.1]). Observe that there is a sequence λn → 0 such that

lim
n→∞

uλnx(·, t) = ux(·, t), lim
n→∞

vλnx(·, t) = vx(·, t)

weakly in L2[0, 1], hence it follows from the demiclosedness of A that u and v satisfy (BC).
Any data f1, f2 ∈ W 1,1([0, τ ], L2[0, 1]), u0, v0 ∈ H1[0, 1] can be approximated by data

satisfying (5.2.3) and a standard argument similar to those in Lemma 5.2.3 and Lemma
5.2.5 extends the existence result to the general case. The equations in (IC) are obvi-
ously satisfied, and the uniqueness of the solution is a straightforward consequence of the
monotonicity assumptions.

Remark 5.2.8. Using the estimate in (5.2.8), it would be easy to verify that the boundary
functions v(0, ·), v(1, ·) are Lipschitz continuous.

5.3 Dynamic boundary conditions

In this section we study the telegraph system in (TS) endowed with the dynamic boundary
conditions {

−u(0, t) = β1(t, v(0, t))

u(1, t) = c(t)vt(1, t) + β2(t, v(1, t))
(DBC)

and the initial conditions in (IC). On the data in the boundary conditions we impose the
following assumptions.

β1(t, a), β2(t, a) : [0, τ ]× R→ R
|β1(t, a)− β1(s, a)|+ |β2(t, a)− β2(s, a)| ≤ L|t− s|(1 + |a|)
(β1(t, a)− β1(t, b))(a− b) ≥ δ|a− b|2

(β2(t, a)− β2(t, b))(a− b) ≥ 0

c : [0, τ ]→ R Lipschitz continuous, c(t) > 0

(5.3.1)
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for some constants δ, L > 0 and all t, s ∈ [0, τ ], a, b ∈ R. We employ analogous reasoning
as in the previous section, the main difference being that instead of H = (L2[0, 1])2 we
consider a new Hilbert space K = (L2[0, 1])2 × R, and instead of the pair(

u(·, t)
v(·, t)

)
we use the triplet  u(·, t)

v(·, t)√
c(t)v(1, t)

 .

Suppose that the regularity conditions in (5.2.3) hold. Then the approximative system
with dynamic boundary conditions

uλt(x, t) + vλx(x, t) + rλ(uλ(x, t)) = f1(x, t),

vλt(x, t) + uλx(x, t) + gλ(vλ(x, t)) = f2(x, t),

−uλ(0, t) = β1(t, vλ(0, t))

uλ(1, t) = c(t)vλt(1, t) + β2(t, vλ(1, t))

uλ(x, 0) = u0(x), vλ(x, 0) = v0(x)

(DTSλ)

has a unique solution uλ, vλ ∈ W 1,∞([0, τ ], C[0, 1]). Our first step is to adapt Lemma 5.2.2
to the new situation.

Lemma 5.3.1. There exist u∗, v∗ in W 1,∞([0, τ ], C[0, 1]) and f ∗1λ, f
∗
2λ in

L∞([0, τ ], C[0, 1]) for all λ > 0, such that
u∗t (x, t) + v∗x(x, t) + rλ(u

∗(x, t)) = f ∗1λ(x, t),

v∗t (x, t) + u∗x(x, t) + gλ(v
∗(x, t)) = f ∗2λ(x, t),

−u∗(0, t) = β1(t, v∗(0, t))

u∗(1, t) = c(t)v∗t (1, t) + β2(t, v∗(1, t))

(5.3.2)

and the sets of functions {f ∗1λ(·, t) | λ > 0, t ∈ [0, τ ] }, {f ∗2λ(·, t) | λ > 0, t ∈ [0, τ ] } are
bounded in L2[0, 1].

Lemma 5.3.2. For each λ > 0, let uλ, vλ be the solution of (DTSλ). Then the sets
{uλ(·, t) | λ > 0, t ∈ [0, τ ] }, {vλ(·, t) | λ > 0, t ∈ [0, τ ] } are bounded in L2[0, 1] and the
functions vλ(1, ·) are uniformly bounded in [0, τ ].
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Proof. We have

1

2

d

dt

∥∥∥∥∥∥
 uλ(·, t)

vλ(·, t)√
c(t)vλ(1, t)

−
 u∗(·, t)

v∗(·, t)√
c(t)v∗(1, t)

∥∥∥∥∥∥
2

K

≤ −c(t) (vλt(1, t)− v∗t (1, t)) (vλ(1, t)− v∗(1, t)) +

((√
c(t)
)′

(vλ(1, t)− v∗(1, t))

+
√
c(t)(vλt(1, t)− v∗t (1, t))

)√
c(t)(vλ(1, t)− v∗(1, t))

+

∥∥∥∥(f1

f2

)
(·, t)−

(
f ∗1λ
f ∗2λ

)
(·, t)

∥∥∥∥
H

∥∥∥∥(uλvλ
)

(·, t)−
(
u∗

v∗

)
(·, t)

∥∥∥∥
H

≤ 1

2

c′(t)

c(t)
c(t)(vλ(1, t)− v∗(1, t))2+∥∥∥∥(f1

f2

)
(·, t)−

(
f ∗1λ
f ∗2λ

)
(·, t)

∥∥∥∥
H

∥∥∥∥(uλvλ
)

(·, t)−
(
u∗

v∗

)
(·, t)

∥∥∥∥
H

Since ∣∣∣∣c′(t)c(t)

∣∣∣∣ ≤ C11,

Gronwall’s lemma gives the result.

Lemma 5.3.3. For each λ > 0, let uλ, vλ be the solution of (DTSλ). Then the sets
{uλt(·, t) | λ > 0, t ∈ [0, τ ] }, {vλt(·, t) | λ > 0, t ∈ [0, τ ] } are bounded in L2[0, 1] and
the functions vλt(1, ·) are uniformly bounded in [0, τ ].

Proof. We fix h > 0 and proceed as in Lemma 5.2.5.

1

2

d

dt

∥∥∥∥∥∥
 uλ(·, t+ h)

vλ(·, t+ h)√
c(t)vλ(1, t+ h)

−
 uλ(·, t)

vλ(·, t)√
c(t)vλ(1, t)

∥∥∥∥∥∥
2

K

≤

≤ −δ(vλ(0, t+ h)− vλ(0, t))2 − (β1(t+ h, vλ(0, t))− β1(t, vλ(0, t)))(vλ(0, t+ h)− vλ(0, t))
− c(t)(vλt(1, t+ h)− vλt(1, t))(vλ(1, t+ h)− vλ(1, t))
− (c(t+ h)− c(t))vλt(1, t+ h)(vλ(1, t+ h)− vλ(1, t))

+ c(t)(vλt(1, t+ h)− vλt(1, t))(vλ(1, t+ h)− vλ(1, t)) +
1

2
c′(t)(vλ(1, t+ h)− vλ(1, t))2

+

∥∥∥∥(f1

f2

)
(·, t+ h)−

(
f1

f2

)
(·, t)

∥∥∥∥
H

∥∥∥∥(uλvλ
)

(·, t+ h)−
(
uλ
vλ

)
(·, t)

∥∥∥∥
H
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≤ C12h
2L2

(
(|vλ(0, t)|+ 1)2 + (|vλ(1, t)|+ 1)2

)
+ (c(t+ h)− c(t))2(vλt(1, t+ h))2

+
1

2

(
c′(t)

c(t)
+

2

c(t)

)
c(t)(vλ(1, t+ h)− vλ(1, t))2

+

∥∥∥∥(f1

f2

)
(·, s+ h)−

(
f1

f2

)
(·, s)

∥∥∥∥
H

∥∥∥∥(uλvλ
)

(·, s+ h)−
(
uλ
vλ

)
(·, s)

∥∥∥∥
H

.

Let us divide by h2, let h tend to zero, and integrate. Then we arrive at∥∥∥∥∥∥
 uλt(·, t)

vλt(·, t)√
c(t)vλt(1, t)

∥∥∥∥∥∥
2

K

≤

∥∥∥∥∥∥
 uλt(·, 0)

vλt(·, 0)√
c(0)vλt(1, 0)

∥∥∥∥∥∥
2

K

+ C13L
2

∫ t

0

(|vλ(0, s)|+ 1)2 + (vλ(1, s)|+ 1)2 ds+

∫ t

0

(
c′(s)

c(s)

)2

c(s)2(vλt(1, s))
2

+ c(s)(vλt(1, s))
2 ds+

∫ t

0

∥∥∥∥(f1t

f2t

)
(·, s)

∥∥∥∥
H

∥∥∥∥(uλtvλt

)
(·, s)

∥∥∥∥
H

ds

≤ C14 + C15

∫ t

0

∥∥∥∥(uλtvλt

)
(·, s)

∥∥∥∥2

H

+ c(t)vλt(1, s)
2 ds

Once again by Gronwall’s lemma∥∥∥∥∥∥
 uλt(·, t)

vλt(·, t)√
c(t)vλt(1, t)

∥∥∥∥∥∥
2

K

≤ C16,

as stated.

Theorem 5.3.4. Let us consider the system in (TS), (DBC), (IC) and assume that

f1, f2 ∈ W 1,1([0, τ ], L2[0, 1]), u0, v0 ∈ H1[0, 1],

rλ, gλ ∈ C1(R,R), −u0(0) = β1(0, v0(0))

and the conditions in (5.3.1), (5.2.2) hold. Then (TS), (DBC), (IC) has a unique solution
u, v ∈ W 1,∞([0, τ ], L2[0, 1]) ∩ L∞([0, τ ], H1[0, 1]).

Proof. In view of Lemmas 5.3.2, 5.3.3, the reasoning in the proof of Theorem 5.2.7
applies.

61



C
E

U
eT

D
C

ol
le

ct
io

n

Example 5.3.5. Let us consider a network represented by a finite graph G = (V, E),
where V = {v1, v2, . . . , vn} is the set of vertices and E = {e1, e2, . . . , em} is the set of
edges. We assume that G is connected and all vertices have degree at least two. To each
edge we assign a copy of the interval [0, 1] (in other words, we parametrize the edges)
and we identify endpoints corresponding to the same vertex in the obvious way. For
i = 1, . . . , n and j = 1, . . . ,m we write

ϕ+
ij =

{
1 if ej(0) = vi

0 otherwise
and ϕ−ij =

{
1 if ej(1) = vi

0 otherwise

so Φ = (ϕij) = (ϕ+
ij)− (ϕ−ij) gives the incidence matrix of G.

The following system of equations describes a telegraph-like process on the network,
where continuity and Kirchoff-type conditions are imposed at the vertices.

ujt(x, t) + vjx(x, t) + rj(uj(x, t)) = 0, 0 < x < 1, t > 0, j = 1, . . . ,m,

vjt(x, t) + ujx(x, t) + gj(vj(x, t)) = 0, 0 < x < 1, t > 0, j = 1, . . . ,m,

vj(vi, t) = vl(vi, t), t ≥ 0, j, l ∈ Γ(vi), i = 1, . . . , n
m∑
j=1

ϕijuj(vi, t) = −c(t)

(
m∑
j=1

(ϕ+
ij + ϕ−ij)vjt(v, t)

)
, t ≥ 0, i = 1, . . . , n

uj(0, x) = uj0(x), vj(0, x) = vj0(x), 0 < x < 1, j = 1, . . . ,m,

where rj, gj : R → R are given monotone increasing functions, c : R+ → R is a given
positive function, Γ(vi) denotes the set of all indices of edges having an endpoint at vi,
and uj, vj : R+ × [0, 1]→ R are the unknown functions (representing current and voltage
along the edges). Let us write u = (uj)

n
j=1 , v = (vj)

n
j=1. It is easily seen that the boundary

conditions above can be written as(
−u(0, t)

u(1, t)

)
∈ c(t) ·

(
vt(0, t)

vt(1, t)

)
+ L

(
v(0, t)

v(1, t)

)
, (5.3.3)

where L ⊂ R2m × R2m is a monotone operator (representing Kirchoff laws), thus the
arguments of this section can be applied.
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dynamic boundary conditions, 58
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Jacobs-Glicksberg-de Leeuw theorem, 7, 12

Lipschitz continuity, 42
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operator
almost weakly stable, 24
maximal monotone, 4
monotone, 4
multivalued, 4

operator semigroup, 2

perturbation
Lipschitz continuous, 42
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Rajchman measure, 12, 17
relative weak compactness, 7
resolvent, 2

local, 19

semigroup
almost weakly stable, 11

solution
generalized, 35
of an abstract Cauchy problem, 3
weak, 45

stability, 3
strong mixing, 15
strong solution, 51
strong stability, 14

Tauberian theorems, 20
telegraph system, 33

linear, 35
semilinear, 42
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