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Abstract

This paper investigates the demand for housing in Hungary, focusing on the consequences

of a contracting age structure. Demographic trends can in�uence demand in two ways,

namely, by changing total population and by changing age structure. The study �rst

introduces the baseline model of housing demand and then estimates it using panel econo-

metric techniques. Age structure is proxied by the share of young adults in the population

and is added to the model as a demand shifter. The results suggest that the price and

income elasticities of housing demand are at least one third (in absolute value), while even

cautious estimates suggest that shrinking population and aging will,ceteris paribus, cause

real house prices to decrease by 10% in the present decade.
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1 Introduction

As a house or a �at constitutes the largest single share of most households' wealth, changes

in real house prices should greatly in�uence the decisions individuals make when choosing

how much to consume, how much to work or even choices involving the marriage market.

It is also important to keep in mind that di�erent groups of the population often react

in opposite ways and by di�erent order of magnitudes to the same house price shock.

For example, old homeowners may be forced to substantially decrease their consumption

if house prices depreciate, while young renters are better o� due to lower housing costs.

Therefore, it is vital for economists and policy makers to understand the determination of

house prices.

In the short run, demographic trends are not the most important determinants of

the residential real estate market, and Hungary is no exception. Since the millennium,

Hungary has a well functioning mortgage market, which was built on a governmental

subsidy program aimed at improving housing conditions. Due to this program mortgage

loans became a�ordable and by the end of the recent decade the mortgage loans to GDP

ratio reached levels similar to those of many developed countries. This also caused housing

starts to hit a 15 year high and house prices to overshoot by 2004. House prices and the

construction industry also proved to be highly sensitive to the recent �nancial crisis.

Nevertheless, while the e�ects of changing mortgage rates or recessions on the housing

market are well documented, the discussion on the e�ects of demographic change is still far

from reaching a consensus. In their (in)famous paper, Mankiw and Weil (1989) forecast

falling real house prices from the 1990s for the US, based on the aging of the baby boom

generation. This forecast led to heated critiques, even before history could convincingly

contradict it. Poterba, Weil, and Shiller (1991) could reject demography having a strong

e�ect by investigating the house prices of US cities. DiPasquale and Wheaton (1994) built

1
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a macro model to show that the increasing scarcity of land is an important factor in rising

house prices, which should o�set the e�ects of aging baby boomers. More recently, Martin

(2006) argued that if one takes into account that the real interest rate depends on the

age structure as well, then demography does turn out to be the most important factor

determining house prices.

The main motivation for analyzing the e�ects of demographic change on the housing

market stems from the fact that in many countries considerable changes are expected to

happen (and are already happening) in the age structure. Most notably, in the US the

baby boom generation has just started to retire. On a smaller scale, the same is true for

the UK and other western countries, and Hungary is also expected to experience a boom

in the number of pensioners until 2020. Simultaneously, the share of young adults in the

population, who have an increasing demand for housing, is expected to decrease substan-

tially. However, the magnitude of the e�ects on the housing market of these expected

demographical changes is unclear.

The contribution of this paper is twofold: (1) it estimates the price and income elastici-

ties of housing demand on Hungarian data, and (2) it investigates whether aging population

can be identi�ed as a demand shifter or not, providing empirical evidence to the debate

on the role of demography. I use the baseline housing demand model, which can be found

for example in Meen (1990) and Cameron, Muellbauer, and Murphy (2006) and do not

address methodological issues arising from using spatial data.

Using a panel data set from 2000 on Hungarian micro-regions I �nd that the price and

income elasticities of demand for houses are both in the region of one third (in absolute

value), while aging population has a signi�cant but moderate e�ect compared to other

determinants, like income. The available forecasts on demographic trends and the presented

estimation results suggest that the combined e�ect of shrinking population and changing

age structure will, ceteris paribus, decrease real house prices at least by 10% by the end of

2
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the current decade.

The next section introduces a simple theoretical framework of housing demand. Data is

presented in Section 3, while the estimation is carried out in Section 4. Several robustness

checks are performed in Section 5. The impact of demographic change is discussed in

Section 6. The �nal section concludes the paper.

3
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2 The simplest model of housing

demand

This section brie�y derives the inverted demand curve that will be estimated. The base-

line model by Meen (1990) and Cameron et al. (2006) is closely followed. Consider a

representative agent who maximizes life time utility

∫ ∞
0

e−ρtu(t)dt, (2.1)

where u(t) = U(C(t), H(t)) and C(t) and H(t) denote non-housing composite consumption

and the housing stock, respectively. The agent faces the following budget constraint:

ph(t)Ih(t) + C(t) + S(t) = Y (t) + iA(t), (2.2)

where ph(t) is the real price of a dwelling, Ih(t) is the number of new dwellings constructed,

S(t) is real net savings, Y (t) is real income, and i is the nominal interest received on net

non-housing assets, A(t). The price of the composite consumption good is set to unity.

Finally, the law of motion for the housing stock and for non-housing assets are given by

Ḣ(t) = Ih(t)− δH(t) (2.3)

Ȧ(t) = S(t)− πA(t), (2.4)

where δ is the amortization rate of the housing stock and π is the rate of in�ation (amor-

tization of non-housing savings). It is shown in Appendix A that based on this system one

can �nd the marginal rate of substitution between the housing stock and the consumption

4
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good to be (in the deterministic case):

U ′H
U ′C

= ph(t)[i+ δ − π − ṗh(t)/ph(t)]. (2.5)

The expression in brackets is known as the user cost of housing. It is positively related to

the forgone interest (i) and to the di�erence of amortization rates (δ−π), implying that if

houses depreciate faster than alternative assets then holding them is also more expensive.

Finally, realizing capital gains (ṗh(t)/ph(t)) decreases the user cost. One could augment

the user cost by taking into consideration further relevant factors like tax rates on interest

earnings or the di�erent risk pro�le of real estate compared to other assets. However,

as these factors are neglected in the empirical analysis below, this level of complexity is

satisfactory for the current study's purposes.

In the market for the �ow of housing services the equilibrium real rental, r(t) is going

to clear the market. Therefore, house prices will adjust to clear the asset market, until

r(t) = ph(t)[i+ δ − πe − ṗeh(t)/ph(t)] = ph(t)UC, (2.6)

where e denotes expectations and UC is the user cost. Notice that two assumptions have

been made: (1) it is assumed that housing services and the housing stock are proportional,

implying that the real rental for housing services may be used as the relevant price and (2)

expected in�ation and capital gains are no longer substituted with actual values. Equation

(2.6) is the heart of most applied work as it states that the unobservable real rental can

be proxied by the product of house prices and the user cost of housing.

Now I turn to the second building block of the model. Assume that the quantity of

housing services at time t is measured by the per capita housing stock, H/POPt. Then

the demand curve can be written as (like in Cameron et al., 2006):

5
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lnH/POPt = α lnY/POPt − β ln rt + δzt, (2.7)

where α and β (both assumed to be positive) are the income and price elasticities of housing

services, respectively. Additional demand shifters, like demographic trends are captured

by zt. If one substitutes out the real rental by using equation (2.6) and expresses log house

prices from the resulting formula then this leads to the following inverted demand relation

(making the necessary jump from continuous to discrete time):

ln pt = 1/β lnH/POPt + α/β lnY/POPt − lnUCt + δ/βzt. (2.8)

Before discussing the estimation strategy of equation (2.8) the regional data used in this

study is introduced.

6



C
E

U
eT

D
C

ol
le

ct
io

n

3 Data and aggregate dynamics

3.1 Availability of data and descriptive statistics

In applied work which concerns the real estate market, availability of data on house prices

usually sets the boundaries of the analysis. In the case of Hungary, real estate transactions

are recorded and organized reliably from the end of the 1990s. I use a comprehensive

transaction level data set provided by the National Tax and Customs O�ce (NTC)1. The

data starts from year 2000 and provides information on the price, size, type and the postal

code level location of the real estate.

There are some trade o�s to be considered when choosing the unit of analysis in the

cross-sectional dimension. Two plausible solutions can be conceived: the county level

(NUTS III level, 20 units in the cross-sectional dimension) or the statistical micro-regions

(NUTS IV level, 174 units). The main trade o�s are the following:

1. Measurement error of house prices (and potentially of other variables) vs. number

of cross-sectional units. While on the county level, it is possible to use a hedonic

method for estimating house prices, on the micro-regional level, the low number of

transactions only allows for using mean or median square meter prices.

2. Homogeneity of the observational unit vs. units being distinct submarkets. Statistical

micro-regions were formed with the aim of measuring detailed regional development

and they can be considered to be homogeneous. In contrast, counties are highly het-

erogeneous geographically and socially. Nevertheless, counties do have the advantage

of functioning better as distinct housing submarkets. This is crucial as estimation

1 Nemzeti Adó- és Vámhivatal.

7
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techniques used here implicitly assume this property.

3. Data availability in the time dimension. Currently, per capita income is only available

until 2008 at the micro-regional level, while other proxies of income as net wages are

available until 2010 at the county level.

The trade o�s presented above could motivate either administrative level. Therefore, the

detailed results of the micro-regional level are presented and the county level is left as a

robustness check.

Table 3.1 shows some descriptive statistics for the pooled micro-regional data. First,

due to the uneven distribution of transactions, micro-regional house prices are measured

with high idiosyncratic error.2 This will also make it necessary to weight observations in

the regression analysis.3 Second, the stock of dwellings increased considerably. If one takes

a closer look at the data, the micro-regions which experienced above 4% growth rate in

any year, were all concentrated in the agglomeration of Budapest.4 This is in line with

Kovács and Dövényi (2006), who discuss the development of the "metropolitan periphery"

in detail. Finally, the percentage change in per capita dwellings indicates that in most

micro-regions the per capita housing stock is upward trending.

The county level statistics are presented in Table 3.2. Contrary to the micro-regional

data that ends in 2008, county level data is updated until 2010. The price for these

additional two years is that per capita income is proxied by per capita net wages, which is

arguably a noisy proxy of per capita income.

2 In four occasions, after eliminating unusable records, there were no transactions left for the given
micro-region and year.

3 About one �fth of the housing stock and over one third of the transactions can be found in Budapest,
which is represented by a single micro-region. A straightforward way to lower the concentration (and
also to increase the number of cross-sectional units) would have been introducing each district of the
capital independently, however, data availability prevented this.

4 The single exception is the Hévízi micro-region, which is known for its excellent location and thermal
lake.
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Table 3.1: Descriptive statistics of micro-regional pooled data, 2000-2008.
Variable Median Mean Std. dev. Min Max Source

Real m2 price 621 669 255 196 1614 NTC

% change in m2 price 4.7 5.8 14.8 -59.6 118.9 NTC

Frequency of
transactions 106 439 2431 0 47954 NTC

Real per
capita income 3003 3142 947 1258 6651 HRD

Stock of
dwellings 14676 23931 64538 3235 881000 HCSO

% change in stock
of dwellings 0.37 0.48 0.96 -4.0 8.3 HCSO

% change in per capita
dwellings 0.91 0.79 0.89 -4.1 4.9 HCSO

Note: Real m2 price and real per capita income are in 2010 forints, converted to
US dollars at 200 HUF/USD. NTC - National Tax and Customs O�ce; HRD -
Hungarian Regional Database; HCSO - Hungarian Central Statistical O�ce. Please
consult Appendix B for detailed de�nitions of variables.

As expected, the variation of price changes is smaller compared to the previous case,

which is the result of aggregation and smaller measurement error. As there are no missing

values for prices, this is a balanced panel. Square meter prices are obtained from hedonic

regressions, which means that composition e�ects due to the size, type and location of the

real estate were controlled for. Note that by adding the years 2009-2010 median and mean

changes of real house prices decreased dramatically due to the recent �nancial crisis. In

fact, real house prices in 2010 were not far from their year 2000 value and, compared to

2008 they dropped by an average of 18%.

Out of 200 observations in 24 cases the percentage change in per capita dwellings was

negative, but the majority of this is due to 2001/2000, when the population of Budapest

decreased by over 50 thousand, assumably due to migration.5 This resulted in population

5 As there was a census in 2001 the case might be that data before 2001 were not adequately revised.
However, as no evidence was found in support of this suspicion, I assumed the data to be correct.

9
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Table 3.2: Descriptive statistics of county level pooled data, 2000-2010.
Variable Median Mean Std. dev. Min Max

Real m2 price 728 764 230 375 1609

% change in m2 price -0.15 1.5 8.9 -17 29

Frequency of
transactions 2019 3420 6115 120 47961

Real net
monthly wage 562 557 82 372 846

Stock of
dwellings 165217 208881 164340 87829 889757

% change in stock
of dwellings 0.5 0.58 0.38 -0.39 2.3

% change in per capita
dwellings 0.91 0.70 1 -2.9 3.0

Note: Real net monthly wage is from HCSO. Please consult the notes of
Table 3.1 and Appendix B for sources of variables and detailed de�nitions.

increasing faster than the house stock outside the capital. Otherwise, per capita dwellings

are steadily upward trending at the county level.

Finally, variation in the share of young adults between and within micro-regions would

be welcome, as this variable will be one focus of the regression analysis. Figure 3.1 shows

how the share of young adults changed from 2000 to 2008. At the country level their share

decreased from 15.7% to 13.9%.6 Since real house prices are also decreasing since 2004

at the country level, there is a valid concern that the estimates will be spurious to some

extent. However, as in many micro-regions the share of young adults stagnated or even

increased opposed to the country wide trend, this should provide su�cient variation in

order to capture the true e�ect of this variable.

6 One striking fact about this map is that Central Hungary su�ered the biggest decrease in the share
of young adults. While arguably this region o�ers the best employment opportunities, the cost of
living (especially real estate) is also here the most expensive within the country. Still, factors like
international migration and lower initial fertility rate probably also contributed to this process.

10
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Figure 3.1: Change of the share of population aged 20-29 from 2000
to 2008. Source of data: HCSO.

3.2 Aggregate dynamics

Many countries experienced housing bubbles in the past decade.7 As the data here covers

the rather short period from 2000, it would discredit the results if there was also a real

estate bubble during this period in Hungary. Though the presence of a bubble is not tested

formally, I argue, based on aggregate dynamics, that it is unlikely that there was a real

estate bubble.

The introduction of the governmental subsidy program revitalized mortgage lending by

considerably lowering the e�ective mortgage rate in 2002.8 Following the previous section,

it is clear that if interest rates decrease then the user cost also decreases. Poterba (1984)

extensively analyzed the consequences of a reduction in the user cost in a simple theoretical

7 For a recent overview on the topic see Malkiel (2010).
8 According to Kiss and Vadas (2007) the e�ective nominal mortgage rate was above 12% in 2001

and came down to 6% by the second quarter of 2002. In�ation also decreased from 9% in 2001
to 5% in 2002 and 2003. As the regulations of the subsidy program tightened in December 2003,
foreign currency based loans appeared in the market, often o�ering even lower mortgage rates than
the subsidezed rate. Until the beginning of the recent crisis the mortgage rate remained around 6%.

11



C
E

U
eT

D
C

ol
le

ct
io

n

Figure 3.2: Recent major events and episodes in the Hungarian
housing market. Sources: own calculations based on data from
HCSO and NTC.

framework. According to the well-known argument, if there is a negative user cost shock,

then the sluggish adjustment of quantity causes the price to overshoot as it reaches the

new saddle path. Afterward prices gradually decrease, until the quantity reaches its new

steady state.

Aggregate real price and quantity are plotted in Figure 3.2. The events are consistent

with those suggested by Poterba (1984). After the introduction of the subsidy program,

prices began to overshoot. As quantity started to adjust rapidly by 2004, prices gradually

declined presumably because they started to converge to the new steady state. Due to

the crisis, falling income and rising interest rates (opposed to the US, where mortgage

rates were also declining) caused price depreciation to accelerate from 2009. Therefore, I

conclude that aggregate price dynamics were driven by fundamentals and strong evidence

could not be found for the presence of a real estate bubble.

Figure 3.3 shows the projected path of the share of young adults in the population,

12
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Figure 3.3: Share of population aged 20 to 29 and its projected
path. Source of data: HCSO - Demographic Research Institute.

which is the primary focus of the paper. According to the forecast, until 2020 their share

will decrease by about 2 percentage points. If my estimation results in the coming sections

are correct, then they imply that the steep increase in house prices before 2000 were

partly driven by the increasing share of young adults, further supporting the claim, that

fundamentals drove house prices in Hungary.

13
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4 Estimation strategy and results

In this section the following reduced-form model is estimated, which is motivated by equa-

tion (2.8):

pit = ρpi,t−1 + γ1(y/pop)it + γ2(h/pop)it + γ3UCt + γ3zit + ci + uit, (4.1)

where γ1(= α/β) is the income elasticity of house prices and γ2(= −1/β) is the inverse of

the price elasticity of housing demand. Recall that α and β are the income and price elas-

ticities of housing demand, respectively. Subscript i stands for micro-region (i = 1 . . . N ,

N = 174) and t for year (t = 2000 . . . 2008). Lower case letters indicate natural logarithms

of variables. The user cost will enter the regression in levels, as in several cases it is nega-

tive.1 All variables are weighted by the square root of the micro-regional housing stock of

year 2000, i.e. multiplied by
√
hi,t=2000.

It is assumed that ci are �xed regional e�ects allowed to be correlated in an arbitrary

way with other right hand side variables. For example, labor market factors are likely to

be present in ci, as labor market conditions are probably the main reason why people move

and, therefore, enter the real estate market. Of course, labor market factors are likely to

be correlated with per capita income and with the per capita housing stock.

Estimating equation (4.1) using the standard �xed e�ects (within) or �rst di�erence

(FD) estimator is problematic at best. There are several sources of biases:

1. h/pop is likely to be determined simultaneously with house prices because of supply

e�ects.

1 For more detailed de�nitions of the variables consult Appendix B

14
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2. It is common to include the lagged dependent variable in the right hand side to cap-

ture sluggish adjustment. However, using the within or the �rst di�erence estimator

will lead to bias in this case.

3. Measurement error in the dependent variable.

4. The user cost also includes the lagged dependent variable for capturing expectations,

causing the same problem as in point 2.

5. The error term, uit, is likely to be serially correlated.

6. The housing stock is only a proxy for housing services as it is not adjusted by size or

quality, leading to measurement error in h/pop.

The errors could also be spatially correlated, leading to a non block-diagonal error

covariance matrix, causing clustered errors to be biased and inconsistent. However, I will

not address spatial issues in this paper, and assume that they are only second order in

importance compared to the listed concerns. From the potential sources of biases it is

argued that the endogeneity of h/pop is the most severe from the perspective of estimating

the price and income elasticities of housing demand.

4.1 Within or FD estimator?

It is likely that house prices are measured with the biggest error among all the variables

(see Table 3.1). This is due to the insu�cient number of transactions from which average

square meter prices are calculated. As the stock of dwellings is highly correlated with the

number of observations between micro-regions, weighting the observations by the stock of

dwellings should somewhat reduce the problem caused by measurement error. Hamermesh

(1989) argues that �rst di�erencing the data with measurement error in the dependent

15
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variable usually leads to imprecise estimates. So the presence of measurement error could

support the within estimator.

The within estimator should also be preferred when the lagged dependent variable is

not instrumented. For an AR(1) model, Hsiao (2003, pp. 71-72) shows that under the

assumptions of weakly dependent variables and |ρ| < 1, the bias of the within estimator is

of order T−1 while the FD estimator's bias does not decrease as T → ∞. Based on Kiss

and Vadas (2007) a good argument can be made for |ρ| < 1, but all variables are highly

persistent, so the within estimator should not have an advantage in this respect, especially

after instrumenting the lagged dependent variable.

Furthermore, strict exogeneity, which is assumed if one uses the within estimator is

probably too restrictive. Under strict exogeneity uit should be uncorrelated not only with

current but with all past and future values of the independent variables as well, because

time averages enter the condition E(uit − ūi|xit − x̄i) = 0, where xit are right hand side

variables. A less restrictive assumption is sequential exogeneity, as it only requires the

error term to be uncorrelated with the present and all past values of the right hand side

variables.

The assumption of strict exogeneity could easily be violated in (4.1). Suppose a bypass

road is opened to transportation, reducing the negative externality of transit tra�c in a

city. This should cause a positive shock to house prices by making the city more attrac-

tive to higher income households (Corr(uit, (y/pop)i,t+1) > 0). Moreover, if households'

valuation of transit tra�c is correlated with household size (e.g. households with children

value the clean environment more) then this should lead to Corr(uit, (h/pop)i,t+1) < 0. If

such hypotheses seem credible then the strict exogeneity assumption should not hold and,

therefore, the within estimator should certainly not be preferred.

Finally, serial correlation in uit could turn out to be an important factor when it comes

to the decision between the within or the FD estimator. I implement the test for serial

16
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correlation for the FD estimator as described in Wooldridge (2010, pp. 319-320). If the

di�erenced errors were uncorrelated that would imply that the FD estimator is probably

more e�cient. Estimates of �rst order autocorrelation of the di�erenced errors are provided

in Table 4.1. The coe�cients of serial correlation turn out to be negative in all speci�cations

but are close to zero. Therefore, the FD estimator should be preferred in this respect. Based

on this argumentation a stronger case can be made for the FD estimator.

4.2 Estimation results

Table 4.1 shows the results of estimating (4.1) in six di�erent speci�cations, using the FD

estimator.2 In the IV(1) speci�cation (h/pop)i,t is instrumented by (h/pop)i,t−3, and the

three year lagged construction cost, (ccosti,t−3). The rationale for using three year lagged

variables is that the design and construction period together for dwellings usually consumes

less than three years.3 Therefore, while per capita housing stock is highly persistent,

implying Corr((h/pop)i,t, (h/pop)i,t−3) >> 0, it should not be correlated with house prices

that are distant in the future, because in the short run supply is highly inelastic.

As Meen (1996) argues, due to the low price elasticity of new housing starts there should

not be any signi�cant relationship between construction costs and house price shocks, as

the latter are typically driven by demand factors, implying Corr(ui,t, ccosti,t−3) = 0. But

ceteris paribus higher construction costs should lead to fewer building starts, and to a

smaller stock in the future, so Corr((h/pop)i,t, ccosti,t−3) < 0 is expected. Therefore,

proxies for construction costs should also be valid instruments. I use labor costs in the

2 I carry out the estimation using the algorithm provided by Scha�er (2005).
3 The Hansen-J statistic for overidenti�cation is also in line with this argument. When h/pop is in-

strumented by one or two year lagged h/pop and ccost, the null hypothesis of valid instruments has
a p-value of below 5%, while with three year lagged variables, the same p-value is well above 5%.

17



C
E

U
eT

D
C

ol
le

ct
io

n

construction industry to proxy for construction costs.4

The expected region of the estimated parameter on h/pop is below minus one as this is

the inverse of the price elasticity of housing demand. As shown in Table 4.1, the estimated

coe�cient on h/pop is not signi�cantly di�erent from one at 5% when estimated by least

squares, regardless of controlling for time �xed e�ects. However, after instrumenting h/pop

in IV(1), the coe�cient becomes signi�cantly smaller than minus one. The direction of the

bias of speci�cations (1) and (2) is consistent with entrepreneurs timing the completion of

new dwellings to maximize pro�ts. Consider the case of the development of infrastructure,

like developing the sewage system. During the construction, which is typically measured in

years, house prices are not likely to fully adjust due to the costs and negative externalities

of construction. However, by the time the project is �nished, prices should adjust and the

supply of houses should also increase. Mechanisms like this should cause the estimated

coe�cient on h/pop, to be biased upwards. And in fact, the results of speci�cations (1)-(2)

and IV(1) are consistent with this story.

In the IV(1)-IV(3) speci�cations the FD estimator �nds the implied price elasticity of

housing demand to be in the range of -0.22 to -0.30. However, as housing services are

proxied by the per capita housing stock, these elasticities only capture extensive margin

e�ects. Therefore, it is argued that the true elasticities are greater in absolute value,

because of substantial �xed costs. Consider a family who is renting a �at and the real

rentals decline in their neighborhood. Assume that they have strong preferences for their

neighborhood but they would prefer a dwelling with an extra bedroom. Although they have

the option to rent an additional �at, for many households it would seem more rational to

rent a bigger �at instead.

4 The �rst stage results for instrumenting the per capita housing stock is presented in Table C.1. Both
instruments are signi�cant and have the expected sign.
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Table 4.1: Estimation results for the micro-regional panel using the FD estimator.
First-di�erence estimation

Dependent variable: micro-regional log real house price (pi,t)
(1) (2) IV(1) IV(2) IV(3) IV(4)

pi,t−1 -0.113 -0.353 -0.327 -0.282 -0.271 -0.179
[0.051] [0.045] [0.055] [0.222] [0.149] [0.134]

(y/pop)it 0.909 0.546 0.450 Restr. Restr. Restr.
[0.126] [0.256] [0.328] to 1 to 1 to 1

(h/pop)it -0.550 0.108 -4.627 -3.398 -3.352 -1.561
[0.470] [0.535] [1.204] [1.278] [1.088] [0.807]

pop20− 29it 0.075
[0.031]

UCit -0.274 -0.212 -0.192 -0.180 -0.167 -0.127
[0.036] [0.047] [0.051] [0.110] [0.183] [0.188]

Year �xed No Yes Yes Yes Yes Yes
e�ects
Obs. 1034 1034 861 861 861 861
R-squared 0.148 0.394 0.049 0.281 0.281 0.296
Regions 173 173 173 173 173 173
1st order -0.109 -0.016 -0.005 -0.052 -0.060 -0.158
serial corr. [0.045] [0.046] [0.031] [0.039] [0.039] [0.042]
Hansen-J 0.65 0.63 0.63 0.38
p-value
Note: standard errors in brackets are based on the clustered covari-
ance matrix by micro-regions. All variables are di�erenced (including
year �xed e�ects and instruments) and weighted by the square root
of the stock of dwellings. y/pop - log per capita permanent income,
h/pop - log per capita stock of dwellings, UC - user cost, pop20 − 29
- percent of population aged between 20 and 29. In IV(1) (h/pop)it
assumed to be endogenous (instruments: (h/pop)i,t−3 , ccosti,t−3), in
IV(2) h/popit and pi,t−1 assumed to be endogenous (instruments:
(h/pop)i,t−3 , ccosti,t−3, pi,t−2), in IV(3) (h/pop)it, UCit and pi,t−1
assumed endogenous (instruments: (h/pop)i,t−3 , ccosti,t−3, pi,t−2,
UCt−1) and in IV(4) (h/pop)it, UCit, pi,t−1 and pop20− 29i,t assumed
endogenous (instruments: (h/pop)i,t−3 , ccosti,t−3, pi,t−2, UCt−1 and
pop20− 29i,t−1).

Further speci�cations impose the restriction that the income elasticity of house prices

(γ1) is equal to one. This restriction is motivated by three reasons: (1) in the �rst speci�ca-

tion it is consistent with the data, (2) year �xed e�ects seem to catch the e�ects of changes
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in income and (3) Kiss and Vadas (2007) also �nd this long run elasticity to be one, using

county level quarterly panel data from 1997 to 2002. As γ1 = α/β, this restriction implies

that the price and income elasticities will be restricted to be equal in absolute value.

The speci�cation IV(2) addresses the issue of endogeneity caused by the lagged de-

pendent variable, instrumenting it by pi,t−2. Note that h/pop is still instrumented as in

IV(1). The coe�cients found by Kiss and Vadas (2007) on 1 and 2 quarter-lagged prices

in di�erent speci�cations imply a value for ρ to be in the range of 0-0.3 in yearly data.

However, speci�cations in Table 4.1 �nd negative and mostly insigni�cant coe�cients.

As described in Appendix B, the user cost captures expected capital gains with lagged

house price changes. Therefore, the user cost is partly driven by the lagged dependent

variable, which causes bias if estimated by the within estimator or by �rst di�erencing.

The IV(3) speci�cation addresses this issue by instrumenting UCit with UCi,t−1. Though

the estimated coe�cient on UCit does not change dramatically, its standard deviation does

increase, which is likely to be a sign of weak instruments.

From equation (2.8) one would expect γ̂3 (the coe�cient on the user cost) to be larger.

In fact, the estimates in all speci�cations are in the region of -0.2, which might be an

indication of the user cost being misspeci�ed.5 As noted in Section 3.2, the single, large

change in the mortgage rate took place in 2002 and possibly led prices to overshoot,

implying delayed e�ects. But these e�ects are probably captured by the year �xed e�ects.

As the user cost is not the main focus of the paper, it is not discussed further.6

Finally, the last speci�cation augments IV(3) with pop20− 29, which is the fraction of

the micro-regional population aged 20 to 29. The motivation for adding this variable to

the right hand side is based on Mankiw and Weil (1989), who show that this is the age

5 The estimate of -0.2 implies that if the user cost increases by 1 percentage point then house prices
decrease by 0.2%

6 If the reader is interested in the mortgage rate elasticity of house prices, consult Kiss and Vadas
(2007).
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cohort who have increasing demand for real estate with aging.7 Therefore, the hypothesis

of this paper is that their share in the population could be a possible demand shifter.

The exogeneity of this variable depends on the validity of the assumption about regional

�xed e�ects. If the regional �xed e�ects are indeed �xed throughout the sample period

and capture factors, which induce people to move, then assuming exogeneity of young

adults is probably acceptable. However, if for example labor market conditions changed

rapidly between and within micro-regions then the exogeneity assumption of pop20 − 29

is questionable, as this cohort is the most responsive in terms of mobility.8 I instrument

pop20− 29 by its own lagged value, allowing for sequential exogeneity.

The share of young adults enters signi�cantly in the FD regression, and leads the coe�-

cient on h/pop to increase considerably. Untabulated calculations show that while h/pop is

negatively correlated with pop20− 29 within micro-regions (as a result of upward trending

h/pop and downward trending pop20− 29), they are positively correlated between regions

(young households are overrepresented in regions with relatively small household size, like

the capital city). However, the former, negative correlation is not entirely spurious. For ex-

ample, Lindh and Malmberg (2008) shows on Swedish data that demographic composition

is closely related to construction activity, i.e. typically young/middle aged adults build

houses. Therefore, when one is interested in the income and price elasticity of housing

demand, then the share of young adults should not be included in the regression.

The estimated coe�cient on young adults is positive and signi�cantly di�erent from

zero. It implies that if ceteris paribus the share of young adults increases by 1 percentage

7 Note that Mankiw and Weil (1989) do not use this variable, as their data enables them to estimate the
demand of each age cohort. However, using the share in the population of a distinguished age cohort
to proxy for demand e�ects is not novel in the literature. For example, Geanakoplos, Magill, and
Quinzii (2004) use the share of the middle-aged cohort in explaining stock market returns. Choosing
the 20-29 aged cohort is supported by the fact that according to Iacovou and Skew (2010) half of the
women (men) aged above 25.0 (27.6) are already living away from their parental home in Hungary.

8 For example, according to the HCSO, in 2005 28% of internal migration was due to this cohort, while
their share in the population was 15%.
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point than house prices will increase by 7.2%. Further speci�cations discussed in the next

section suggest that the e�ect is actually more modest.
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5 Robustness checks

It is crucial for the estimation of the price and income elasticities of housing demand that

the endogeneity of the per capita housing stock is addressed adequately. Recall that it

was instrumented by its own 3 year lagged value and by 3 year lagged construction costs.

As a robustness check, I estimate the model using the within estimator and replacing the

instrument (h/pop)i,t−3 with a deterministic trend. A deterministic trend should capture

the e�ects of variables that are correlated with long term structural changes, for example

which cause average household size to decrease.1

Table 5.1 shows similar speci�cations as in Table 4.1. The only di�erences are the

following: (1) it is estimated by the within estimator, (2) the instrument (h/pop)i,t−3 is

replaced by a deterministic trend and (3) year �xed e�ects are only included for 2007 and

2008.2 The estimated coe�cients on (h/pop)i,t are statistically and economically identi-

cal with those in Table 4.1 for speci�cations IV(2)-IV(4). The results of the �rst stage

for instrumenting the per capita housing stock can be found in Table C.2. While the

deterministic trend enters the �rst stage with a highly signi�cant coe�cient, the lagged

construction cost becomes insigni�cant when estimated by the within estimator.

As discussed in Section 3, a priori the optimal size of the cross sectional unit is not

trivial. Therefore, I estimate equation (4.1) at the county level in �rst di�erences and

present the results in Table 5.2. First, the estimated coe�cients are quite close to those

estimated on micro-regional data. The implied elasticity of housing demand is somewhat

larger, between -0.33 to -0.4. The share of young adults enters the regression signi�cantly,

but its estimated coe�cient is smaller and falls in the region of 3-4%, opposed to the

1 Meen (1990) also uses a deterministic trend as an instrument for per capita housing stock. Obviously,
using the FD estimator with a trend as an instrument is not feasible.

2 Due to the trend all year �xed e�ects cannot be included.
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Table 5.1: Estimation results for the micro-regional panel using the within estimator.
Within estimation

Dependent variable: micro-regional log real house price (pit)
(1) (2) IV(1) IV(2) IV(3) IV(4)

pi,t−1 0.390 0.250 0.193 0.254 0.244 0.166
[0.038] [0.048] [0.057] [0.090] [0.087] [0.084]

(y/pop)it 0.372 0.780 0.667
[0.076] [0.129] [0.215]

(h/pop)it -0.920 -0.597 -1.971 -3.523 -3.193 -1.760
[0.234] [0.252] [0.645] [0.891] [1.089] [0.823]

UCt -0.272 -0.354 -0.121 -0.085 -0.155 -0.198
[0.051] [0.058] [0.068] [0.093] [0.280] [0.269]

pop20− 29it 0.032
[0.014]

y07 -0.080 -0.047 -0.051 -0.055 -0.055
[0.009] [0.012] [0.012] [0.014] [0.014]

y08 -0.085 -0.047 -0.048 -0.053 -0.054
[0.013] [0.016] [0.021] [0.017] [0.016]

Obs. 1209 1209 1034 1034 1034 1034
R-squared 0.380 0.433 0.113 0.527 0.540 0.590
Regions 174 174 173 173 173 173
Hansen-J 0.50 0.48 0.36 0.97
p-value
Note: standard errors in brackets are based on the clustered co-
variance matrix by micro-regions. All variables are weighted by
the square root of the stock of dwellings. y/pop - log per capita
permanent income, h/pop - log per capita stock of dwellings, UC -
user cost, pop20− 29 - percent of population aged between 20 and
29. In IV(1) (h/pop)it assumed to be endogenous (instruments:
det. trend, ccosti,t−3), in IV(2) h/popit and pi,t−1 assumed to be
endogenous (instruments: det. trend ,ccosti,t−3, pi,t−2), in IV(3)
(h/pop)it, UCit and pi,t−1 assumed endogenous (instruments: det.
trend, ccosti,t−3, pi,t−2, UCt−1) and in IV(4) (h/pop)it, UCit, pi,t−1
and pop20 − 29i,t assumed endogenous (instruments: det. trend,
ccosti,t−3, pi,t−2, UCt−1 and pop20− 29i,t−1).
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baseline estimate of 7%. The result is unchanged after pop20 − 29jt is instrumented by

its lag, as in speci�cation IV(5). This implies that the results are robust under the less

restrictive assumption of sequential exogeneity.

Second, recall that county level data is updated until 2010. Thus, the recent crisis is

captured by this regression. Unfortunately, the frequency of the time dimension is probably

still too low to gain robust estimates on the user cost, which is simply proxied here by the

mortgage rate. In 2009 and 2010 the mortgage rate increased sharply with declining real

house prices, which leads one to expect large and negative coe�cients on the mortgage rate,

like in speci�cations (1) and IV(1'). However, after restricting the coe�cient on permanent

income, estimated coe�cients on mrate become similar to those in Table 4.1.

To address the issue of the robustness of the results with respect to the de�nition of

permanent income, I estimate IV(3) of Table 4.1 and IV(4') of Table 5.2 under di�erent

de�nitions of permanent income and report the results in Table 5.3. So far, permanent

income was de�ned by (Y/POP )it = 0.5INCit+0.3INCi,t−1+0.2INCi,t−2.3 The de�nitions

di�er in the weights that are attributed to the current and past 2 years of income but the

sum of weights is always restricted to unity. The main result of Table 5.3 is that while

the micro-regional model is robust to the de�nition of permanent income, the county level

estimates are quite sensitive. Besides the obvious reason of fewer observations, this might

also be caused by that income is measured by a weaker proxy at the county level, as

discussed in Appendix B.

The regression outputs in Tables 4.1 and 5.2 weight all variables by the stock of dwellings

in 2000. The reason for using the stock of a single year is that this way weights do not vary

within cross sectional units, guaranteeing each year to have the same weight. However,

3 An early example using a similar de�nition can be found in Carliner (1973).
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Table 5.2: Estimation results for the county level panel using the FD estimator.
First-di�erence estimation

Dependent variable: county level log real house price (pj,t)
(1) IV(1') IV(2') IV(3') IV(4') IV(5)

pj,t−1 0.386 0.367 0.258 0.329 0.030 0.025
[0.058] [0.061] [0.115] [0.116] [0.064] [0.067]

(y/pop)jt 0.663 0.442 0.604 0.334 Restr. Restr.
[0.120] [0.134] [0.185] [0.208] to 1 to 1

(h/pop)jt -2.320 -3.001 -3.272 -2.577 -2.774 -2.514
[0.225] [0.300] [0.270] [0.367] [0.488] [0.810]

pop20− 29jt 0.032 0.041
[0.012] [0.021]

crisist -0.038 -0.003 -0.002
[0.011] [0.008] [0.008]

mratet -1.132 -0.888 -0.648 -0.503 -0.135 -0.164
[0.225] [0.243] [0.198] [0.200] [0.165] [0.183]

Obs. 160 140 140 140 140 140
R-squared 0.718 0.690 0.679 0.713 0.484 0.486
Counties 20 20 20 20 20 20
Serial Corr. -0.108 -0.164 -0.002 -0.099 0.138 0.135
Test [0.077] [0.074] [0.078] [0.076] [0.081] [0.081]
Hansen-J 0.09 0.14 0.25 0.12 0.13
p-value
Note: standard errors in brackets are based on the clustered co-
variance matrix by counties. All variables are di�erenced (in-
cluding year �xed e�ects and instruments) and weighted by the
square root of the stock of dwellings. y/pop - log per capita per-
manent income, h/pop - log per capita stock of dwellings, mrate
- mortgage rate, pop20 − 29 - percent of population aged be-
tween 20 and 29, crisis - 1 if t = 2009 or t = 2010, zero other-
wise. In IV(1') (h/pop)jt assumed to be endogenous (instruments:
(h/pop)j,t−3, ccostj,t−3), in IV(2')-IV(4') h/popjt and pj,t−1 assumed
to be endogenous (instruments: (h/pop)j,t−3, ccostj,t−3, pj,t−2) and
in IV(5) (h/pop)it, pop20− 29jt and pi,t−1 assumed endogenous (in-
struments: (h/pop)j,t−3, ccostj,t−3, pj,t−2, pop20− 29j,t−1).
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Table 5.3: Robustness of results to di�erent de�nitions of permanent income.
Estimated coe�cients under di�erent de�nitions of permanent income

from IV(3) of Table 4.1 (IV(4') of Table 5.2).

Weight of income t
in permanent income: 0.5 0.4 0.5 0.7 1
Weight of income t− 1
in permanent income: 0.3 0.5 0.5 0.3 0
Weight of income t− 2
in permanent income: 0.2 0.1 0 0 0
Estimated coe�cient on:

h/pop -3.35(-2.8) -3.26(-1.57) -3.13(-1.40) -3.07(-2.40) -2.98(-3.90)
pop20− 29 ∅ (0.03) ∅ (0.05) ∅ (0.04) ∅ (0.02) ∅(-0.01)
UC/mrate -0.17(-0.14) -0.14(-0.37) -0.17(-0.28) -0.18(0.04) -0.18(0.49)

Note: bold estimated coe�cients indicate statistical signi�cance at 5%.

other potential candidates for weights are population and the number of transactions.4 I

present the results under di�erent weighting schemes in Appendix C for the FD estimator

using both the micro-regional and the county panel.

As transactions are much more concentrated than either population or the stock of

dwellings,5 bigger deviations from the baseline results are expected in the case of using

transactions as weights. In fact, weighting the variables with the number of transactions

leads to smaller implied price elasticities. But this deviation is only present in the micro-

regional estimates. The coe�cients on the share of young adults remain the same within

the micro-regional data (around 7%) and the county level data (3-4%).

Counties form better distinct house markets than micro-regions do. This is important

because young adults are the most mobile in the population, implying that they can respond

to many shocks in uit by moving. Though I instrument pop20 − 29jt with its own lagged

value, concerns still might be valid about endogeneity, especially for the micro-regional

data. Therefore, I prefer the estimates on this variable obtained from the county data.

4 For example, Polinsky and Ellwood (1979) use the number of observations as weights when estimating
inverted demand equations from grouped data.

5 Over 30% of transactions take place in Budapest, while 17% of the population lives in Budapest and
20% of the housing stock can be found in the capital.
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6 How big is the implied e�ect of

demographic change?

The presented speci�cations indicate that if ceteris paribus the share of young adults

increases by 1 percentage point in the total population, then house prices will increase

by 3-4%. As the share of young adults can be forecasted with little uncertainty, it is

straightforward to calculate the long run e�ect of aging.1

As already shown in Figure 3.3, the share of young adults is projected to decrease by

2 percentage points by the end of the current decade (from 2010). This implies that house

prices should decrease by about 6-8% due to aging.

Besides the composition e�ect, there is also the more obvious e�ect of the shrinking

population. According to the HCSO - Demographic Research Institute the population will

decrease by 1.7% until 2020. If one assumes a price elasticity of negative one half (which

is reasonable after controlling for young adults) then this e�ect should further decrease

real house prices by 3.4%. Thus, even if one approaches the results with some caution, the

estimated total e�ect of demographic trends on house prices cumulate to -10% by 2020.

However, this estimated e�ect is moderate compared to the potential e�ects of other

determinants. For example, based on recent forecasts made by the Central Bank of Hun-

gary,2 GDP growth will be 2.9% and 3% in 2011 and 2012, respectively. Therefore, if one

assumes that per capita GDP will grow by 3% annually then until 2020 real house prices

should increase by 34% due to economic growth.

1 In the speculation carried out in this section I do not take into accout the possible e�ects of inter-
national migration. In principle, this should not have a major e�ect on the results, as according to
statistics from Eurostat, only 0.2% of the population were foreigners in 2010 in Hungary, though their
number is steadily increasing since 2003.

2 Central Bank of Hungary (2011)
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Though aggregate e�ects might turn out to be modest, individual e�ects could still be

substantial. Song (2010) demonstrates with a DSGE model that credit constrained house-

holds are highly responsive to house price changes. More importantly, the results derived

by Li and Yao (2007) from a life-cycle model imply that young homeowners and renters are

the biggest winners if house prices depreciate as their future housing consumption costs

decrease. In contrast, for old homeowners this is clearly not the case, as large part of their

savings (what they intend to consume or leave as a bequest) are accumulated in housing

wealth, thus decreasing real house prices might compel them to reduce their consumption.3

Unfortunately, the empirical literature could not yet reach a consensus on this matter.

Based on data from the UK, Campbell and Cocco (2007) found that the house price elas-

ticity of consumption for old homeowners is 1.7, while for the young ones it is insigni�cant.

Attanasio et al. (2009) argue that Campbell and Cocco (2007) use a misspeci�ed model

and reach a conclusion that is less intuitive: the same elasticity is highest for the young,

but only high as 0.2. Clearly, methodological issues have to be resolved, before a �nal ver-

dict can be reached, but old homeowners may turn out to be the biggest losers of current

demographic trends.

3 It is natural to compare this welfare e�ect to the increasing �nancial burden on the young caused by
aging through the public pension system. See Cerny, Miles, and Schmidt (2010) on the topic of aging,
pension systems and the housing market.
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7 Conclusion

This study has used a simple model of housing demand and brought it to Hungarian

regional data. Estimation results and available forecasts on demographic trends suggest

that real house prices will, ceteris paribus, decrease at least by 10% due to the shrinking

and aging population in Hungary by 2020.

Given the volatility of house prices and their responsiveness to factors like income or

interest rates, the estimated aggregate e�ect of notable demographic change can be best

labeled as moderate. Still, certain groups of the population might be sensitive even to such

an e�ect. For example, if older homeowners expect capital gains from their dwellings to be

similar to those experienced at the beginning of this century, then they might be compelled

to make painful adjustments in their consumption plans.

The income and price elasticities of housing demand are found to be highly inelastic,

both estimated to be one third (in absolute value). The true elasticities are arguably larger,

but better proxies were not found for housing services than the per capita housing stock.

The results presented in this paper are far from conclusive. Most importantly, external

validity should be checked by using data from di�erent countries. As I used the base-

line model of housing demand and tackled methodological issues with a bias toward using

simplistic solutions, many improvements could be made. The adoption of estimation tech-

niques used by Cameron et al. (2006), who address spatial issues arising from using regional

panel data are certainly among these. Nevertheless, one should certainly take away the

idea, that major demographic changes on the way will have a non negligible impact on the

housing market.
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Appendix A: Derivation of the user cost

for housing capital

In this short derivation I provide the detailed solution of the problem formulated in Meen

(1990). The present-value Hamiltonian of the optimization problem de�ned by equations

(2.1)-(2.4) is given by

J = e−ρtU(C(t), H(t)) + λ(t)[Y (t) + iA(t)− C(t)− S(t)− ph(t)Ih(t)]+

+µ(t)[Ih(t)− δH(t)] + ε(t)[S(t)− πA(t)]. (A.1)

The �rst order conditions are then obtained by di�erentiating J with respect to the control

(C, Ih, S) and state variables (H,A):

∂J

∂C(t)
= 0 : e−ρtU ′C = λ(t), (A.2)

∂J

∂Ih(t)
= 0 : µ(t) = λ(t)ph(t), (A.3)

∂J

∂S(t)
= 0 : λ(t) = ε(t), (A.4)

∂J

∂H(t)
= −µ̇ : e−ρtU ′H = µ(t)δ − µ̇(t), (A.5)

∂J

∂A(t)
= −ε̇ : λ(t)i = πε(t)− ε̇(t). (A.6)

Di�erentiating (A.3) and (A.4) with respect to time yields

µ̇(t) = λ̇(t)ph(t) + λ(t)ṗh(t) (A.7)

λ̇(t) = ε̇(t) (A.8)
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Using (A.2) and (A.4) one can substitute out λ and ε from (A.6) and arrive at

e−ρtU ′C(i− π) = −ε̇(t). (A.9)

Then by plugging (A.3), (A.6) and (A.7) into (A.5) leads to

e−ρtU ′H = λ(t)[ph(t)δ − ṗh(t)]− ε̇ph(t). (A.10)

Once again, using (A.2) to substitute out λ from (A.10) and expressing −ε̇ gives

e−ρtU ′H − e−ρtU ′C [ph(t)δ − ṗh(t)]
ph(t)

= −ε̇(t). (A.11)

Finally, combining (A.11) and (A.9) gives the solution

U ′H
U ′C

= ph(t)[i+ δ − π − ṗh(t)/ph(t)]. (A.12)

34



C
E

U
eT

D
C

ol
le

ct
io

n

Appendix B: De�nition of variables

Micro-regional real house prices (Pit). Mean square meter price of transactions

(source: National Tax and Customs O�ce) in the micro-region de�ated with the consumer

price index (source: Hungarian Central Statistical O�ce).

County level real house prices (Pjt). The following hedonic regression was estimated

on transaction level data for each county:

ln pricei = α + (controls: sizei, typei, locationi) + year dummies + εi, (B.1)

where i = 1...Nj are the dwellings that were subject to a transaction between 2000 and

2010 in county j. Type controls include indicator variables for detached houses and for

block of �ats built from panels. Location controls include dummies for:

• the size of the city in which the dwelling is,

• being in the agglomeration of Lake Balaton,

• being in the agglomeration of Budapest.

In case of Budapest it also includes indicators for the most expensive and for the cheapest

districts. The coe�cients of the year dummies were then transformed to real price indices.

Housing stock (H). Stock of dwellings at the beginning of the year. Source: HCSO.

Population (POP ). Continuous registration of mid-year population. Source: HCSO.

Real per capita permanent income (Y/POP ). In order to capture permanent in-

come and lagged e�ects I set (Y/POP )it = 0.5INCit/CPIt + 0.3INCi,t−1/CPIt−1 +
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0.2INCi,t−2/CPIt−2, where INCit is the real personal income tax basis per number of per-

manent inhabitants for the micro-regional data (source: Hungarian Regional Database).

At the county level INCit is the average real net wage multiplied by the number of full

time employed and divided by population (source: HCSO).

User cost (UC). The user cost is proxied by i − (pj,t−1 − pj,t−2), where i is the average

mortgage rate (source: Central Bank of Hungary) and j indicates the county. Lagged

house price changes are used to capture expected capital gains. The reason for using the

county level changes is to reduce measurement error in UC. The average mortgage rate

is the weighted mortgage rates for housing loans denominated in di�erent currencies. The

weights are the amount of initiated loans in the appropriate currencies. Note that nominal

mortgage rates are used instead of real mortgage rates. The reason for this is that higher

nominal rates make loans front loaded, as wages are rigid. Therefore, higher nominal rates

should also have real e�ects.

Real construction cost (CCost). Gross average wages in the construction sector are

adjusted with the employer's contributions. Note that this variable is only available at the

county level. Source: HCSO.

Share of population aged 20 to 29 (POP20 − 29). Population as of 1st of January

aged 20 to 25 divided by POP . Source: HCSO.
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Appendix C: Additional estimation

results

First stage results for instrumenting per capita housing

stock

Table C.1: First stage results for Table 4.1
First-di�erence estimation

Dependent variable: (h/pop)i,t
IV(1) IV(2) IV(3) IV(4)

(h/pop)i,t−3 0.314 0.311 0.310 0.349
[0.039] [0.035] [0.035] [0.049]

ccosti,t−3 -0.006 -0.006 -0.006 -0.006
[0.004] [0.003] [0.003] [0.002]

(y/pop)it 0.022
[0.028]

pi,t−2 0.005 0.005 0.004
[0.002] [0.002] [0.002]

UCit -0.003 -0.005
[0.003] [0.004]

UCi,t−1 0.001 -0.000
[0.003] [0.003]

pop20− 29i,t−1 0.013
[0.001]

Year �xed e�ects Yes Yes Yes Yes
Obs. 862 862 865 865
R-squared 0.176 0.176 0.174 0.325
Regions 173 173 174 174
Standard errors are clustered by micro-region. All
variables are di�erenced and weighted by micro-
regional housing stock.
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Table C.2: First stage results for Table 5.1
Within estimation

Dependent variable: (h/pop)i,t
IV(1) IV(2) IV(3) IV(4)

trendt 0.009 0.009 0.009 0.013
[0.002] [0.002] [0.002] [0.002]

ccosti,t−3 0.016 0.015 0.015 0.000
[0.014] [0.014] [0.015] [0.008]

(y/pop)it -0.013
[0.025]

pi,t−2 0.002 0.004 -0.007
[0.005] [0.006] [0.008]

UCi,t 0.017 0.016
[0.011] [0.012]

UCi,t−1 0.004 0.002
[0.012] [0.013]

pop20− 29i,t−1 0.012
[0.003]

y07 0.000 0.000 -0.001 0.000
[0.003] [0.003] [0.002] [0.002]

y08 -0.000 -0.000 -0.001 0.002
[0.005] [0.005] [0.005] [0.005]

Obs. 1037 1037 1040 1040
R-squared 0.812 0.811 0.810 0.833
Regions 174 174 174 174

Standard errors are clustered by micro-region. All
variables are weighted by micro-regional housing
stock.
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Estimation results using di�erent weights

Table C.3: Micro-regional results using number of transactions in 2007 as weights.
First-di�erence estimation

Dependent variable: micro-regional log real house price (pi,t)
(1) (2) IV(1) IV(2) IV(3) IV(4)

pi,t−1 -0.005 -0.275 -0.246 -0.594 -0.294 -0.148
[0.056] [0.049] [0.058] [0.523] [0.174] [0.150]

(y/pop)it 0.795 0.530 0.385
[0.113] [0.243] [0.302]

(h/pop)it -0.458 -0.090 -4.805 -4.846 -3.737 -1.943
[0.518] [0.512] [1.057] [2.515] [1.072] [0.779]

pop20− 29it 0.069
[0.031]

UCit -0.253 -0.191 -0.176 -0.349 -0.124 -0.105
[0.033] [0.047] [0.048] [0.254] [0.141] [0.139]

Year �xed No Yes Yes Yes Yes Yes
e�ects
Obs. 1034 1034 861 861 861 861
R-squared 0.169 0.450 0.012 0.215 0.317 0.351
Regions 173 173 173 173 173 173
Note: standard errors in brackets are based on the clustered covari-
ance matrix by micro-regions. All variables are di�erenced (includ-
ing year �xed e�ects and instruments) and weighted by the square
root of transactions. y/pop - log per capita permanent income,
h/pop - log per capita stock of dwellings, UC - user cost, pop20−29
- percent of population aged between 20 and 29. In IV(1) (h/pop)it
assumed to be endogenous (instruments: (h/pop)i,t−3 , ccosti,t−3),
in IV(2) h/popit and pi,t−1 assumed to be endogenous (instruments:
(h/pop)i,t−3, ccosti,t−3, pi,t−2), in IV(3) (h/pop)it, UCit and pi,t−1
assumed endogenous (instruments: (h/pop)i,t−3, ccosti,t−3, pi,t−2,
UCt−1) and in IV(4) (h/pop)it, UCit, pi,t−1 and pop20−29i,t assumed
endogenous (instruments: (h/pop)i,t−3, ccosti,t−3, pi,t−2, UCt−1 and
pop20− 29i,t−1).
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Table C.4: County level results using number of transactions in 2007 as weights.
First-di�erence estimation

Dependent variable: county level log real house price (pj,t)
(1) IV(1') IV(2') IV(3') IV(4') IV(5)

pj,t−1 0.394 0.369 0.233 0.311 0.040 0.036
[0.066] [0.069] [0.117] [0.116] [0.067] [0.066]

(y/pop)jt 0.669 0.500 0.703 0.415
[0.134] [0.156] [0.191] [0.212]

(h/pop)jt -2.436 -2.979 -3.394 -2.637 -2.719 -2.388
[0.246] [0.346] [0.289] [0.374] [0.524] [0.839]

pop20− 29jt 0.034 0.044
[0.011] [0.019]

crisist -0.039 -0.007 -0.005
[0.009] [0.008] [0.007]

mratet -1.108 -0.867 -0.583 -0.419 -0.160 -0.202
[0.233] [0.266] [0.200] [0.190] [0.162] [0.176]

Obs. 160 140 140 140 140 140
R-squared 0.728 0.714 0.701 0.736 0.544 0.543
Counties 20 20 20 20 20 20
Note: standard errors in brackets are based on the clustered co-
variance matrix by counties. All variables are di�erenced (in-
cluding year �xed e�ects and instruments) and weighted by the
square root of transactions. y/pop - log per capita perma-
nent income, h/pop - log per capita stock of dwellings, mrate
- mortgage rate, pop20 − 29 - percent of population aged be-
tween 20 and 29, crisis - 1 if t = 2009 or t = 2010, 0 other-
wise. In IV(1') (h/pop)jt assumed to be endogenous (instruments:
(h/pop)j,t−3, ccostj,t−3), in IV(2')-IV(4') h/popjt and pj,t−1 assumed
to be endogenous (instruments: (h/pop)j,t−3, ccostj,t−3, pj,t−2) and
in IV(5) (h/pop)it, pop20− 29jt and pi,t−1 assumed endogenous (in-
struments: (h/pop)j,t−3, ccostj,t−3, pj,t−2, pop20− 29j,t−1).
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Table C.5: Micro-regional results using population in 2000 as weights.
First-di�erence estimation

Dependent variable: micro-regional log real house price (pi,t)
(1) (2) IV(1) IV(2) IV(3) IV(4)

pi,t−1 -0.116 -0.354 -0.329 -0.293 -0.285 -0.183
[0.050] [0.045] [0.055] [0.225] [0.149] [0.135]

(y/pop)it 0.894 0.528 0.416
[0.124] [0.255] [0.325]

(h/pop)it -0.459 0.156 -4.421 -3.310 -3.282 -1.780
[0.461] [0.501] [1.144] [1.188] [1.027] [0.810]

pop20− 29it 0.082
[0.033]

UCit -0.275 -0.218 -0.199 -0.192 -0.182 -0.137
[0.037] [0.047] [0.051] [0.111] [0.183] [0.189]

Year �xed No Yes Yes Yes Yes Yes
e�ects
Obs. 1034 1034 861 861 861 861
R-squared 0.148 0.392 0.054 0.278 0.278 0.290
Regions 173 173 173 173 173 173
Note: standard errors in brackets are based on the clustered covari-
ance matrix by micro-regions. All variables are di�erenced (includ-
ing year �xed e�ects and instruments) and weighted by the square
root of population. y/pop - log per capita permanent income, h/pop
- log per capita stock of dwellings, UC - user cost, pop20−29 - per-
cent of population aged between 20 and 29. In IV(1) (h/pop)it
assumed to be endogenous (instruments: (h/pop)i,t−3 , ccosti,t−3),
in IV(2) h/popit and pi,t−1 assumed to be endogenous (instruments:
(h/pop)i,t−3, ccosti,t−3, pi,t−2), in IV(3) (h/pop)it, UCit and pi,t−1
assumed endogenous (instruments: (h/pop)i,t−3, ccosti,t−3, pi,t−2,
UCt−1) and in IV(4) (h/pop)it, UCit, pi,t−1 and pop20−29i,t assumed
endogenous (instruments: (h/pop)i,t−3, ccosti,t−3, pi,t−2, UCt−1 and
pop20− 29i,t−1).
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Table C.6: County level results using population in 2000 as weights.
First-di�erence estimation

Dependent variable: county level log real house price (pj,t)
(1) IV(1') IV(2') IV(3') IV(4') IV(5)

pj,t−1 0.391 0.371 0.255 0.326 0.026 0.022
[0.061] [0.063] [0.123] [0.122] [0.066] [0.067]

(y/pop)jt 0.640 0.425 0.595 0.334
[0.131] [0.137] [0.190] [0.214]

(h/pop)jt -2.299 -3.012 -3.299 -2.624 -2.835 -2.565
[0.218] [0.303] [0.276] [0.374] [0.465] [0.738]

pop20− 29jt 0.032 0.041
[0.011] [0.019]

crisist -0.037 -0.001 0.000
[0.011] [0.009] [0.008]

mratet -1.188 -0.935 -0.681 -0.543 -0.173 -0.203
[0.248] [0.259] [0.206] [0.207] [0.177] [0.194]

Obs. 160 140 140 140 140 140
R-squared 0.715 0.686 0.673 0.707 0.473 0.475
Counties 20 20 20 20 20 20
Note: standard errors in brackets are based on the clustered co-
variance matrix by counties. All variables are di�erenced (in-
cluding year �xed e�ects and instruments) and weighted by the
square root of population. y/pop - log per capita permanent in-
come, h/pop - log per capita stock of dwellings, mrate - mort-
gage rate, pop20 − 29 - percent of population aged between
20 and 29, crisis - 1 if t = 2009 or t = 2010, 0 other-
wise. In IV(1') (h/pop)jt assumed to be endogenous (instruments:
(h/pop)j,t−3, ccostj,t−3), in IV(2')-IV(4') h/popjt and pj,t−1 assumed
to be endogenous (instruments: (h/pop)j,t−3, ccostj,t−3, pj,t−2) and
in IV(5) (h/pop)it, pop20− 29jt and pi,t−1 assumed endogenous (in-
struments: (h/pop)j,t−3, ccostj,t−3, pj,t−2, pop20− 29j,t−1).
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