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Introduction

The concept of eigenvalue is basically related to linear algebra or matrix theory but it can be
extended to differential operators. The study of eigenvalues has received much attention from many
mathematicians throughout the years. We just remember that Euler, Lagrange, Cauchy, Hermite,
Hilbert, Weierstrass, Fourier, Poincaré examined, among others, different eigenvalue problems.

In this thesis we will study eigenvalue problems associated with some elliptic partial differential
operators. In a very general framework the model equations that will be considered here have one of
the forms

−div(ϕ(x,∇u)) = λf(x, u) (0.1)

or

−
N∑

i=1

∂xi(ϕi(x, ∂xiu)) = λf(x, u) , (0.2)

where in the left-hand side we consider elliptic differential operators that can be linear or nonlinear,
homogeneous or nonhomogeneous, while in the right-hand side λ is a real number and f is a given
function. In this context, the concept of eigenvalue reads as follows: λ is an eigenvalue of problem (0.1)
(or (0.2)) if the problem possesses a non-trivial solution u (here, solutions are understood in the sense
of distributions).

Regarding the differential operators in the left-hand side of equations (0.1), (0.2), several important
particular cases are included, such as: the Laplace operator (obtained if we take ϕ(x,∇u) = ∇u in
(0.1)), the p-Laplace operator (obtained if we take ϕ(x,∇u) = |∇u|p−2∇u in (0.1) with p ∈ (1,∞), a
given real number), the p(x)-Laplace operator (obtained if we take ϕ(x,∇u) = |∇u|p(x)−2∇u in (0.1)
with p(x) > 1, a given continuous function) or anisotropic operators given by equation (0.2).

A short description of this thesis is presented in what follows. The thesis is divided into five chapters.

The first chapter is entitled “Function spaces”. The goal of this chapter is to offer a description
of the variable exponent Lebesgue-Sobolev spaces and Orlicz-Sobolev spaces which are needed in the
study of different eigenvalue problems that will be presented in the subsequent chapters.

The second chapter, entitled “Eigenvalue problems involving the Laplace operator”, comprises three
sections. In the first section (based on paper [60]) an eigenvalue problem with a homogeneous Dirichlet
boundary condition is analyzed. More exactly, in this section we highlight the case of an eigenvalue
problem involving the Laplace operator which possesses, on the one hand, a continuous family of
eigenvalues and, on the other hand, at least one more eigenvalue which is isolated in the set of eigenvalues
of that problem. The second section (based on paper [50]) is devoted to the study of an eigenvalue
problem on a bounded domain for the Laplace operator with a nonlinear Robin-like boundary condition.
For that problem the existence, isolation and simplicity of the first two eigenvalues are proved. In the
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third section (based on paper [47]) we study an eigenvalue problem, involving a homogeneous Neumann
boundary condition, in a smooth bounded domain. We show that the problem possesses, on the one
hand, a continuous family of eigenvalues and, on the other hand, exactly one more eigenvalue which is
isolated in the set of eigenvalues of the problem.

The third chapter is entitled “Eigenvalue problems involving variable exponent growth conditions”
and comprises seven sections. The first part of section one remembers some known facts (obtained by
X. Fan, Q. Zhang and D. Zhao in [30]) on the eigenvalue problem




−∆p(x)u = λ|u|p(x)−2u in Ω,

u = 0 on ∂Ω ,

where Ω ⊂ RN is a bounded domain with smooth boundary ∂Ω, p : Ω → (1,∞) is a continuous
function, ∆p(x)u := div(|∇u|p(x)−2∇u) stands for the p(x)-Laplace operator and λ is a real number.
The results in [30] are supplemented in the second part of this section by some new advances based on
paper [63]. The second section of this chapter points out some known results on the eigenvalue problem




−∆p(x)u = λ|u|q(x)−2u in Ω,

u = 0 on ∂Ω ,

where Ω ⊂ RN is a bounded domain with smooth boundary ∂Ω, p, q : Ω → (1,∞) are two continuous
functions (p 6≡ q). The third section (based on paper [65]) discusses an eigenvalue problem involving
the p(x)-Laplace operator plus a non-local term. In this section the existence of a continuous family
(an interval) of eigenvalues at the right of the origin is established. The forth section of this chapter
is based on the results in [55]. More exactly, in this section the following boundary value problem is
studied 



−div((|∇u|p1(x)−2 + |∇u|p2(x)−2)∇u) = λ|u|q(x)−2u in Ω,

u = 0 on ∂Ω ,

where Ω is a bounded domain in RN with smooth boundary, λ is a positive real number, and the
continuous functions p1, p2, and q satisfy 1 < p2(x) < q(x) < p1(x) < N and maxy∈Ω q(y) < Np2(x)

N−p2(x)

for any x ∈ Ω. The main result of this section establishes the existence of two positive constants λ0

and λ1 with λ0 ≤ λ1 such that any λ ∈ [λ1,∞) is an eigenvalue, while no λ ∈ (0, λ0) is an eigenvalue
of the above problem. Next, in section five, an optimization result is presented in connection with a
class of eigenvalue problems for which the problem in section four is a particular case. The results in
section five are based on paper [61]. In section six an eigenvalue problem involving variable exponents
is studied on an unbounded domain. The results in section six are based on paper [57]. The last section
of chapter three is devoted to the study of some anisotropic eigenvalue problems involving variable
growth conditions. The results therein are based on papers [53], [54], [49], [48].
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The fourth chapter is entitled “Eigenvalue problems in Orlicz-Sobolev spaces” and is divided into
four sections. In the first section the nonlinear eigenvalue problem




−div(a(|∇u|)∇u) = λ|u|q(x)−2u in Ω,

u = 0 on ∂Ω

is examined, where Ω is a bounded open set in RN with smooth boundary, q is a continuous function,
and a is a nonhomogeneous potential. Sufficient conditions on a and q are established such that the
above nonhomogeneous quasilinear problem has continuous families of eigenvalues. The abstract results
of this section are illustrated by the cases a(t) = tp−2 log(1 + tr) and a(t) = tp−2[log(1 + t)]−1. The
results of this section are based on paper [59]. The second section of chapter four is devoted to the
study of the boundary value problem




−div((a1(|∇u|+ a2(|∇u|))∇u) = λ|u|q(x)−2u in Ω,

u = 0 on ∂Ω ,

where Ω is a bounded domain in RN (N ≥ 3) with smooth boundary, λ is a positive real number, q

is a continuous function and a1, a2 are two mappings such that a1(|t|)t, a2(|t|)t are increasing homeo-
morphisms from R to R. Sufficient conditions on a1, a2 and q are established such that for the above
nonhomogeneous quasilinear problem there exist two positive real constants λ0 and λ1 with λ0 ≤ λ1

such that every λ ∈ [λ1,∞) is an eigenvalue of the above problem, while no λ ∈ (0, λ0) is an eigenvalue
of the same problem. The results of this section are based on paper [58]. Next, in section three, an
optimization result is presented in connection with a class of eigenvalue problems for which the problem
in section two is a particular case. The results in section three are based on paper [62]. Finally, in sec-
tion four we consider a class of anisotropic eigenvalue problems involving an elliptic, nonhomogeneous
differential operator on a bounded domain of RN with smooth boundary. Some results regarding the
existence or non-existence of eigenvalues are obtained. In each case the competition between the growth
rates of the anisotropic coefficients plays an essential role in the description of the set of eigenvalues.
This section is based on the results in [51] and [52].

Finally, chapter five of this thesis is entitled “Eigenvalue problems for difference equations” and
comprises two sections. The first section is based on paper [45]. In this section an eigenvalue problem
is analyzed in the framework of difference equations. It is shown that there exist two positive constants
λ0 and λ1 verifying λ0 ≤ λ1 such that no λ ∈ (0, λ0) is an eigenvalue of the problem, while every
λ ∈ [λ1,∞) is an eigenvalue of the problem. Some estimates for λ0 and λ1 are also given. The second
section of chapter five presents some results which are based on paper [64]. More exactly, in this section
the existence of a continuous spectrum for a family of anisotropic discrete boundary value problems is
established.
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Chapter 1

Function spaces

In this chapter we introduce the definitions and basic properties of variable exponent Lebesgue-Sobolev
spaces and Orlicz-Sobolev spaces. Even if both of these function spaces are particular cases of the so
called Orlicz-Musielak spaces we prefer to introduce them separately in order to facilitate an easier
understanding of their properties. For definitions and properties of Orlicz-Musielak spaces we refer to
J. Musielak’s [66] and M. Mihăilescu & V. Rădulescu’s paper [56]. The classical Lebesgue and Sobolev
spaces will be obtained as particular cases of the more general function spaces presented below.

1.1 Variable exponent Lebesgue-Sobolev spaces

In this section we provide a brief review of the basic properties of the variable exponent Lebesgue-
Sobolev spaces. For more details we refer to the book by J. Musielak [66] and the papers by D. E.
Edmunds et al. [21, 22, 23], O. Kovacik & J. Rákosńık [43], and S. Samko & B. Vakulov [74].

In the following, let Ω ⊂ RN be an open set and denote by |Ω| the N -dimensional Lebesgue measure
of the set Ω. For any Lipschitz continuous function p : Ω → (1,∞) we denote

p− = ess infx∈Ωp(x) and p+ = ess supx∈Ωp(x) .

Usually it is assumed that p+ < +∞, since this condition is known to imply many desirable features
for the associated variable exponent Lebesgue space Lp(·)(Ω). This function space is defined by

Lp(·)(Ω) =
{

u; u is a measurable real-valued function such that
∫

Ω
|u(x)|p(x) dx < ∞

}
.

On this space we define a norm, the so-called Luxemburg norm, by the formula

|u|p(·) = inf

{
µ > 0;

∫

Ω

∣∣∣∣
u(x)
µ

∣∣∣∣
p(x)

dx ≤ 1

}
.

The variable exponent Lebesgue space is a special case of an Orlicz-Musielak space. For constant
functions p, Lp(·)(Ω) reduces to the classical Lebesgue space Lp(Ω), endowed with the standard norm

‖u‖Lp(Ω) :=
(∫

Ω
|u(x)|pdx

)1/p

.

1
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1. Function spaces 2

We recall that variable exponent Lebesgue spaces are separable and reflexive Banach spaces. If 0 <

|Ω| < ∞ and p1, p2 are variable exponents such that p1(x) ≤ p2(x) everywhere in Ω then there exists
the continuous embedding Lp2(·)(Ω) ↪→ Lp1(·)(Ω).

We denote by Lp
′
(·)(Ω) the conjugate space of Lp(·)(Ω), where 1/p(x) + 1/p

′
(x) = 1. For any

u ∈ Lp(·)(Ω) and v ∈ Lp
′
(·)(Ω) the Hölder type inequality

∣∣∣∣
∫

Ω
uv dx

∣∣∣∣ ≤
(

1
p−

+
1

p′
−

)
|u|p(·)|v|p′ (·) (1.1)

holds true.
Moreover, if p1, p2, p3 : Ω → (1,∞) are three Lipschitz continuous functions such that 1/p1(x) +

1/p2(x) + 1/p3(x) = 1 then for any u ∈ Lp1(·)(Ω), v ∈ Lp2(·)(Ω) and w ∈ Lp3(·)(Ω) the following
inequality holds (see [28, Proposition 2.5])

∣∣∣∣
∫

Ω
uvw dx

∣∣∣∣ ≤
(

1
p−1

+
1
p−2

+
1
p−3

)
|u|p1(·) |v|p2(·) |w|p3(·) . (1.2)

An important role in manipulating the generalized Lebesgue–Sobolev spaces is played by the modular
of the Lp(·)(Ω) space, which is the mapping ρp(·) : Lp(·)(Ω) → R defined by

ρp(·)(u) =
∫

Ω
|u(x)|p(x) dx.

Lebesgue–Sobolev spaces with p+ = +∞ have been investigated in [21, 43]. In such a case we
denote Ω∞ = {x ∈ Ω; p(x) = +∞} and define the modular by setting

ρp(·)(u) =
∫

Ω\Ω∞
|u(x)|p(x) dx + ess supx∈Ω∞ |u(x)| .

If (un), u ∈ Lp(·)(Ω) then the following relations hold true

|u|p(·) > 1 ⇒ |u|p−p(·) ≤ ρp(·)(u) ≤ |u|p+

p(·) , (1.3)

|u|p(·) < 1 ⇒ |u|p+

p(·) ≤ ρp(·)(u) ≤ |u|p−p(·) , (1.4)

|un − u|p(x) → 0 ⇔ ρp(·)(un − u) → 0 . (1.5)

Next, we define the variable exponent Sobolev space

W 1,p(·)(Ω) = {u ∈ Lp(·)(Ω) : |∇u| ∈ Lp(·)(Ω)}.

On W 1,p(·)(Ω) we may consider one of the following equivalent norms

‖u‖p(·) = |u|p(·) + |∇u|p(·)

or

‖u‖ = inf

{
µ > 0;

∫

Ω

(∣∣∣∣
∇u(x)

µ

∣∣∣∣
p(x)

+
∣∣∣∣
u(x)
µ

∣∣∣∣
p(x)

)
dx ≤ 1

}
,
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1. Function spaces 3

where, in the definition of ‖u‖p(·), |∇u|p(·) stands for the Luxemburg norm of |∇u|.
We also define W

1,p(·)
0 (Ω) as the closure of C∞

0 (Ω) in W 1,p(·)(Ω). Assuming p− > 1, then the function
spaces W 1,p(·)(Ω) and W

1,p(·)
0 (Ω) are separable and reflexive Banach spaces. Set

%p(·)(u) =
∫

Ω

(|∇u(x)|p(x) + |u(x)|p(x)
)
dx.

For all (un), u ∈ W
1,p(·)
0 (Ω) the following relations hold

‖u‖ > 1 ⇒ ‖u‖p− ≤ %p(·)(u) ≤ ‖u‖p+
, (1.6)

‖u‖ < 1 ⇒ ‖u‖p+ ≤ %p(·)(u) ≤ ‖u‖p− , (1.7)

‖un − u‖ → 0 ⇔ %p(·)(un − u) → 0 . (1.8)

We remember some embedding results regarding variable exponent Lebesgue–Sobolev spaces. If p, q :
Ω → (1,∞) are Lipschitz continuous and p+ < N and p(x) ≤ q(x) ≤ p?(x) for any x ∈ Ω where p?(x) =
Np(x)/(N − p(x)), then there exists a continuous embedding W

1,p(·)
0 (Ω) ↪→ Lq(·)(Ω). Furthermore,

assuming that Ω0 is a bounded subset of Ω, then the embedding W
1,p(·)
0 (Ω0) ↪→ Lq(·)(Ω0) is continuous

and compact, provided that 1 ≤ q(x) < p?(x) for any x ∈ Ω, where p?(x) = Np(x)/(N − p(x)) if
p(x) < N and p?(x) = ∞ if p(x) ≥ N . Furthermore, in this last case on the Sobolev space W

1,p(·)
0 (Ω0)

we can consider the equivalent norm
‖u‖0 = |∇u|p(·) .

Finally, we consider the case when Ω ⊂ RN is open and bounded. In this case we introduce a
natural generalization of the variable exponent Sobolev space W

1,p(·)
0 (Ω) that will enable us to study

with sufficient accuracy problems involving anisotropic variable exponent operators. For this purpose,
let us denote by

→
p : Ω → RN the vectorial function

→
p = (p1, ..., pN ), where pi : Ω → (1,∞) are

continuous functions for each i ∈ {1, ..., N}. We define W
1,
→
p (·)

0 (Ω), the anisotropic variable exponent
Sobolev space, as the closure of C∞

0 (Ω) with respect to the norm

‖u‖→
p (·) =

N∑

i=1

|∂xiu|pi(·) .

As it was pointed out in [54], W
1,
→
p (·)

0 (Ω) is a reflexive Banach space.
We also point out that in the case when pi : Ω → (1,∞) are constant functions for any i ∈

{1, .., N} the resulting anisotropic Sobolev space is denoted by W 1,
→
p

0 (Ω), where
→
p is the constant

vector (p1, ..., pN ). The theory of such spaces was developed in [32, 77, 69, 70, 76, 67].

On the other hand, in order to facilitate the manipulation of space W
1,
→
p (·)

0 (Ω) we introduce
→
P+,

→
P− ∈ RN as

→
P+ = (p+

1 , ..., p+
N ),

→
P− = (p−1 , ..., p−N ) ,
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1. Function spaces 4

and P+
+ , P+

− , P−
− ∈ R+ as

P+
+ = max{p+

1 , ..., p+
N}, P+

− = max{p−1 , ..., p−N}, P−
− = min{p−1 , ..., p−N} .

Here we always assume that
N∑

i=1

1
p−i

> 1, (1.9)

and define P ?− ∈ R+ and P−,∞ ∈ R+ by

P ?
− =

N∑N
i=1 1/p−i − 1

, P−,∞ = max{P+
− , P ?

−} .

We recall that if s : Ω → (1,∞) is continuous and satisfies 1 < s(x) < P−,∞ for all x ∈ Ω, then the

embedding W
1,
→
p (·)

0 (Ω) ↪→ Ls(·)(Ω) is compact (see [54, Theorem 1] or [53]).

1.2 Orlicz-Sobolev spaces

We first recall some basic facts about Orlicz spaces. For more details we refer to the books by D. R.
Adams & L. L. Hedberg [4], R. Adams [3], J. Musielak [66] and M. M. Rao & Z. D. Ren [71] and the
papers by Ph. Clément et al. [18, 19], M. Garciá-Huidobro et al. [33] and J. P. Gossez [37].

In the following, let Ω ⊂ RN be an open and bounded set and denote by |Ω| the N -dimensional
Lebesgue measure of set Ω. Assume ϕ : R → R is an odd, increasing homeomorphism from R onto R.
Define

Φ(t) =
∫ t

0
ϕ(s) ds, Φ?(t) =

∫ t

0
ϕ−1(s) ds .

We observe that Φ is a Young function, that is, Φ(0) = 0, Φ is convex, and limt→∞Φ(t) = +∞.
Furthermore, since Φ(t) = 0 if and only if t = 0, limt→0 Φ(t)/t = 0, and limt→∞Φ(t)/t = +∞, then Φ
is called an N–function. Function Φ? is called the complementary function of Φ, and it satisfies

Φ?(t) = sup{st− Φ(s); s ≥ 0}, for all t ≥ 0 .

We also observe that Φ? is also an N–function and Young’s inequality holds true

st ≤ Φ(s) + Φ?(t), for all s, t ≥ 0 .

The Orlicz space LΦ(Ω) defined by the N–function Φ (see [4, 3, 18]) is the space of measurable
functions u : Ω → R such that

‖u‖LΦ
:= sup

{∫

Ω
uv dx;

∫

Ω
(Φ)?(|g|) dx ≤ 1

}
< ∞ .

Then (LΦ(Ω), ‖ · ‖LΦ
) is a Banach space whose norm is equivalent to the Luxemburg norm

‖u‖Φ := inf
{

k > 0;
∫

Ω
Φ

(
u(x)

k

)
dx ≤ 1

}
.
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For Orlicz spaces Hölder’s inequality reads as follows (see [71, Inequality 4, p. 79]):
∫

Ω
uvdx ≤ 2 ‖u‖LΦ

‖v‖LΦ? for all u ∈ LΦ(Ω) and v ∈ LΦ?(Ω) .

We denote by W 1LΦ(Ω) the Orlicz-Sobolev space defined by

W 1LΦ(Ω) :=
{

u ∈ LΦ(Ω);
∂u

∂xi
∈ LΦ(Ω), i = 1, ..., N

}
.

This is a Banach space with respect to the norm

‖u‖1,Φ := ‖u‖Φ + ‖|∇u|‖Φ .

We also define the Orlicz-Sobolev space W 1
0 LΦ(Ω) as the closure of C∞

0 (Ω) in W 1LΦ(Ω). By [37,
Lemma 5.7] we obtain that on W 1

0 LΦ(Ω) we may consider the equivalent norm

‖u‖0,Φ := ‖|∇u|‖Φ .

Moreover, it can be proved that the above norm is equivalent with the following norm

‖u‖0,1,Φ =
N∑

j=1

‖∂ju‖Φi ,

(see [52, Proposition 1] or [51]).
For an easier manipulation of Orlicz-Sobolev spaces we define

(p)0 := inf
t>0

tϕ(t)
Φ(t)

and (p)0 := sup
t>0

tϕ(t)
Φ(t)

.

We assume that we have
1 < (p)0 ≤ tϕ(t)

Φ(t)
≤ (p)0 < ∞, ∀ t ≥ 0 . (1.10)

The above relation implies that Φ satisfies the ∆2-condition, i.e.

Φ(2t) ≤ KΦ(t), ∀ t ≥ 0 , (1.11)

where K is a positive constant (see [56, Proposition 2.3]).
Furthermore, we assume that function Φ satisfies the following condition

the function [0,∞) 3 t → Φ(
√

t) is convex . (1.12)

Conditions (1.11) and (1.12) assure that the Orlicz space LΦ(Ω) is a uniformly convex space and, thus,
a reflexive Banach space (see [56, Proposition 2.2]). That fact implies that the Orlicz-Sobolev space
W 1

0 LΦ(Ω) is also a reflexive Banach space.

Examples. We point out certain examples of functions ϕ : R → R which are odd, increasing home-
omorphisms from R onto R and satisfy conditions (1.10) and (1.12). For more details the reader can
consult [19, Examples 1-3, p. 243].
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1) Let
ϕ(t) = |t|p−2t, ∀ t ∈ R ,

with p > 1. For this function it can be proved that

(p)0 = (p)0 = p .

2) Consider
ϕ(t) = log(1 + |t|r)|t|p−2t, ∀ t ∈ R ,

with p, r > 1. In this case it can be proved that

(p)0 = p, (p)0 = p + r .

3) Let

ϕ(t) =
|t|p−2t

log(1 + |t|) , if t 6= 0, ϕ(0) = 0 ,

with p > 2. In this case we have
(p)0 = p− 1, (p)0 = p .

Finally, we introduce a natural generalization of the Orlicz-Sobolev space W 1
0 LΦ(Ω) that will enable

us to study with sufficient accuracy problems involving anisotropic differential operators. For this
purpose, assume ϕi : R → R, i ∈ {1, ..., N}, are odd, increasing homeomorphisms from R onto R.
Define

Φi(t) =
∫ t

0
ϕi(s) ds, for all t ∈ R, i ∈ {1, ..., N} ,

and
(pi)0 := inf

t>0

tϕi(t)
Φi(t)

and (pi)0 := sup
t>0

tϕi(t)
Φi(t)

, i ∈ {1, ..., N} .

Assume that ϕi and Φi satisfy conditions (1.10) and (1.12). Let us denote by
→
Φ : Ω → RN the

vectorial function
→
Φ = (Φ1, ..., ΦN ), where Φi(t) =

∫ t
0 ϕi(s) ds. We define W 1

0 L→
Φ
(Ω), the anisotropic

Orlicz-Sobolev space, as the closure of C∞
0 (Ω) with respect to the norm

‖u‖→
Φ

=
N∑

i=1

|∂iu|Φi
.

It is natural to endow space W 1
0 L→

Φ
(Ω) with the norm ‖ · ‖→

Φ
since Proposition 1 in [52] is valid. In the

case when Φi(t) = |t|θi , where θi are constants for any i ∈ {1, .., N} the resulting anisotropic Sobolev

space is denoted by W 1,
→
θ

0 (Ω), where
→
θ is the constant vector (θ1, ..., θN ). The theory of such spaces was

developed in [32, 77, 69, 70, 76, 67]. It was proved that W 1,
→
θ

0 (Ω) is a reflexive Banach space for any
→
θ ∈

RN with θi > 1 for all i ∈ {1, .., N}. This result can be easily extended to W 1
0 L→

Φ
(Ω). Indeed, denoting
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by X = LΦ1(Ω) × ... × LΦN
(Ω) and considering operator T : W 1

0 L→
Φ
(Ω) → X, defined by T (u) = ∇u,

it is clear that W 1
0 L→

Φ
(Ω) and X are isometric by T , since ‖Tu‖X =

∑N
i=1 |∂iu|Φi

= ‖u‖→
Φ
. Thus,

T (W 1
0 L→

Φ
(Ω)) is a closed subspace of X, which is a reflexive Banach space. By [13, Proposition III.17]

it follows that T (W 1
0 L→

Φ
(Ω)) is reflexive and, consequently, W 1

0 L→
Φ
(Ω) is a reflexive Banach space too.

On the other hand, in order to facilitate the manipulation of space W 1
0 L→

Φ
(Ω) we introduce

→
P 0,

→
P0 ∈ RN as →

P 0 = ((p1)0, ..., (pN )0),
→
P0 = ((p1)0, ..., (pN )0),

and (P 0)+, (P0)+, (P0)− ∈ R+ as

(P 0)+ = max{(p1)0, ..., (pN )0}, (P0)+ = max{(p1)0, ..., (pN )0}, (P0)− = min{(p1)0, ..., (pN )0}.

We assume that
N∑

i=1

1
(pi)0

> 1, (1.13)

and define P ?
0 ∈ R+ and P0,∞ ∈ R+ by

(P0)? =
N∑N

i=1 1/(pi)0 − 1
, P0,∞ = max{(P0)+, (P0)?} .

Then, for any q ∈ C(Ω) verifying

1 < q(x) < P0,∞ for all x ∈ Ω,

the embedding
W 1

0 L→
Φ
(Ω) ↪→ Lq(·)(Ω)

is compact (see, [52, Lemma 1] or [51]).
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Chapter 2

Eigenvalue problems involving the
Laplace operator

In this chapter we study three eigenvalue problems on bounded domains associated with the Laplace
operator. We will assume that the first eigenvalue problem involves the Dirichlet homogeneous boundary
condition, the second problem involves a nonlinear Robin boundary condition while the third problem
involves the Neumann homogeneous boundary condition.

2.1 An eigenvalue problem for the Laplace operator with the Dirich-
let homogeneous boundary condition

Throughout this section we assume that Ω ⊂ RN is a bounded domain with smooth boundary. By an
eigenvalue problem involving the Laplace operator with homogeneous boundary condition we under-
stand a problem of the type 



−∆u = λf(x, u), in Ω

u = 0, on ∂Ω ,
(2.1)

where f : Ω×R → R is a given function and λ ∈ R is a real number. We say that λ is an eigenvalue
of problem (2.1) if there exists u ∈ H1

0 (Ω) \ {0} such that for any v ∈ H1
0 (Ω),

∫

Ω
∇u∇v dx− λ

∫

Ω
f(x, u)v dx = 0 .

Moreover, if λ is an eigenvalue of problem (2.1) then u ∈ H1
0 (Ω) \ {0} given in the above definition

is called the eigenfunction corresponding to the eigenvalue λ. We are interested in finding positive
eigenvalues for problems of type (2.1).

The study of eigenvalue problems involving the Laplace operator guides our mind back to a basic
result in the elementary theory of partial differential equations which asserts that the problem below

8
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2. Eigenvalue problems involving the Laplace operator 9

(which represents a particular case of problem (2.1), obtained when f(x, u) = u)



−∆u = λu, in Ω

u = 0, on ∂Ω ,
(2.2)

possesses an unbounded sequence of eigenvalues 0 < λ1 < λ2 ≤ ... ≤ λn ≤ .... This celebrated result
goes back to the Riesz-Fredholm theory of self-adjoint and compact operators on Hilbert spaces.

In what concerns λ1, the lowest eigenvalue of problem (2.2), we remember that it can be character-
ized from a variational point of view as the minimum of the Rayleigh quotient, that is,

λ1 = inf
u∈H1

0 (Ω)\{0}

∫

Ω
|∇u|2 dx

∫

Ω
u2 dx

. (2.3)

Moreover, it is known that λ1 is simple, that is, all the associated eigenfunctions are merely multiples
of each other (see, e.g. Gilbarg and Trudinger [35]). Furthermore, the corresponding eigenfunctions of
λ1 never change signs in Ω.

Going further, another type of eigenvalue problems involving the Laplace operator (obtained in the
case when we take in (2.1), f(x, u) = |u|p−2u) is given by the nonlinear model equation




−∆u = λ|u|p−2u, in Ω

u = 0, on ∂Ω ,
(2.4)

where p ∈ (1, 2∗) \ {2} is a given real number and 2∗ denotes the critical Sobolev exponent, that is,

2∗ =





2N

N − 2
if N ≥ 3

+∞ if N ∈ {1, 2}.
Using a mountain-pass argument if p > 2 or the fact that the energy functional associated to problem
(2.4) has a nontrivial (global) minimum point for any positive λ if p < 2, it can be proved that each
λ > 0 is an eigenvalue of problem (2.4). Thus, in the case of problem (2.4) the set of eigenvalues consists
of a continuous family, namely the interval (0,∞).

Motivated by the above results on problems (2.2) and (2.4) which show that the eigenvalue problems
involving the Laplace operator can lead to a discrete spectrum (see the case of problem (2.2)) or a
continuous spectrum (see the case of problem (2.4) ) we consider it important to supplement the above
situations by studying a new eigenvalue problem involving the Laplace operator which possesses, on
the one hand, a continuous family of eigenvalues and, on the other hand, at least one more eigenvalue
which is isolated in the set of eigenvalues of that problem.

We study problem (2.1) in the case when

f(x, t) =





h(x, t), if t ≥ 0

t, if t < 0 ,
(2.5)
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2. Eigenvalue problems involving the Laplace operator 10

where h : Ω× [0,∞) → R is a Carathéodory function satisfying the following hypotheses

(H1) there exists a positive constant C ∈ (0, 1) such that |h(x, t)| ≤ Ct for any t ≥ 0 and a.e. x ∈ Ω;

(H2) there exists t0 > 0 such that H(x, t0) :=
∫ t0
0 h(x, s) ds > 0, for a.e. x ∈ Ω;

(H3) limt→∞
h(x,t)

t = 0, uniformly in x.

Examples. We point out certain examples of functions h which satisfy hypotheses (H1)-(H3):
1. h(x, t) = sin (t/2), for any t ≥ 0 and any x ∈ Ω;

2. h(x, t) = k log(1 + t), for any t ≥ 0 and any x ∈ Ω, where k ∈ (0, 1) is a constant;

3. h(x, t) = g(x)(tq(x)−1 − tp(x)−1), for any t ≥ 0 and any x ∈ Ω, where p, q : Ω → (1, 2) are
continuous functions satisfying maxΩ p < minΩ q, and g ∈ L∞(Ω) satisfies 0 < infΩ g ≤ supΩ g < 1.

The main result of this section establishes a striking property of eigenvalue problem (2.1), provided
that f is defined as in (2.5) and satisfies the above assumptions. More precisely, we prove that the
first eigenvalue of the Laplace operator in H1

0 (Ω) is an isolated eigenvalue of (2.1) and, moreover, any
λ sufficiently large is an eigenvalue, while the interval (0, λ1) does not contain any eigenvalue. This
shows that problem (2.1) has both isolated eigenvalues and a continuous spectrum in a neighbourhood
of +∞.

Theorem 2.1. Assume that f is given by relation (2.5) and conditions (H1), (H2) and (H3) are
fulfilled. Then λ1 defined in (2.3) is an isolated eigenvalue of problem (2.1) and the corresponding set
of eigenvectors is a cone. Moreover, any λ ∈ (0, λ1) is not an eigenvalue of problem (2.1) but there
exists µ1 > λ1 such that any λ ∈ (µ1,∞) is an eigenvalue of problem (2.1).

We notice that similar results as those given by Theorem 2.1 can be formulated for equations of type
(2.6) if we replace the Laplace operator ∆u by the p-Laplace operator, that is ∆pu := div(|∇u|p−2∇u),
with 1 < p < ∞. Certainly, in that case hypotheses (H1)-(H3) should be modified according to the new
situation. This statement is supported by the fact that the first eigenvalue of the p-Laplace operator
on bounded domains satisfies similar properties as the one obtained in the case of the Laplace operator
(see, e.g., [8]) combined with the remark that the results on problem (2.10) can be easily extended to
the case of the p-Laplace operator.

Proof of Theorem 2.1. For any u ∈ H1
0 (Ω) we denote

u±(x) = max{±u(x), 0}, ∀ x ∈ Ω .

Then u+, u− ∈ H1
0 (Ω) and

∇u+ =





0, if [u ≤ 0]

∇u, if [u > 0] ,
∇u− =





0, if [u ≥ 0]

∇u, if [u < 0] ,

(see, e.g. [35, Theorem 7.6]). Thus, problem (2.1) with f given by relation (2.5) becomes



−∆u = λ[h(x, u+)− u−], in Ω

u = 0, on ∂Ω ,
(2.6)
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and λ > 0 is an eigenvalue of problem (2.6) if there exists u ∈ H1
0 (Ω) \ {0} such that

∫

Ω
∇u+∇v dx−

∫

Ω
∇u−∇v dx− λ

∫

Ω
[h(x, u+)− u−]v dx = 0 , (2.7)

for any v ∈ H1
0 (Ω).

Lemma 2.1. Any λ ∈ (0, λ1) is not an eigenvalue of problem (2.6).

Proof. Assume that λ > 0 is an eigenvalue of problem (2.6) with the corresponding eigenfunction
u. Letting v = u+ and v = u− in the definition of eigenvalue λ we find that the following two relations
hold true ∫

Ω
|∇u+|2 dx = λ

∫

Ω
h(x, u+)u+ dx (2.8)

and ∫

Ω
|∇u−|2 dx = λ

∫

Ω
u2
− dx . (2.9)

In this context, hypothesis (H1) and relations (2.3), (2.8) and (2.9) imply

λ1

∫

Ω
u2

+ dx ≤
∫

Ω
|∇u+|2 dx = λ

∫

Ω
h(x, u+)u+ dx ≤ λ

∫

Ω
u2

+ dx

and
λ1

∫

Ω
u2
− dx ≤

∫

Ω
|∇u−|2 dx = λ

∫

Ω
u2
− dx .

If λ is an eigenvalue of problem (2.6) then u 6= 0 and, thus, at least one of the functions u+ and u−
is not the zero function. Thus, the last two inequalities show that λ is an eigenvalue of problem (2.6)
only if λ ≥ λ1.

Lemma 2.2. λ1 is an eigenvalue of problem (2.6). Moreover, the set of eigenvectors corresponding to
λ1 is a cone.

Proof. Indeed, as we have already pointed out, λ1 is the lowest eigenvalue of problem (2.2), it is
simple, that is, all the associated eigenfunctions are merely multiples of each other (see, e.g., Gilbarg
and Trudinger [35]) and the corresponding eigenfunctions of λ1 never change signs in Ω. In other words,
there exists e1 ∈ H1

0 (Ω) \ {0}, with e1(x) < 0 for any x ∈ Ω such that
∫

Ω
∇e1∇v dx− λ1

∫

Ω
e1v dx = 0 ,

for any v ∈ H1
0 (Ω). Thus, we have (e1)+ = 0 and (e1) = −e1 and we deduce that relation (2.7) holds

true with u = e1 ∈ H1
0 (Ω) \ {0} and λ = λ1. In other words, λ1 is an eigenvalue of problem (2.6) and,

undoubtedly, the set of its corresponding eigenvectors lies in a cone of H1
0 (Ω). The proof of Lemma 2.2

is complete.

Lemma 2.3. λ1 is isolated in the set of eigenvalues of problem (2.6).
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Proof. By Lemma 2.1 we know that in the interval (0, λ1) there is no eigenvalue of problem (2.6). On
the other hand, hypothesis (H1) and relations (2.3) and (2.8) show that if λ is an eigenvalue of problem
(2.6) for which the positive part of its corresponding eigenfunction, that is u+, is not identically zero
then

λ1

∫

Ω
u2

+ dx ≤
∫

Ω
|∇u+|2 dx = λ

∫

Ω
h(x, u+)u+ dx ≤ λC

∫

Ω
u2

+ dx ,

and, thus, since C ∈ (0, 1) we infer λ ≥ λ1
C > λ1 . We deduce that for any eigenvalue λ ∈ (0, λ1/C) of

problem (2.6) we must have u+ = 0. It follows that if λ ∈ (0, λ1/C) is an eigenvalue of problem (2.6)
then it is actually an eigenvalue of problem (2.2) with the corresponding eigenfunction negative in Ω.
Yet, we have already noticed that the set of eigenvalues of problem (2.2) is discrete and λ1 < λ2. In
other words, taking δ = min{λ1/C, λ2} we find that δ > λ1 and any λ ∈ (λ1, δ) can not be an eigenvalue
of problem (2.2) and, consequently, any λ ∈ (λ1, δ) is not an eigenvalue of problem (2.6). We conclude
that λ1 is isolated in the set of eigenvalues of problem (2.6). The proof of Lemma 2.3 is complete.

Next, we show that there exists µ1 > 0 such that any λ ∈ (µ1,∞) is an eigenvalue of problem (2.6).
With that end in view, we consider the eigenvalue problem




−∆u = λh(x, u+), in Ω

u = 0, on ∂Ω ,
(2.10)

We say that λ is an eigenvalue of problem (2.10) if there exists u ∈ H1
0 (Ω) \ {0} such that

∫

Ω
∇u∇v dx− λ

∫

Ω
h(x, u+)v dx = 0 ,

for any v ∈ H1
0 (Ω).

We notice that if λ is an eigenvalue for (2.10) with the corresponding eigenfunction u, then taking
v = u− in the above relation we deduce that u− = 0, and thus, we find u ≥ 0. In other words, the
eigenvalues of problem (2.10) possess nonnegative corresponding eigenfunctions. Moreover, the above
discussion shows that an eigenvalue of problem (2.10) is an eigenvalue of problem (2.6).

For each λ > 0 we define the energy functional associated to problem (2.10) by Iλ : H1
0 (Ω) → R,

Iλ(u) =
1
2

∫

Ω
|∇u|2 dx− λ

∫

Ω
H(x, u+) dx ,

where H(x, t) =
∫ t
0 h(x, s) ds. Standard arguments show that Iλ ∈ C1(H1

0 (Ω),R) with the derivative
given by

〈I ′λ(u), v〉 =
∫

Ω
∇u∇v dx− λ

∫

Ω
h(x, u+)v dx ,

for any u, v ∈ H1
0 (Ω). Thus, λ > 0 is an eigenvalue of problem (2.10) if and only if there exists a critical

nontrivial point of functional Iλ.

Lemma 2.4. Functional Iλ is bounded from below and coercive.
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Proof. By hypothesis (H3) we deduce that

lim
t→∞

H(x, t)
t2

= 0, uniformly in Ω .

Then for a given λ > 0 there exists a positive constant Cλ > 0 such that

λH(x, t) ≤ λ1

4
t2 + Cλ, ∀ t ≥ 0, a.e. x ∈ Ω ,

where λ1 is given by relation (2.3).
Thus, we find that for any u ∈ H1

0 (Ω) the following inequality holds true

Iλ(u) ≥ 1
2

∫

Ω
|∇u|2 dx− λ1

4

∫

Ω
u2 dx− Cλ|Ω| ≥ 1

4
‖u‖2 − Cλ|Ω| ,

where by ‖ · ‖ is denoted the norm on H1
0 (Ω), that is ‖u‖ = (

∫
Ω |∇u|2 dx)1/2. This shows that Iλ is

bounded from below and coercive. The proof of Lemma 2.4 is complete.

Lemma 2.5. There exists λ? > 0 such that assuming that λ ≥ λ? we have infH1
0 (Ω) Iλ < 0.

Proof. Hypothesis (H2) implies that there exists t0 > 0 such that

H(x, t0) > 0 a.e. x ∈ Ω .

Let Ω1 ⊂ Ω be a compact subset, sufficiently large, and u0 ∈ C1
0 (Ω) ⊂ H1

0 (Ω) such that u0(x) = t0 for
any x ∈ Ω1 and 0 ≤ u0(x) ≤ t0 for any x ∈ Ω \ Ω1.

Thus, by hypothesis (H1) we have∫

Ω
H(x, u0) dx ≥

∫

Ω1

H(x, t0) dx−
∫

Ω\Ω1

Cu2
0 dx

≥
∫

Ω1

H(x, t0) dx− Ct20|Ω \ Ω1| > 0 .

We conclude that Iλ(u0) < 0 for λ > 0 sufficiently large, and thus, infH1
0 (Ω) Iλ < 0. The proof of Lemma

2.5 is complete.

Lemmas 2.4 and 2.5 show that for any λ > 0 large enough, functional Iλ possesses a negative global
minimum (see, [75, Theorem 1.2]), and, thus, any λ > 0 large enough is an eigenvalue of problem (2.10)
and, consequently, of problem (2.6). Combining that fact with the results of Lemmas 2.1, 2.2 and 2.3
we conclude that Theorem 2.1 holds true.

2.2 An eigenvalue problem for the Laplace operator with a mixed
nonlinear boundary condition

2.2.1 Introduction and main result

Assume Ω ⊂ RN is a bounded domain with smooth boundary ∂Ω. We consider the following eigenvalue
problem 



−∆u = λu in Ω,

−∂u

∂ν
= αu+ on ∂Ω .

(2.11)
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where λ ∈ R, ∂u/∂ν denotes the outward normal derivative of u and u+(x) = max{u(x), 0} for a.e.
x ∈ Ω.

The natural space for nonlinear eigenvalue problems of the type (2.11) is the Sobolev space H1(Ω).
Recall that if u ∈ H1(Ω) then u+, u− ∈ H1(Ω) and

∇u+ =





0, if [u ≤ 0]

∇u, if [u > 0] ,
∇u− =





0, if [u ≥ 0]

∇u, if [u < 0] ,

(see, e.g. [35, Theorem 7.6]), where u±(x) = max{±u(x), 0} for a.e. x ∈ Ω.
We will say that λ ∈ R is an eigenvalue of problem (2.11) if there exists u ∈ H1(Ω) \ {0} such that

∫

Ω
∇u∇ϕ dx + α

∫

∂Ω
u+ϕ dσ(x) = λ

∫

Ω
uϕ dx , (2.12)

for any ϕ ∈ H1(Ω). Such a function u will be called an eigenfunction corresponding to the eigenvalue
λ. In fact, u is more regular. Indeed, it is known (see [10, Proposition 2.9, p. 63]) that A = −∆ with
D(A) = {u ∈ H2(Ω); −∂u/∂ν ∈ β(u) a.a. x ∈ ∂Ω} is a maximal (cyclically) monotone operator in
L2(Ω), and moreover there exist some constants C1, C2 > 0 such that

‖v‖H2(Ω) ≤ C1‖v −∆v‖L2(Ω) + C2, ∀v ∈ D(A).

Therefore, if u is an eigenfunction of problem (2.11) corresponding to some λ, then it is easy to see
that the (unique) solution of equation v + Av = f , where f = (1 + λ)u, is v = u, thus u ∈ H2(Ω), and

‖u‖H2(Ω) ≤ C1|1 + λ| · ‖u‖L2(Ω) + C2. (2.13)

Note that u satisfies problem (2.11) in a classical sense.
Define

λ1 = inf
v∈H1(Ω)\{0}, ∫

Ω v dx≥0

∫

Ω
|∇v|2 dx + α

∫

∂Ω
v2
+ dσ(x)

∫

Ω
v2 dx

. (2.14)

The main result of this section is given by the following theorem.

Theorem 2.2. Numbers λ0 = 0 and λ1 (defined by relation (2.14)) represent the first two eigenvalues
of problem (2.11), provided that α > 0 is small. They are isolated in the set of eigenvalues of problem
(2.11). Moreover, the sets of eigenfunctions corresponding to λ0 and λ1 are positive cones (more
precisely, one-dimensional half-spaces) in H1(Ω) .

The study of problem (2.11) is motivated by many applications. It is worth pointing out that we obtain
in the next section a Rayleigh type principle: for α > 0 small the first nontrivial eigenvalue λ1 is a
minimum value of the Rayleigh quotient associated with the corresponding classical Robin problem.



C
E

U
eT

D
C

ol
le

ct
io

n

2. Eigenvalue problems involving the Laplace operator 15

2.2.2 Proof of main result

Lemma 2.6. No λ < 0 can be an eigenvalue of problem (2.11).

Proof. Assume λ ∈ R is an eigenvalue of problem (2.11) with the corresponding eigenfunction
u ∈ H1(Ω) \ {0}. Taking ϕ = u in (2.12) we find

λ =

∫

Ω
|∇u|2 dx + α

∫

∂Ω
u2

+ dσ(x)
∫

Ω
u2 dx

≥ 0 .

Lemma 2.7. λ0 = 0 is an eigenvalue of problem (2.11) and the set of its corresponding eigenfunctions
is given by all the negative real constants.

Proof. The first part of the lemma is obvious. Let us now consider u ∈ H1(Ω)\{0} an eigenfunction
corresponding to λ0. Taking ϕ = u in relation (2.12) we deduce that

∫

Ω
|∇u|2 dx + α

∫

∂Ω
u2

+ dσ(x) = 0 .

Therefore,
∫
Ω |∇u|2 dx =

∫
∂Ω u2

+ dσ(x) = 0. Consequently, u should be a negative real number.

Lemma 2.8. λ0 is isolated in the set of eigenvalues of problem (2.11).

Proof. Assume by contradiction that λ0 is not isolated. Then there exists a sequence of positive
eigenvalues of problem (2.11), say (λn), such that λn ↘ 0. For each n we denote by un the corresponding
eigenfunction of λn. Since we deal with a homogeneous problem we can assume that for each n we have
‖un‖L2(Ω) = 1. Relation (2.12) implies that for each n we have

∫

Ω
∇un∇ϕ dx + α

∫

∂Ω
(un)+ϕ dσ(x) = λn

∫

Ω
unϕ dx , (2.15)

for any ϕ ∈ H1(Ω). Taking ϕ = un in relation (2.15) we find
∫

Ω
|∇un|2 dx + α

∫

∂Ω
(un)2+ dσ(x) = λn

∫

Ω
u2

n dx = λn . (2.16)

We deduce that (un) is bounded in H1(Ω). In fact, by estimate (2.13) with λ = λn and u := un, it follows
that (un) is bounded in H2(Ω). Consequently, there exists u ∈ H2(Ω) such that, on a subsequence, un

converges strongly to u in H1(Ω) and in L2(∂Ω) as well. Furthermore, (un)+ converges strongly to u+

in L2(∂Ω).
The above pieces of information lead to

∫

Ω
|∇u|2 dx + α

∫

∂Ω
u2

+ dσ(x) = lim
n→∞

[∫

Ω
|∇un|2 dx + α

∫

∂Ω
(un)2+ dσ(x)

]
= lim

n→∞λn = 0 .
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Thus,
∫
Ω |∇u|2 dx = 0 and

∫
∂Ω u2

+ dσ(x) = 0. It follows that u is a negative constant satisfying
‖u‖L2(Ω) = 1. More precisely, u = −1/|Ω|1/2.

Turning back, relation (2.15) with ϕ = u implies

λn

∫

Ω
unu dx = −α

1
|Ω|1/2

∫

∂Ω
(un)+ dσ(x) ≤ 0, for all n .

It follows that ∫

Ω
un dx ≥ 0, for all n ,

which implies ∫

Ω
u dx ≥ 0 .

This contradicts the fact that u is a negative constant. Consequently, the result of Lemma 2.8 holds
true.

Remark 2.1. Let us assume that λ > 0 is an eigenvalue of problem (2.11) with the corresponding
eigenfunction u. Taking ϕ ≡ 1 in relation (2.12) it follows that

α

∫

∂Ω
u+ dσ(x) = λ

∫

Ω
u dx ,

which implies that ∫

Ω
u dx ≥ 0 .

Thus, the nonzero eigenvalues of problem (2.11) have the corresponding eigenfunctions in the cone

C =
{

w ∈ H1(Ω);
∫

Ω
w dx ≥ 0

}
.

Consequently, the definition of λ1 given in relation (2.14) is natural (we will prove later that for α > 0
small enough λ1 is an eigenvalue of problem (2.11)).

Lemma 2.9. There exists u ∈ C \ {0} such that

λ1 =

∫

Ω
|∇u|2 dx + α

∫

∂Ω
u2

+ dσ(x)
∫

Ω
u2 dx

.

Proof. Let (un) ⊂ C \ {0} be a minimizing sequence for λ1, i.e.
∫

Ω
|∇un|2 dx + α

∫

∂Ω
(un)2+ dσ(x)

∫

Ω
u2

n dx

→ λ1 ,

as n →∞. We can assume that ‖un‖L2(Ω) = 1 for all n. It follows that un is bounded in H1(Ω). Thus,
there exists u ∈ H1(Ω) such that (a subsequence of) un converges weakly to u in H1(Ω) and strongly
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in L2(Ω) and L2(∂Ω). It follows that ‖u‖L2(Ω) = 1, i.e. u 6= 0, and
∫
Ω u dx ≥ 0. Thus, u ∈ C \ {0}. The

above pieces of information combined with the weak lower semicontinuity of the L2-norm imply
∫

Ω
|∇u|2 dx + α

∫

∂Ω
u2

+ dσ(x) ≤ lim
n→∞

[∫

Ω
|∇un|2 dx + α

∫

∂Ω
(un)2+ dσ(x)

]
= λ1 .

Since ‖u‖L2(Ω) = 1 the above inequality and the definition of λ1 show that the conclusion of Lemma
2.9 holds true.

Remark 2.2. We point out the fact that λ1 > 0. Indeed, assuming by contradiction that λ1 = 0 then
by Lemma 2.9 there exists u ∈ C \ {0} such that

∫

Ω
|∇u|2 dx +

∫

∂Ω
u2

+ dσ(x) = 0 .

It follows that u is a negative constant with
∫
Ω u dx ≥ 0, a contradiction. Consequently 0 = λ0 < λ1.

Moreover, it is trivial to see that no λ ∈ (0, λ1) can be an eigenvalue of problem (2.11).

In the following we show that for α > 0 small enough λ1 is an eigenvalue of problem (2.11). In
order to do that we denote for α ∈ (−ε,∞), with ε > 0 small enough,

λ1(α) = inf
u∈C\{0}

∫

Ω
|∇u|2 dx + α

∫

∂Ω
u2

+ dσ(x)
∫

Ω
u2 dx

,

and

µ1(α) = inf
u∈H1(Ω)\{0}, ∫

Ω u dx=0

∫

Ω
|∇u|2 dx + α

∫

∂Ω
u2

+ dσ(x)
∫

Ω
u2 dx

.

It is clear that for all α > 0 we have µ1(α) ≥ λ1(α), but, it is not obvious if either µ1(α) > λ1(α) or
µ1(α) = λ1(α). However, we are able to prove the following result:

Lemma 2.10. For any α > 0 small enough we have µ1(α) > λ1(α).

Proof. Obviously, for all α ≥ 0, both λ1(α) and µ1(α) are finite. This property extends to α ∈ (−ε, 0),
with ε > 0, small enough. Indeed, for all u ∈ H1(Ω) with ‖u‖L2(Ω) = 1, we have (by the continuity of
the trace operator) ∫

∂Ω
u2

+ dσ(x) ≤
∫

∂Ω
u2 dσ(x) ≤ C

(∫

Ω
|∇u|2 dx + 1

)
,

where C is a positive constant. Therefore,
∫

Ω
|∇u|2 dx + α

∫

∂Ω
u2

+ dσ(x) ≥ (1 + αC)
∫

Ω
|∇u|2 dx + αC ≥ −εC ,

for all α ∈ (−ε, 0), u ∈ H1(Ω) with ‖u‖L2(Ω) = 1, provided that ε > 0 satisfies 1− εC ≥ 0. Thus, both
λ1(α) and µ1(α) are well defined for α ∈ (−ε,∞). (Moreover, a similar proof as the one used in Lemma
2.9 shows that both λ1(α) and µ1(α) are attained.)
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Now, let us point out the fact that functions λ1(α), µ1(α) : (−ε,∞) → R are concave functions.
Clearly, for any ϕ ∈ C \ {0} function

(−ε,∞) 3 α −→

∫

Ω
|∇ϕ|2 dx + α

∫

∂Ω
ϕ2

+ dσ(x)
∫

Ω
ϕ2 dx

,

is an affine function, consequently, a concave function. Since the infimum of a family of concave functions
is a concave function, it follows that λ1(α) is concave. Similarly, µ1(α) is also concave. Thus, we deduce
that λ1(α) and µ1(α) are continuous functions for α ∈ (−ε,∞). On the other hand, λ1(0) = 0 and
µ1(0) = λ1,N , where 0 and λ1,N are the first two eigenvalues of the Neumann problem (see, e.g. [34,
Chapter 4.2.1]), i.e. 



−∆u = λu in Ω,

∂u

∂ν
= 0 on ∂Ω .

(2.17)

It is well-known that λ1,N > 0 (see, [34, Proposition 4.2.2 and Proposition 4.2.3]). Thus, we found
λ1(0) < µ1(0). This inequality and the fact that λ1(α) and µ1(α) are continuous functions for α ∈
(−ε,∞) imply that λ1(α) < µ1(α) for any α > 0, small enough. The proof of Lemma 2.10 is complete.

Lemma 2.11. Assume that u ∈ C \ {0} is a minimizer for the infimum given by relation (2.14), with∫
Ω u dx > 0. Then λ1 is an eigenvalue of problem (2.11) and u is an eigenfunction corresponding to

λ1.

Proof. Let ϕ ∈ H1(Ω) be fixed. Then for any ε lying in a small neighborhood of the origin, we have∫
Ω(u + εϕ) dx > 0, i.e. u + εϕ ∈ C. Define function

f(ε) =

∫

Ω
|∇(u + εϕ)|2 dx + α

∫

∂Ω
(u + εϕ)2+ dσ(x)

∫

Ω
(u + εϕ)2 dx

.

Clearly, f is well defined in a small neighborhood of the origin and possesses a minimum in ε = 0.
Consequently,

f
′
(0) = 0 ,

or, by some simple computations,
∫

Ω
∇u∇ϕ dx + α

∫

∂Ω
u+ϕ dσ(x) = λ1

∫

Ω
uϕ dx .

Clearly the above equality holds true for any ϕ ∈ H1(Ω). We deduce that u is an eigenfunction
corresponding to eigenvalue λ1, and the proof of Lemma 2.11 is complete.

Proposition 2.1. Number λ1, defined by relation (2.14), is an eigenvalue of problem (2.11), provided
that α > 0 is small enough.
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Proof. The conclusion of Proposition 2.1 is a simple consequence of Lemmas 2.9, 2.10 and 2.11.

Lemma 2.12. If λ1 is an eigenvalue of problem (2.11) and u ∈ H1(Ω) \ {0} is an eigenfunction
corresponding to λ1, then u ≥ 0 in Ω (thus,

∫
Ω u dx > 0).

Proof. Relation (2.12) shows that
∫

Ω
∇u∇ϕ dx + α

∫

∂Ω
u+ϕ dσ(x) = λ1

∫

Ω
uϕ dx , (2.18)

for every ϕ ∈ H1(Ω). First, we claim that u+ 6= 0. Indeed, assuming the contrary, we deduce that
∫

Ω
∇u−∇ϕ dx = λ1

∫

Ω
u−ϕ dx , (2.19)

for every ϕ ∈ H1(Ω). Taking ϕ = 1 we find
∫

Ω
u− dx = 0 ,

that means, u− = 0 and, thus, u = 0, a contradiction. Consequently, u+ 6= 0. Then, taking ϕ = u+ in
(2.18) we have

λ1 =

∫

Ω
|∇u+|2 dx + α

∫

∂Ω
u2

+ dσ(x)
∫

Ω
u2

+ dx

.

By Lemma 2.11 we infer that u+ is an eigenfunction corresponding to λ1, or
∫

Ω
∇u+∇ϕ dx + α

∫

∂Ω
u+ϕ dσ(x) = λ1

∫

Ω
u+ϕ dx , (2.20)

for every ϕ ∈ H1(Ω). Relations (2.18) and (2.20) imply that relation (2.19) holds true. Taking again
ϕ = 1 in (2.19) we find again

∫
Ω u− dx = 0 which leads to u− = 0 in Ω. The proof of Lemma 2.12 is

complete.

Remark 2.3. By Lemma 2.12, if λ1 is an eigenvalue of problem (2.11), then it is the first eigenvalue
of the following Robin problem 



−∆u = λu in Ω,

−∂u

∂ν
= αu on ∂Ω .

(2.21)

In the following we argue that fact in detail. It is well-known that number

γ1 = inf
v∈H1(Ω)\{0}

∫

Ω
|∇v|2 dx + α

∫

∂Ω
v2 dσ(x)

∫

Ω
v2 dx

,

known as the Rayleigh quotient, is positive and represents the first eigenvalue of problem (2.21). More-
over, γ1 is simple, that means, all the associated eigenfunctions are merely multiples of each other. It
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is also known that these eigenfunctions belong to C(Ω) ∩ C1(Ω) (see [14, Lemma 2.1]). Furthermore,
an eigenfunction of γ1 can be chosen with a single sign, particularly with positive sign (see, e.g. [36]).
The definitions of γ1 and λ1 show that γ1 ≥ λ1. Actually, by Lemma 2.12 we have λ1 = γ1, i.e. λ1 is
the first eigenvalue of problem (2.21). Thus, the set of eigenfunctions corresponding to λ1 is a positive
cone in H1(Ω). More precisely, if u is a positive eigenfunction for the Robin problem, associated with
γ1, then the set of eigenfunctions for problem (2.11), associated with λ1 (= γ1), is the one dimensional
half-space {tu; t > 0}. Hence λ1 is simple.

Finally, we focus our attention on proving that λ1 is isolated. We will use a technique borrowed
from [8] that will be described in what follows.

Lemma 2.13. Assume λ > 0 is an eigenvalue of problem (2.11) and u ∈ H1(Ω)\{0} is an eigenfunction
corresponding to λ. Define Ω− = {x ∈ Ω; u(x) < 0}. If |Ω−| > 0 then there exists a positive constant
C (independent of λ and u) such that

((λ + 1)C)−N/2 ≤ |Ω−| .

Proof. Recalling again relation (2.12) we have
∫

Ω
∇u∇ϕ dx + α

∫

∂Ω
u+ϕ dσ(x) = λ

∫

Ω
uϕ dx ,

for every ϕ ∈ H1(Ω). Taking ϕ = u− we find
∫

Ω
|∇u−|2 dx = λ

∫

Ω
u2
− dx ,

or by taking into account that L2?
(Ω) is continuously embedded in L2(Ω), where 2? = 2N/(N − 2) is

the critical Sobolev exponent, we deduce by Hölder’s inequality
∫

Ω
|∇u−|2 dx +

∫

Ω
u2
− dx = (λ + 1)

∫

Ω
u2
− dx ≤ (λ + 1)‖u−‖2

Lp? (Ω)
|Ω−|1−2/2?

.

Next, since H1(Ω) is continuously embedded in L2?
(Ω) we deduce that there exists a positive constant

C such that
‖v‖2

L2? (Ω)
≤ C

(∫

Ω
|∇v|2 dx +

∫

Ω
v2 dx

)
,

for any v ∈ H1(Ω). The last two inequalities imply

1 ≤ (λ + 1)C|Ω−|2/N .

The proof of Lemma 2.13 is complete.

Lemma 2.14. λ1 is isolated in the set of eigenvalues of problem (2.11).
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Proof. By Remark 2.2 it is clear that λ1 is isolated from the left. We show that it is also isolated
from the right. Assume by contradiction that this is not the case. Then there exists a sequence of
positive eigenvalues of problem (2.11), say (λn), such that λn ↘ λ1. For each n we denote by un an
eigenfunction corresponding to λn. Since we deal with a homogeneous problem we can assume that for
each n we have ‖un‖L2(Ω) = 1. Relation (2.12) implies that for each n we have

∫

Ω
∇un∇ϕ dx + α

∫

∂Ω
(un)+ϕ dσ(x) = λn

∫

Ω
unϕ dx , (2.22)

for any ϕ ∈ H1(Ω). Arguing as in the proof of Lemma 2.8, we deduce that (un) is bounded in H2(Ω).
Consequently, there exists u ∈ H2(Ω) such that un converges, on a subsequence, to u in H1(Ω) and in
L2(∂Ω) as well. Furthermore, we also have (un)+ converges strongly to u+ in L2(∂Ω). Passing to the
limit as n →∞ in (2.22) we get

∫

Ω
∇u∇ϕ dx + α

∫

∂Ω
(u)+ϕ dσ(x) = λ1

∫

Ω
uϕ dx , (2.23)

for any ϕ ∈ H1(Ω). Since ‖u‖L2(Ω)=1 it follows that u 6= 0 and, thus, it is an eigenfunction cor-
responding to λ1. By Lemma 2.12 we deduce that u ≥ 0 in Ω. In fact, according to Remark 2.3,
u ∈ C(Ω) ∩ C1(Ω) and u(x) > 0 for all x ∈ Ω. Let now ε > 0 be arbitrary but fixed and let K ⊂ Ω
be a compact such that |Ω \ K| < ε/2. Obviously, there exists a δ > 0 (depending on K) such that
u(x) ≥ δ > 0 for every x ∈ K.

On the other hand, it is clear that un converges to u a.e. in Ω and thus, in K. Consequently, by
Egorov’s Theorem (see, e.g. [78, Théorème 2.37]) we deduce that for ε > 0 fixed above there exists
a measurable set ω ⊂ K with |ω| < ε/2 such that un converges uniformly to u on K \ ω. Since
u ≥ δ > 0 in K we deduce that for any n large enough we have un ≥ 0 on K \ ω. For each n we define
(Ωn)− = {x ∈ Ω; un(x) < 0}. We can assume that for each n the fact that |(Ωn)−| > 0 holds true.
Indeed, otherwise, there exists a particular n for which we have un ≥ 0 (and un 6= 0) in Ω. Taking
ϕ = u in (2.22) and ϕ = un in (2.23) we deduce that

λn

∫

Ω
unu dx = λ1

∫

Ω
uun dx .

Since
∫
Ω uun dx > 0 the above equality leads to λn = λ1 which represents a contradiction with the

fact that λn > λ1. Consequently, we should have |(Ωn)−| > 0 for all n. It follows that for any n large
enough we have (Ωn)− ⊂ ω ∪ (Ω \K). Using the above facts and Lemma 2.13 we have the following
inequalities which hold true

((λn + 1)C)−N/2 ≤ |(Ωn)−| ≤ |ω|+ |Ω \K| < ε ,

provided that n is large enough. Therefore,

((λ1 + 1)C)−N/2 ≤ ε,

for all ε > 0, which is impossible. Consequently, the conclusion of Lemma 2.14 holds true.
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2.2.3 Final comments

In this section we point out some facts that are direct consequences of the discussion presented in the
above sections.

First, we highlight the fact that for any α > 0, number γ1 = γ1(α), introduced in Remark 2.3 and
which represents the first eigenvalue of the Robin problem (that is problem (2.21)) is an eigenvalue of
problem (2.11). The above assertion is a consequence of the fact that there exists u ∈ H1(Ω)\{0} with
u ≥ 0 a.e. in Ω such that

∫

Ω
∇u∇ϕ dx + α

∫

∂Ω
uϕ dσ(x) = γ1

∫

Ω
uϕ dx ,

for all ϕ ∈ H1(Ω). Since u ≥ 0 a.e. in Ω it follows that, actually, relation (2.12) is verified in the case
when λ = γ1. The definitions of λ1(α) and γ1(α) imply that for any α > 0 we have γ1(α) ≥ λ1(α).
Moreover, by Remark 2.3 we know that for α > 0 small enough we have γ1(α) = λ1(α). However, we
cannot conclude that for any α > 0 we have γ1(α) = λ1(α).

Second, we focus our attention on numbers λ1(α) and µ1(α) defined in accordance with Remark
2.2. It is clear that for all α > 0 we have µ1(α) ≥ λ1(α). Moreover, for α > 0 small enough, by Lemma
2.10, we have that µ1(α) > λ1(α) and λ1(α) is an eigenvalue of problem (2.11) (see, Lemma 2.11). On
the other hand, nothing is clear if α > 0 is far from the origin. At least theoretically it may happen
that for some α > 0 large we have µ1(α) = λ1(α). In that case the reasoning from Lemma 2.11 does
not work and consequently we cannot state whether λ1(α) is an eigenvalue or not. However, we can
show the following result which is undoubtedly connected with the above discussion:

Proposition 2.2. If there exists α > 0 for which any minimizer u ∈ C\{0} of λ1(α) satisfies
∫
Ω u dx =

0 then λ1(α) is not an eigenvalue of problem (2.11).

Proof. Assume, by contradiction, that λ1(α) is an eigenvalue of problem (2.11). Then, any eigen-
function u corresponding to λ1(α) is a minimizer with

∫
Ω u dx = 0. On the other hand, by Lemma 2.12

we have
∫
Ω u dx > 0, a contradiction. The proof of Proposition 2.2 is complete.

Define
V = {u ∈ H1(Ω);

∫

Ω
u dx = 0} .

Clearly, H1(Ω) = V ⊕R and V ⊂ C. It seems that for some α > 0 large λ1(α) is attained on V , i.e.,
λ1(α) = µ1(α). In this case, by Proposition 2, λ1(α) is not an eigenvalue of problem (2.11). Since in
general λ1 ≤ γ1, we would have in this case λ1(α) < γ1(α).

A similar proof as the one of Lemma 2.9 shows that for each α > 0 there exists vα ∈ V \ {0} a
minimizer of µ1(α). Moreover, as in Lemma 2.11 it can be proved that for vα given above we have

∫

Ω
∇vα∇ϕ dx + α

∫

∂Ω
(vα)+ϕ dσ(x) = µ1(α)

∫

Ω
vαϕ dx , (2.24)

for all ϕ ∈ V . However, the above relation is not enough to state that µ1(α) is an eigenvalue of problem
(2.11) in the sense of the definition given by relation (2.12).
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In connection with the above discussion, let us introduce the following definition: we say that λ > 0
is an extended eigenvalue of problem (2.11) if there exists u ∈ C \ {0} such that

∫

Ω
∇u∇(ϕ− u) dx + α

∫

∂Ω
u+(ϕ− u) dσ(x) ≥ λ

∫

Ω
u(ϕ− u) dx , (2.25)

for all ϕ ∈ C. It is obvious that the classical eigenvalues of problem (2.11) (given by relation (2.12))
are also extended eigenvalues. On the other hand, it is also clear that µ1(α) is an extended eigenvalue
of problem (2.11), for any α > 0. Thus, relation (2.25) gives a connection between λ1(α) and µ1(α). In
fact, if u ∈ C \ {0} is an extended eigenfunction corresponding to some extended eigenvalue λ > 0 of
problem (2.11), then either u is an interior point of C (i.e., u = u1 + c, for some u1 ∈ V and c > 0) so
that λ is a classical eigenvalue, or u ∈ V \ {0} and v = u satisfies (2.24).

It is also worth pointing out the fact that since problem (2.11) has a nonlinear boundary condition,
the study of the existence of other eigenvalues (different from λ0 and λ1(α)) is more difficult than in
the case of problems involving linear boundary conditions. Methods which are usually used fail in this
case. In this context, we just notice that we cannot apply the Ljusternik-Schnirelman theory in this
case, since the Euler-Lagrange energetic functional associated with problem (2.11) is not even, a crucial
condition required by the application of the quoted method. However, in the one-dimensional case the
existence of infinitely many eigenvalues can be easily stated. Note that problem (2.11) with Ω = (0, 1)
becomes 



−u

′′
(t) = λu(t) for t ∈ (0, 1) ,

u
′
(0) = αu+(0), −u

′
(1) = αu+(1) .

(2.26)

On the other hand, it is known (see, e.g., [40, p. 10]) that the one-dimensional Neumann problem



−u

′′
(t) = λu(t) for t ∈ (0, 1) ,

u
′
(0) = u

′
(1) = 0 ,

(2.27)

has the eigenvalues µk = k2π2, k = 0, 1, ..., with the corresponding eigenfunctions uk(t) = − cos(kπt).
Simple computations show that for each k ∈ Z+, µ2k is an eigenvalue of problem (2.26) with the
corresponding eigenfunction u2k.

Finally, let us point out that all the discussion on problem (2.11) presented above can be extended
(by using similar arguments) to the nonlinear eigenvalue problem




−∆pu = λ|u|p−2u in Ω,

−|∇u|p−2 ∂u

∂ν
= αup−1

+ on ∂Ω ,

where p ∈ (1, N) is a real number and ∆p· = div(|∇ · |p−2∇·) stands for the p-Laplace operator.
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2.3 An eigenvalue problem for the Laplace operator with Neumann
boundary condition

2.3.1 Introduction and main results

Assume Ω ⊂ RN (N ≥ 2) is a bounded domain with smooth boundary ∂Ω. Denote by ν the outward
unit normal to ∂Ω. A classical result in the theory of eigenvalue problems assures that problem




−∆u = λu in Ω,

∂u

∂ν
= 0 on ∂Ω ,

(2.28)

possesses a sequence of non-negative eigenvalues (going to +∞) and a sequence of corresponding eigen-
functions which define a Hilbert basis in L2(Ω) (see, e.g. [40, Theorem 1.2.8]). Moreover, it is known
that the first eigenvalue of problem (2.28) is λ = 0 and it is isolated and simple (see, e.g. [34, Propo-
sition 4.2.1]). Furthermore, the second eigenvalue is characterized from a variational point of view in
the following way

λN
1 := inf

u∈W 1,2(Ω)\{0}, ∫
Ω u dx=0

∫

Ω
|∇u|2 dx

∫

Ω
u2 dx

.

Assume that p > 2 is a given real number and consider the eigenvalue problem



−∆p u = λu in Ω,

∂u

∂ν
= 0 on ∂Ω ,

(2.29)

where ∆pu := div(|∇u|p−2∇u) stands for the p-Laplace operator. Using a variational technique based
on the fact that the energy functional associated to this problem has a nontrivial minimum for any
positive λ it is easy to show that the set of eigenvalues of problem (2.29) is exactly the interval [0,∞).
In other words, the set of eigenvalues in this case is a continuous family.

In this section we consider it is important to point out a new situation which can occur in the study
of eigenvalue problems for elliptic operators involving homogeneous Neumann boundary conditions.
More exactly, we analyze the following eigenvalue problem




−∆pu−∆u = λu in Ω,

∂u

∂ν
= 0 on ∂Ω ,

(2.30)

where λ ∈ R and p > 2 is a real number. We will show that this problem possesses, on the one hand, a
continuous family of eigenvalues and, on the other hand, exactly one more eigenvalue, which is isolated
in the set of eigenvalues of problem (2.30). Since p > 2 (and consequently W 1,p(Ω) ⊂ W 1,2(Ω)) it is
natural to analyze equation (2.30) in the Sobolev space W 1,p(Ω). Consequently, we will say that λ ∈ R
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is an eigenvalue of problem (2.30) if there exists uλ ∈ W 1,p(Ω) \ {0} such that
∫

Ω
(|∇uλ|p−2 + 1)∇uλ∇ϕ dx− λ

∫

Ω
uλϕ dx = 0 , (2.31)

for all ϕ ∈ W 1,p(Ω). Such a function uλ will be called an eigenfunction corresponding to eigenvalue λ.
The first main result of this section is given by the following theorem.

Theorem 2.3. For each p > 2 define

λ1(p) := inf
u∈W 1,p(Ω)\{0}, ∫

Ω u dx=0

1
p

∫

Ω
|∇u|p dx +

1
2

∫

Ω
|∇u|2 dx

1
2

∫

Ω
u2 dx

. (2.32)

Then λ1(p) > 0 and for each p > 2 fixed, the set of eigenvalues of problem (2.30) is given by

{0} ∪ (λ1(p),∞) .

We point out the fact that a similar result with the one of Theorem 2.3 was obtained in [55] for a
problem of type (2.30) with a homogeneous Dirichlet boundary condition instead of the homogeneous
Neumann boundary condition considered in this section. However, in [55] only the existence of a con-
tinuous family of eigenvalues was established. Thus, the result of Theorem 2.3 here is more interesting
in this new case. Furthermore, Theorem 2.3 here describes completely the set of eigenvalues of problem
(2.30) while the result in [55] does not describe the entire set of eigenvalues of the problem studied
there. The existence of a continuous family of eigenvalues for problem (2.30) is a direct consequence
of the fact that we deal with a non-homogeneous eigenvalue problem while the presence of the isolated
eigenvalue λ0 = 0 is a consequence of the boundary condition considered in relation to problem (2.30).
On the other hand, we notice that the proofs in this new situation ask for a different framework than
the one used in [55] since we deal with another type of boundary condition.

Finally, we recall that results concerning a continuous family of eigenvalues plus one more isolated
point were also obtained for a different eigenvalue problem involving a homogeneous Dirichlet boundary
condition in [60].

Next, we define function λ1 : [2,∞) → [λN
1 ,∞) where λ1(p) is given by expression (2.32) from

Theorem 2.3 if p 6= 2 and λ1(2) = 2λN
1 , where λN

1 stands for the second eigenvalue of problem (2.28).
Our second main result presents certain properties of function λ1 defined above.

Theorem 2.4. a) Function λ : (2,∞) → [λN
1 ,∞) is non-decreasing.

b) For each p ∈ (2,∞) we have

lim
s↗p

λ1(s) ≤ λ1(p) ≤ lim
s↘p

λ1(s) .
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c) Function λ1 : [2,∞) → [λN
1 ,∞) is bounded from above.

d) If λN
1 ≥ 2 then there exists p0 ≥ 2 such that

λ1(p0) = p0 .

Remark 2.4. We note that hypotheses λN
1 ≥ 2 can occur. For instance if Ω is the ball of radius 1 and

centered in the origin in RN then λN
1 ≥ π2 > 2 (see, e.g. [40, Chapter 7, p.101] or L. Payne and H.

Weinberger [68]).

Remark 2.5. By Theorems 2.3 and 2.4 we deduce that there exists p > 2 for which the set of eigenvalues
of problem (2.30) is given by

{0} ∪ (p,∞) .

2.3.2 Proof of Theorem 2.3

Let p > 2 be arbitrary but fixed. The proof of Theorem 2.3 will follow as a direct consequence of the
lemmas proved in this section.

Lemma 2.15. a) λ0 = 0 is an eigenvalue of problem (2.30).

b) Any λ < 0 is not an eigenvalue of problem (2.30).

Proof. a) The fact that λ0 = 0 is an eigenvalue of problem (2.30) is obvious since it verifies relation
(2.31) with u0 equal to any real constant.

b) Assume that λ ∈ R is an eigenvalue of problem (2.30) with uλ ∈ W 1,p(Ω)\{0} the corresponding
eigenfunction. Then, relation (2.31) with ϕ = uλ implies

λ

∫

Ω
u2

λ dx =
∫

Ω
(|∇uλ|p + |∇uλ|2) dx ≥ 0 .

Consequently, we obtain λ ≥ 0 and, thus, any λ < 0 can not be an eigenvalue of problem (2.30).

Remark 2.6. In order to go further, let us remember that for each p > 1 we can define a (closed)
subspace of W 1,p(Ω) by

Vp := {u ∈ W 1,p(Ω);
∫

Ω
u dx = 0} .

It is well-known that
W 1,p(Ω) = Vp ⊕ R ,

and the Poincaré-Wirtinger inequality holds true (see, e.g. [13, p. 194]), i.e. there exists a positive
constant Cp such that ∫

Ω
|u|p dx ≤ Cp

∫

Ω
|∇u|p dx, ∀ u ∈ Vp . (2.33)

Moreover, if 1 < q < p then Vp ⊂ Vq.
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The above discussion shows that the positive eigenvalues of problem (2.30) should have the corre-
sponding eigenfunctions in Vp. On the other hand, using the notations introduced in Remark 2.6 we
have that number λ1(p) defined in Theorem 2.3 can be characterized by the following relation

λ1(p) = inf
u∈Vp\{0}

1
p

∫

Ω
|∇u|p dx +

1
2

∫

Ω
|∇u|2 dx

1
2

∫

Ω
u2 dx

.

A first consequence of Remark 2.6 is the result of the following lemma.

Lemma 2.16. λ1(p) > 0.

Proof. Since 2 < p we deduce by Remark 2.6 that Vp ⊂ V2. Thus, relation (2.33) with p = 2 yields
∫

Ω
u2 dx ≤ C2

∫

Ω
|∇u|2 dx, ∀ u ∈ Vp ⊂ V2 .

Consequently, we find

1
p

∫

Ω
|∇u|p dx +

1
2

∫

Ω
|∇u|2 dx ≥ 1

2C2

∫

Ω
u2 dx, ∀ u ∈ Vp ,

or
λ1(p) ≥ 2

C2p
> 0 .

A careful analysis of all the above ideas shows that in order to prove that every λ ∈ [λ1(p),∞) is
an eigenvalue of problem (2.30), it is enough to solve equation (2.30) in Vp (instead of W 1,p(Ω)). That
fact is mainly due to the remark that W 1,p(Ω) = Vp ⊕ R.

Lemma 2.17. For each λ > 0 we have

lim
‖u‖W1,p(Ω)→∞, u∈Vp

(
1
p

∫

Ω
|∇u|p dx +

1
2

∫

Ω
|∇u|2 dx− λ

2

∫

Ω
u2 dx

)
= ∞ ,

for each λ > 0.

Proof. Let λ > 0 be arbitrary but fixed. Relation (2.33) yields

1
p

∫

Ω
|∇u|p dx +

1
2

∫

Ω
|∇u|2 dx ≥ 1

2p

∫

Ω
|∇u|p dx +

1
2pCp

∫

Ω
|u|p dx

≥ C

(∫

Ω
|∇u|p dx +

∫

Ω
|u|p dx

)
, ∀ u ∈ Vp ,

where C = 1
2p min{1, 1/Cp} > 0 is a constant. The last inequality can be also written as

1
p

∫

Ω
|∇u|p dx +

1
2

∫

Ω
|∇u|2 dx ≥ C‖u‖p

W 1,p(Ω)
, ∀ u ∈ Vp . (2.34)
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Next, relation (2.33) with p = 2 implies the existence of a positive constant C2 such that
∫

Ω
u2 dx ≤ C2

∫

Ω
|∇u|2 dx, ∀ u ∈ V2 . (2.35)

Since 2 < p we can use Remark 2.6 in order to obtain Vp ⊂ V2. Thus, inequality (2.35) holds true for
any u ∈ Vp. On the other hand, u ∈ Vp implies |∇u| ∈ Lp(Ω). Applying Hölder’s inequality we obtain

∫

Ω
|∇u|2 dx ≤ |Ω|(p−2)/p

(∫

Ω
|∇u|p dx

)2/p

≤ |Ω|(p−2)/p‖u‖2
W 1,p(Ω), ∀ u ∈ Vp . (2.36)

By inequalities (2.35) and (2.36) we get
∫

Ω
u2 dx ≤ D‖u‖2

W 1,p(Ω), ∀ u ∈ Vp , (2.37)

where D > 0 is a constant. Finally, we notice that relations (2.34) and (2.37) lead to the following
inequality

1
p

∫

Ω
|∇u|p dx +

1
2

∫

Ω
|∇u|2 dx− λ

2

∫

Ω
u2 dx ≥ C‖u‖p

W 1,p(Ω)
− λD‖u‖2

W 1,p(Ω), ∀ u ∈ Vp .

The last inequality and p > 2 show that the conclusion of Lemma 2.17 holds true.

Lemma 2.18. Every λ ∈ (λ1(p),∞) is an eigenvalue of problem (2.30).

Proof. For each λ > λ1(p) define Tλ : Vp → R by

Tλ(u) =
1
p

∫

Ω
|∇u|p dx +

1
2

∫

Ω
|∇u|2 dx− λ

2

∫

Ω
u2 dx, ∀ u ∈ Vp .

Standard arguments show that Tλ ∈ C1(Vp,R) with the derivative given by

〈T ′
λ(u), ϕ〉 =

∫

Ω
(|∇u|p−2 + |∇u|2−2)∇u∇ϕ dx− λ

∫

Ω
uϕ dx ,

for all u, ϕ ∈ Vp.
Lemma 2.17 shows that Tλ is coercive in Vp, i.e.

lim
‖u‖W1,p(Ω)→∞, u∈Vp

Tλ(u) = ∞ .

On the other hand, Tλ is also inferior weakly semicontinuous on Vp. Then we can apply [75, Theorem
1.2] in order to obtain the existence of a global minimum point of Tλ, denoted by θλ ∈ Vp, i.e. Tλ(θλ) =
minVp Tλ. Using the definition of λ1(p) we deduce that for any λ > λ1(p) there exists wλ ∈ Vp such that

Tλ(wλ) < 0 ,

or
Tλ(θλ) ≤ Tλ(wλ) < 0 ,
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that means, θλ 6= 0. In other words, θλ ∈ Vp \ {0} ⊂ W 1,p(Ω) \ {0}. On the other hand, standard
arguments show that the following relation is satisfied

〈T ′
λ(θλ), ϕ〉 = 0, ∀ ϕ ∈ Vp .

But the above equality also holds true if ϕ is a real constant (since θλ ∈ Vp and, thus,
∫
Ω θλ dx = 0).

Taking into account the fact that by Remark 2.6 we have W 1,p(Ω) = Vp ⊕ R we find that

〈T ′
λ(θλ), ϕ〉 = 0, ∀ ϕ ∈ W 1,p(Ω) ,

with θλ ∈ Vp \ {0} ⊂ W 1,p(Ω) \ {0}. Consequently, each λ > λ1(p) is an eigenvalue of problem (2.30).

Lemma 2.19. Each λ ∈ (0, λ1(p)) is not an eigenvalue of problem (2.30).

Proof. Indeed, assuming by contradiction that λ ∈ (0, λ1(p)) is an eigenvalue of (2.30) with uλ ∈
Vp \ {0} the corresponding eigenfunction by the definition of λ1(p) and relation (2.31) with ϕ = uλ we
get

0 <
λ1(p)− λ

2

∫

Ω
u2

λ dx ≤ 1
p

∫

Ω
|∇uλ|p dx +

1
2

∫

Ω
|∇uλ|2 dx− λ

2

∫

Ω
u2

λ dx

≤ 1
2

∫

Ω
|∇uλ|p dx +

1
2

∫

Ω
|∇uλ|2 dx− λ

2

∫

Ω
u2

λ dx

= 0 .

Clearly, we obtained a contradiction which shows that the conclusion of Lemma 2.19 is valid.

Lemma 2.20. Number λ1(p) defined in Theorem 2.3 is not an eigenvalue of problem (2.30).

Proof. In order to prove this lemma let us first define the quantity

νN
1 (p) := inf

u∈Vp\{0}

∫

Ω
|∇u|2 dx

∫

Ω
u2 dx

.

Note that νN
1 (p) is not the second eigenvalue of problem (2.28), namely λN

1 , since in the above expression
the infimum is taken after u ∈ Vp \ {0} and not after u ∈ V2 \ {0}. Since Vp ⊂ V2, we actually have

νN
1 (p) ≥ λN

1 > 0 .

Next, notice that for each u ∈ Vp \ {0} and each t > 0 real number we have

λ1(p) ≤
1
p

∫

Ω
|∇(tu)|p dx +

1
2

∫

Ω
|∇(tu)|2 dx

1
2

∫

Ω
(tu)2 dx

=
2tp−2

p

∫

Ω
|∇u|p dx

∫

Ω
u2 dx

+

∫

Ω
|∇u|2 dx

∫

Ω
u2 dx

.



C
E

U
eT

D
C

ol
le

ct
io

n

2. Eigenvalue problems involving the Laplace operator 30

Thus, for each u ∈ Vp \ {0} fixed passing to the limit as t → 0 we find

λ1(p) ≤

∫

Ω
|∇u|2 dx

∫

Ω
u2 dx

.

Since the above inequality holds true for each u ∈ Vp \ {0}, passing to the infimum in the right-hand
side when u ∈ Vp \ {0} we get

λ1(p) ≤ νN
1 (p) .

On the other hand, for each u ∈ Vp \ {0}, arbitrary but fixed, we have

1
p

∫

Ω
|∇u|p dx +

1
2

∫

Ω
|∇u|2 dx

1
2

∫

Ω
u2 dx

≥

∫

Ω
|∇u|2 dx

∫

Ω
u2 dx

≥ νN
1 (p) .

Passing to the infimum in the left-hand side when u ∈ Vp \ {0} we get

λ1(p) ≥ νN
1 (p) .

Consequently, we find that
λ1(p) = νN

1 (p) .

Finally, let us assume by contradiction that λ1(p) = νN
1 (p) is an eigenvalue of problem (2.30) with

uλ ∈ Vp \ {0} the corresponding eigenfunction. By the definition of λ1(p) and relation (2.31) with
ϕ = uλ we obtain

∫

Ω
|∇uλ|p dx + νN

1 (p)
∫

Ω
u2

λ dx ≤
∫

Ω
|∇uλ|p dx +

∫

Ω
|∇uλ|2 dx = λ1(p)

∫

Ω
u2

λ dx .

It follows that ∫

Ω
|∇uλ|p dx = 0 ,

and combining this with relation (2.33) we deduce that uλ = 0, a contradiction.
The proof of Lemma 2.20 is complete.

2.3.3 Proof of Theorem 2.4

a) Following the first part of the proof of Lemma 2.20 we deduce that for each p > 2 we can characterize
λ1(p) as the following infimum

λ1(p) := inf
u∈Vp\{0}

∫

Ω
|∇u|2 dx

∫

Ω
u2 dx

.
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Thus, it is obvious that for each p > 1 we have λ1(p) ≥ λN
1 and since for each p > q > 2 we have

Vp ⊂ Vq we deduce that
λ1(p) ≥ λ1(q), ∀ p > q > 2 ,

in other words, λ1 is non-decreasing on (2,∞).

b) Since by a) λ1 is monotone (non-decreasing) it follows that it has one-sided limits.

c) Let us introduce the distance function d : Ω → R, by

d(x) = dist(x, ∂Ω) ,

for all x ∈ Ω. It is easy to observe that d is Lipschitz continuous and satisfies

|∇d(x)| = 1, for a.e. x ∈ Ω .

Next, define ψ : Ω → R by

ψ(x) = d(x)− 1
|Ω|

∫

Ω
d(y) dy .

Obviously, ψ ∈ Vp, for any p > 2 and
∫
Ω ψ2 dx > 0. That facts and relation (2.32) yield

λ1(p) ≤
1
p

∫

Ω
|∇ψ|p dx +

1
2

∫

Ω
|∇ψ|2 dx

1
2

∫

Ω
ψ2 dx

=

1
p

∫

Ω
|∇d|p dx +

1
2

∫

Ω
|∇d|2 dx

1
2

∫

Ω
ψ2 dx

=
2|Ω|

p

∫

Ω
ψ2 dx

,

for every p > 2. Consequently, function λ1(p) is bounded from above by the constant

Λ = max





2|Ω|
p

∫

Ω
ψ2 dx

, 2λN
1





, (2.38)

for each p ≥ 2.

d) By a) and c) we deduce that there exists Λ1 ∈ (λN
1 , Λ] such that

lim
p→∞λ1(p) = sup

p≥2
λ1(p) = Λ1 ,

where Λ is given by relation (2.38). Next, we deduce that λ1 is a non-decreasing function satisfying
λ1([2,Λ1]) ⊂ [λN

1 ,Λ1] ⊂ [2,Λ1]. An elementary result in mathematical analysis asserts that such a
function possesses a fixed point.

Theorem 2.4 is completely proved.
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Chapter 3

Dirichlet eigenvalue problems involving
variable exponent growth conditions

3.1 Eigenvalue problem −∆p(x)u = λ|u|p(x)−2u

Elliptic equations involving variable exponent growth conditions have been intensively discussed in the
last decade. A strong motivation in studying such kind of problems is due to the fact that they can
model with high accuracy various phenomena which arise from the study of elastic mechanics (see, V.
Zhikov [81]), electrorheological fluids (see, E. Acerbi and G. Mingione [1, 2], L. Diening [20], T. C.
Halsey [38], M. Ruzicka [72, 73]) or image restoration (see, Y. Chen, S. Levine and R. Rao [17]). In
that context, eigenvalue problems involving variable exponent growth conditions represent a starting
point in analyzing more complicated equations. A first contribution in this sense is the paper of X.
Fan, Q. Zhang and D. Zhao [30] where the following eigenvalue problem has been considered




−∆p(x)u = λ|u|p(x)−2u in Ω,

u = 0 on ∂Ω ,
(3.1)

where Ω ⊂ RN is a bounded domain with smooth boundary ∂Ω, p : Ω → (1,∞) is a continuous
function, ∆p(x)u := div(|∇u|p(x)−2∇u) stands for the p(x)-Laplace operator and λ is a real number.
The result in [30] establishes the existence of infinitely many eigenvalues for problem (3.1) by using
an argument based on the Ljusternik-Schnirelmann critical point theory. Denoting by Λ the set of all
nonnegative eigenvalues, the authors showed that sup Λ = +∞ and they pointed out that only under
special conditions, which are somehow connected with a kind of monotony of function p(x), we have
inf Λ > 0 (this is in contrast with the case when p(x) is a constant; then, we always have inf Λ > 0).

We notice that the above discussion is in keeping with the fact that considering, the Rayleigh
quotient associated with problem (3.1), that is

µ1 := inf
u∈C1

0 (Ω)\{0}

∫

Ω
|∇u|p(x) dx

∫

Ω
|u|p(x) dx

,

32
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we often have µ1 = 0 for general p(x). An example in that sense is illustrated by X. Fan and D. Zhao
in [31], pages 444-445. More exactly, letting Ω = (−2, 2) ⊂ R and defining p(x) = 3 if 0 ≤ |x| ≤ 1, and
p(x) = 4− |x| if 1 ≤ |x| ≤ 2 it can be proved that µ1 = 0 (see also [30, Theorem 3.1] for a more general
result when µ1 = 0). On the other hand, a necessary and sufficient condition such that µ1 > 0 has not
yet been obtained excepting the case when N = 1 (in that case, the infimum is positive if and only if
p(x) is a monotone function, see [30, Theorem 3.2]). However, the authors of [30] pointed out that in
the case N > 1 a sufficient condition to have µ1 > 0 is to exist a vector l ∈ RN \ {0} such that, for
any x ∈ Ω, function f(t) = p(x + tl) is monotone, for t ∈ Ix := {s; x + sl ∈ Ω} (see [30, Theorem 3.3]).
Assuming p is of class C1 the monotony of function f reads as follows: either

∇p(x + tl) · l ≥ 0, for all t ∈ Ix, x ∈ Ω ,

or
∇p(x + tl) · l ≤ 0, for all t ∈ Ix, x ∈ Ω .

We can supplement the above results in a sense that will be described below.
Assume Ω ⊂ RN (N ≥ 2) is an open, bounded and smooth set. For each x ∈ Ω, x = (x1, ..., xN )

and i ∈ {1, ..., N} we denote
mi = inf

x∈Ω
xi Mi = sup

x∈Ω
xi .

For each i ∈ {1, ..., N} let ai : [mi,Mi] → R be functions of class C1. Particularly, functions ai are
allowed to vanish.

Let −→a : Ω → RN be defined by

−→a (x) = (a1(x1), ..., aN (xN )) .

We assume that there exists a0 > 0 a constant such that

div−→a (x) ≥ a0 > 0, ∀ x ∈ Ω . (3.2)

Next, we consider p : Ω → (1, N) is a function of class C1 satisfying

−→a (x) · ∇p(x) = 0, ∀ x ∈ Ω . (3.3)

We point out the following result which can be found in [63].

Theorem 3.1. Assume that −→a (x) and p(x) are defined as above and satisfy conditions (3.2) and (3.3).
Then there exists a positive constant C such that

∫

Ω
|u(x)|p(x) dx ≤ C

∫

Ω
|−→a (x)|p(x)|∇u(x)|p(x) dx, ∀ u ∈ C1

0 (Ω) . (3.4)

Proof. The proof of Theorem 3.1 is inspired by the ideas in [78, Théorème 20.7].
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Simple computations based on relation (3.3) show that for each u ∈ C1
0 (Ω) the following equality

holds true

div(|u(x)|p(x)−→a (x)) =
N∑

i=1

∂

∂xi

(
|u(x)|p(x)ai(xi)

)

= |u(x)|p(x)div−→a (x)

+
N∑

i=1

ai(xi)
[
p(x)|u(x)|p(x)−2u(x)

∂u

∂xi
+ |u(x)|p(x) log(|u(x)|) ∂p

∂xi

]

= |u(x)|p(x)div−→a (x) + p(x)|u(x)|p(x)−2u(x)∇u(x) · −→a (x) +

|u(x)|p(x) log(|u(x)|)∇p(x) · −→a (x)

= |u(x)|p(x)div−→a (x) + p(x)|u(x)|p(x)−2u(x)∇u(x) · −→a (x) .

On the other hand, the flux-divergence theorem implies that for each u ∈ C1
0 (Ω) we have

∫

Ω
div(|u(x)|p(x)−→a (x)) dx =

∫

∂Ω
|u(x)|p(x)−→a (x) · −→n dσ(x) = 0 .

Using the above pieces of information we infer that for each u ∈ C1
0 (Ω) the following holds true

∫

Ω
|u(x)|p(x)div−→a (x) dx ≤ p+

∫

Ω
|u(x)|p(x)−1|∇u(x)||−→a (x)| dx .

Next, we recall that for each ε > 0, for each x ∈ Ω and for each A, B ≥ 0 the following Young type
inequality holds true (see, e.g. [13, the footnote on p. 56])

AB ≤ εA
p(x)

p(x)−1 +
1

εp(x)−1
Bp(x) .

We fix ε > 0 such that
p+ε < a0 ,

where a0 is given by relation (3.2).
The above facts and relation (3.2) yield

a0

∫

Ω
|u(x)|p(x) dx ≤ p+

[
ε

∫

Ω
|u(x)|p(x) dx +

∫

Ω

(
1
ε

)p(x)−1

|−→a (x)|p(x)|∇u(x)|p(x) dx

]
,

for any u ∈ C1
0 (Ω), or

(a0 − εp+)
∫

Ω
|u(x)|p(x) dx ≤

[(
1
ε

)p−−1

+
(

1
ε

)p+−1
]

p+

∫

Ω
|−→a (x)|p(x)|∇u(x)|p(x) dx ,

for any u ∈ C1
0 (Ω). The conclusion of Theorem 3.1 is now clear.

Example 1. We point out an example of functions −→a (x) and p(x) satisfying conditions (3.2) and (3.3)
in the case when −→a (x) can vanish in some points of Ω. Let N ≥ 3 and Ω = B 1√

N

(0), the ball centered

in the origin of radius 1√
N

. We define −→a (x) : Ω → RN by

−→a (x) = (−x1, x2, x3, ..., xN−1, xN ) ,
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(more exactly, function −→a (x) is associated to a vector x ∈ Ω the vector obtained from x by changing
in the first position x1 by −x1 and keeping unchanged xi for i ∈ {2, ..., N}). Clearly, −→a (x) is of class
C1, −→a (0) = 0 and we have

div(−→a (x)) = N − 2 ≥ 1, ∀ x ∈ Ω .

Thus, condition (3.2) is satisfied.
Next, we define p : Ω → (1, N) by

p(x) = x1(x2 + x3 + ... + xN−1 + xN ) + 2, ∀ x ∈ Ω .

It is easy to check that p is of class C1 and some elementary computations show that

∇p(x) · −→a (x) = (x2 + ... + xN )(−x1) + x1x2 + ... + x1xN = 0, ∀ x ∈ Ω .

It means that condition (3.3) is satisfied, too.

Example 2. We point out a second example, for N = 2. Taking Ω = B 1

31/3
(0), −→a (x) = (−x1, 2x2)

and p(x) = x2
1x2 + 3

2 it is easy to check that relations (3.2) and (3.3) are fulfilled.

Remark. If N , a and p are as in Example 1 or Example 2 then the result of Theorem 3.1 reads as
follows: there exists a positive constant C > 0 such that

∫

Ω
|u(x)|p(x) dx ≤ C

∫

Ω
|x|p(x)|∇u(x)|p(x) dx, ∀ u ∈ C1

0 (Ω) . (3.5)

3.2 Eigenvalue problem −∆p(x)u = λ|u|q(x)−2u

Going further, another eigenvalue problem involving variable exponent growth conditions intensively
studied is the following 



−∆p(x)u = λ|u|q(x)−2u in Ω,

u = 0 on ∂Ω ,
(3.6)

where Ω ⊂ RN (N ≥ 3) is a bounded domain with smooth boundary ∂Ω, p, q : Ω → (1,∞) are
two continuous functions and λ is a real number. In the case when p(x) 6= q(x) the competition
between the growth rates involved in equation (3.6) is essential in describing the set of eigenvalues of
this problem. Thus, in the case when minx∈Ω q(x) < minx∈Ω p(x) and q(x) has a subcritical growth
Ekeland’s variational principle can be used (see the paper, M. Mihăilescu and V. Rădulescu, On a
nonhomogeneous quasilinear eigenvalue problem in Sobolev spaces with variable exponent, Proceedings
Amer. Math. Soc. 135 (2007) 2929-2937.) in order to prove the existence of a continuous family of
eigenvalues which lies in a neighborhood of the origin. This result was later extended by X. Fan in
[27]. In the case when maxx∈Ω p(x) < minx∈Ω q(x) and q(x) has a subcritical growth, a mountain-pass
argument, similar with that used by Fan and Zhang [29], can be applied in order to show that any
λ > 0 is an eigenvalue of problem (3.6). Finally, in the case when maxx∈Ω q(x) < minx∈Ω p(x) it can
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be proved that the energetic functional which can be associated with the eigenvalue problem has a
nontrivial minimum for any λ > 0 (see, [29]).

For more information and connections regarding the study of eigenvalue problems involving variable
exponent growth conditions we also refer to [39], (see, the web-site of the Research group on variable
exponent Lebesgue and Sobolev spaces, http://www.math.helsinki.fi/analysis/varsobgroup/).

3.3 An eigenvalue problem involving the p(x)-Laplace operator and
a non-local term

In this section we point out an eigenvalue problem involving variable exponent growth conditions and
a non-local term. With that end in view, let Ω ⊂ RN , (N ≥ 3), be a bounded domain with smooth
boundary ∂Ω. We analyze the eigenvalue problem




−η[u] ·∆p(x)u = λf(x, u), for x ∈ Ω

u = 0, for x ∈ ∂Ω ,
(3.7)

where p : Ω → (1,∞) is a continuous function, η[u] is a non-local term defined by the following relation

η[u] = 2 +
(∫

Ω

1
p(x)

|∇u|p(x) dx

)maxΩ p/ minΩ p−1

+
(∫

Ω

1
p(x)

|∇u|p(x) dx

)minΩ p/ maxΩ p−1

,

λ is a real number and f = f(x, t) : Ω×R → R is given by relation

f(x, t) :=




|t|p(x)−2t, if |t| < 1

|t|r(x)−2t, if |t| ≥ 1 ,

with r : Ω → (1,∞) a continuous function satisfying

(maxΩ p)2

minΩ p
< min

Ω
r ≤ max

Ω
r <

N minΩ p

N −minΩ p
.

For problem (3.7) we can prove the existence of a continuous set of eigenvalues in a neighborhood
at the right of the origin by using as main argument the mountain-pass theorem. We notice that
problem (3.7) is connected with problem (3.1) since near the origin f(x, t) = |t|p(x)−2t and also with
problem (3.6) since far from the origin f(x, t) = |t|r(x)−2t, with minΩ r > maxΩ p. On the other hand,
the presence of the non-local term η[u] balances the absence of homogeneity which occurs in the case
of variable exponent growth conditions. Particularly, the presence of η[u] will help us to formulate a
Poincaré type inequality which will be essential in the variational approach considered in order to study
problem (3.7) (see Proposition 3.1 below).

We develop the above ideas.
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Definition 3.1. We say u ∈ W
1,p(·)
0 (Ω) is a weak solution for problem (3.7) if

η[u] ·
∫

Ω
|∇u|p(x)−2∇u∇v dx− λ

∫

Ω
f(x, u)v dx = 0,

for all v ∈ W
1,p(·)
0 (Ω). Moreover, we say that λ ∈ R is an eigenvalue of problem (3.7) if the weak

solution u defined above is not trivial.

Define

ν1 := inf
u∈E\{0}

2
∫

Ω

1
p(x)

|∇u|p(x) dx +
p−

p+

(∫

Ω

1
p(x)

|∇u|p(x) dx

)p+/p−

+
p+

p−

(∫

Ω

1
p(x)

|∇u|p(x) dx

)p−/p+

∫

Ω

1
p(x)

|u|p(x) dx

,

where E = W
1,p(·)
0 (Ω). A key result regarding ν1 is given by the following proposition.

Proposition 3.1. Assume that p : Ω → (1,∞) is a continuous function. Then ν1 > 0.

Remark. In the particular case when p(x) is a constant function on Ω, say p(x) = p > 1 for any x ∈ Ω,
then ν1 = 4λ1, where λ1 is defined by relation

λ1 := inf
u∈W 1,p

0 (Ω)\{0}

∫

Ω
|∇u|p dx

∫

Ω
|u|p dx

. (3.8)

The main result on problem (3.7) is given by the following theorem.

Theorem 3.2. Assume (p+)2/p− < r− ≤ r+ < Np−/(N − p−). Then any λ ∈ (0, ν1) is an eigenvalue
of problem (3.7).

In light of the above remark, we point out the following corollary which represents a particular case
of Theorem 3.2 obtained in the case when p(x) = p > 1 for any x ∈ Ω, where p is a constant.

Corollary 3.1. Assume p(x) = p > 1 for any x ∈ Ω, where p is a constant, p < r− ≤ r+ < Np/(N−p)
and λ1 is defined by relation (3.8). Then any λ ∈ (0, 4λ1) is an eigenvalue of problem (3.7).

Let λ ∈ (0, ν1) be fixed. The energy functional corresponding to problem (3.7) is defined as J :
W

1,p(·)
0 (Ω) → R,

J(u) = 2
∫

Ω

1
p(x)

|∇u|p(x) dx +
p−

p+

(∫

Ω

1
p(x)

|∇u|p(x) dx

)p+/p−

+

p+

p−

(∫

Ω

1
p(x)

|∇u|p(x) dx

)p−/p+

− λ

∫

Ω
F (x, u) dx

where F (x, u) =
∫ u
0 f(x, t) dt.
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It is known that operator Λ : W
1,p(·)
0 (Ω) → R,

Λ(u) =
∫

Ω

1
p(x)

|∇u|p(x) dx

satisfies Λ ∈ C1(W 1,p(·)
0 (Ω),R) with

〈Λ′
(u), v〉 =

∫

Ω
|∇u|p(x)−2∇u∇v dx

for all u, v ∈ W
1,p(·)
0 (Ω) (see e.g. [29]).

Defining Λ1, Λ2 : W
1,p(·)
0 (Ω) → R,

Λ1(u) =
(∫

Ω

1
p(x)

|∇u|p(x) dx

)p+/p−

and Λ2(u) =
(∫

Ω

1
p(x)

|∇u|p(x) dx

)p−/p+

we observe that
Λ1(u) = (Λ(u))p+/p− and Λ2(u) = (Λ(u))p−/p+

.

Thus, it is easy to verify that Λ1 ∈ C1(W 1,p(·)
0 (Ω),R) and Λ2 ∈ C0(W 1,p(·)

0 (Ω),R) ∩ C1(W 1,p(·)
0 (Ω) \

{0},R) with

〈Λ′
1(u), v〉 =

p+

p−

(∫

Ω

1
p(x)

|∇u|p(x) dx

)p+/p−−1 ∫

Ω
|∇u|p(x)−2∇u∇v dx

and

〈Λ′
2(u), v〉 =

p−

p+

(∫

Ω

1
p(x)

|∇u|p(x) dx

)p−/p+−1 ∫

Ω
|∇u|p(x)−2∇u∇v dx

for all u ∈ W
1,p(·)
0 (Ω) \ {0}, v ∈ W

1,p(·)
0 (Ω).

We deduce that J ∈ C0(W 1,p(·)
0 (Ω),R) ∩ C1(W 1,p(·)

0 (Ω) \ {0},R) with

〈J ′(u), v〉 = η[u] ·
∫

Ω
|∇u|p(x)−2∇u∇v dx− λ

∫

Ω
f(x, u)v dx,

for all u ∈ W
1,p(·)
0 (Ω) \ {0}, v ∈ W

1,p(·)
0 (Ω). Thus, the weak solutions of (3.7) are exactly the critical

points of J . The basic idea to prove Theorem 3.2 is to apply a mountain-pass argument in order to
obtain a nontrivial weak solution for problem (3.7), and, thus, to show that λ ∈ (0, ν1) is an eigenvalue
of (3.7). Here we will present in detail just the result of a lemma which leads to the proof of Proposition
3.1.

Lemma 3.1. There exists a positive constant C > 0 such that the following inequality holds true
∫

Ω
|u|p(x) dx ≤ C ·

[
2

∫

Ω

1
p(x)

|∇u|p(x) dx +
p−

p+

(∫

Ω

1
p(x)

|∇u|p(x) dx

)p+/p−

+

p+

p−

(∫

Ω

1
p(x)

|∇u|p(x) dx

)p−/p+
]

for any u ∈ W
1,p(·)
0 (Ω).
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Proof. Using relations (1.3) and (1.4) we deduce that for any u ∈ W
1,p(·)
0 (Ω) we have

∫

Ω
|u|p(x) dx ≤ |u|p+

p(x) + |u|p−p(x). (3.9)

The Sobolev embedding of W
1,p(·)
0 (Ω) into Lp(·)(Ω) guarantees the existence of a positive constant c1 > 0

such that
|u|p(x) ≤ c1‖u‖0 (3.10)

for any u ∈ W
1,p(·)
0 (Ω).

Relations (3.9) and (3.10) imply that there exists a positive constant c2 > 0 such that
∫

Ω
|u|p(x) dx ≤ c2(‖u‖p+

0 + ‖u‖p−
0 ), ∀ u ∈ W

1,p(·)
0 (Ω) . (3.11)

On the other hand, using once again relations (1.3) and (1.4), we find that for any u ∈ W
1,p(·)
0 (Ω)

‖u‖0 ≤
(∫

Ω
|∇u|p(x) dx

)1/p+

+
(∫

Ω
|∇u|p(x) dx

)1/p−

. (3.12)

By (3.11) and (3.12) we have

∫

Ω
|u|p(x) dx ≤ c2 ·





[(∫

Ω
|∇u|p(x) dx

)1/p+

+
(∫

Ω
|∇u|p(x) dx

)1/p−
]p+

+

[(∫

Ω
|∇u|p(x) dx

)1/p+

+
(∫

Ω
|∇u|p(x) dx

)1/p−
]p−





(3.13)

for any u ∈ W
1,p(·)
0 (Ω).

We remember that for any s > 0 there exists a positive constant cs > 0 such that

(α + β)s ≤ cs(αs + βs), ∀ α, β > 0.

Relation (3.13) and the above inequality assure that there exists a positive constant c3 > 0 such that

∫

Ω
|u|p(x) dx ≤ c3 ·

[
2

∫

Ω
|∇u|p(x) dx +

(∫

Ω
|∇u|p(x) dx

)p+/p−

+

(∫

Ω
|∇u|p(x) dx

)p−/p+
]

for any u ∈ W
1,p(·)
0 (Ω). By the above inequality we conclude that Lemma 3.1 holds true.
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3.4 Eigenvalue problem −∆p1(x)u−∆p2(x)u = λ|u|q(x)−2u

We are concerned with the study of the eigenvalue problem



−∆p1(x)u−∆p2(x)u = λ|u|q(x)−2u, for x ∈ Ω

u = 0, for x ∈ ∂Ω ,
(3.14)

where Ω ⊂ RN (N ≥ 3) is a bounded domain with smooth boundary, λ is a positive real number, and
p1, p2, q are continuous functions on Ω.

We study problem (3.14) under the following assumptions:

1 < p2(x) < min
y∈Ω

q(y) ≤ max
y∈Ω

q(y) < p1(x), ∀ x ∈ Ω (3.15)

and
max
y∈Ω

q(y) < p?
2(x), ∀ x ∈ Ω , (3.16)

where p?
2(x) := Np2(x)

N−p2(x) if p2(x) < N and p?
2(x) = +∞ if p2(x) ≥ N .

Since p2(x) < p1(x) for any x ∈ Ω it follows that W
1,p1(·)
0 (Ω) is continuously embedded in W

1,p2(·)
0 (Ω).

Thus, a solution for a problem of type (3.14) will be sought in the variable exponent space W
1,p1(·)
0 (Ω).

We say that λ ∈ R is an eigenvalue of problem (3.14) if there exists u ∈ W
1,p1(·)
0 (Ω) \ {0} such that

∫

Ω
(|∇u|p1(x)−2 + |∇u|p2(x)−2)∇u∇v dx− λ

∫

Ω
|u|q(x)−2uv dx = 0 ,

for all v ∈ W
1,p1(·)
0 (Ω). We point out that if λ is an eigenvalue of problem (3.14) then the corresponding

eigenfunction u ∈ W
1,p1(·)
0 (Ω) \ {0} is a weak solution of problem (3.14).

Define

λ1 := inf
u∈W

1,p1(·)
0 (Ω)\{0}

∫

Ω

1
p1(x)

|∇u|p1(x) dx +
∫

Ω

1
p2(x)

|∇u|p2(x) dx
∫

Ω

1
q(x)

|u|q(x) dx

.

Our main result is given by the following theorem.

Theorem 3.3. Assume that conditions (3.15) and (3.16) are fulfilled. Then λ1 > 0. Moreover, any
λ ∈ [λ1,∞) is an eigenvalue of problem (3.14). Furthermore, there exists a positive constant λ0 such
that λ0 ≤ λ1 and any λ ∈ (0, λ0) is not an eigenvalue of problem (3.14).

Proof. Let E denote the generalized Sobolev space W
1,p1(·)
0 (Ω). We denote by ‖ · ‖0 the norm on

W
1,p1(·)
0 (Ω) and by ‖ · ‖1 the norm on W

1,p2(·)
0 (Ω).

Define functionals J , I, J1, I1 : E → R by

J(u) =
∫

Ω

1
p1(x)

|∇u|p1(x) dx +
∫

Ω

1
p2(x)

|∇u|p2(x) dx,
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I(u) =
∫

Ω

1
q(x)

|u|q(x) dx,

J1(u) =
∫

Ω
|∇u|p1(x) dx +

∫

Ω
|∇u|p2(x) dx,

I1(u) =
∫

Ω
|u|q(x) dx.

Standard arguments imply that J, I ∈ C1(E,R) and for all u, v ∈ E,

〈J ′(u), v〉 =
∫

Ω
(|∇u|p1(x)−2 + |∇u|p2(x)−2)∇u∇v dx,

〈I ′(u), v〉 =
∫

Ω
|u|q(x)−2uv dx.

We split the proof of Theorem 3.3 into four steps.
• Step 1. We show that λ1 > 0.

Since for any x ∈ Ω we have p1(x) > q+ ≥ q(x) ≥ q− > p2(x) we deduce that for any u ∈ E,

2(|∇u(x)|p1(x) + |∇u(x)|p2(x)) ≥ |∇u(x)|q+
+ |∇u(x)|q−

and
|u(x)|q+

+ |u(x)|q− ≥ |u(x)|q(x).

Integrating the above inequalities we find

2
∫

Ω
(|∇u|p1(x) + |∇u|p2(x)) dx ≥

∫

Ω
(|∇u|q+

+ |∇u|q−) dx, ∀ u ∈ E (3.17)

and ∫

Ω
(|u|q+

+ |u|q−) dx ≥
∫

Ω
|u|q(x) dx, ∀ u ∈ E. (3.18)

By Sobolev embeddings, there exist positive constants λq+ and λq− such that
∫

Ω
|∇u|q+

dx ≥ λq+

∫

Ω
|u|q+

dx, ∀ u ∈ W 1,q+

0 (Ω) (3.19)

and ∫

Ω
|∇u|q− dx ≥ λq−

∫

Ω
|u|q− dx, ∀ u ∈ W 1,q−

0 (Ω). (3.20)

Using again the fact that q− ≤ q+ < p1(x) for any x ∈ Ω we deduce that E is continuously embedded
in W 1,q+

0 (Ω) and in W 1,q−
0 (Ω). Thus, inequalities (3.19) and (3.20) hold true for any u ∈ E.

Using inequalities (3.19), (3.20) and (3.18) it is clear that there exists a positive constant µ such
that ∫

Ω
(|∇u|q+

+ |∇u|q−) dx ≥ µ

∫

Ω
|u|q(x) dx, ∀ u ∈ E. (3.21)

Next, inequalities (3.21) and (3.17) yield
∫

Ω
(|∇u|p1(x) + |∇u|p2(x)) dx ≥ µ

2

∫

Ω
|u|q(x) dx, ∀ u ∈ E. (3.22)
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By relation (3.22) we deduce that

λ0 = inf
v∈E\{0}

J1(v)
I1(v)

> 0 (3.23)

and, thus,
J1(u) ≥ λ0I1(u), ∀ u ∈ E. (3.24)

The above inequality yields

p+
1 · J(u) ≥ J1(u) ≥ λ0I1(u) ≥ λ0I(u) ∀ u ∈ E. (3.25)

The last inequality assures that λ1 > 0 and, thus, step 1 is verified.

• Step 2. We show that λ1 is an eigenvalue of problem (3.14).

Lemma 3.2. The following relations hold true:

lim
‖u‖0→∞

J(u)
I(u)

= ∞ (3.26)

and
lim

‖u‖0→0

J(u)
I(u)

= ∞. (3.27)

Proof. Since E is continuously embedded in Lq±(Ω) it follows that there exist two positive constants
c1 and c2 such that

‖u‖0 ≥ c1 · |u|q+ , ∀ u ∈ E (3.28)

and
‖u‖0 ≥ c2 · |u|q− , ∀ u ∈ E. (3.29)

For any u ∈ E with ‖u‖0 > 1 by relations (1.3), (3.18), (3.28), (3.29) we infer

J(u)
I(u)

≥
‖u‖p−1

0

p+
1

|u|q+

q+ + |u|q−
q−

q−

≥
‖u‖p−1

0

p+
1

c−q+

1 ‖u‖q+

0 + c−q−
2 ‖u‖q−

0

q−

.

Since p−1 > q+ ≥ q−, passing to the limit as ‖u‖0 →∞ in the above inequality we deduce that relation
(3.26) holds true.

Next, let us remark that since p1(x) > p2(x) for any x ∈ Ω, the space W
1,p1(·)
0 (Ω) is continuously

embedded in W
1,p2(·)
0 (Ω). Thus, if ‖u‖0 → 0 then ‖u‖1 → 0.

The above remarks enable us to affirm that for any u ∈ E with ‖u‖0 < 1 small enough we have
‖u‖1 < 1.

On the other hand, since (3.16) holds true we deduce that W
1,p2(·)
0 (Ω) is continuously embedded in

Lq±(Ω). It follows that there exist two positive constants d1 and d2 such that

‖u‖1 ≥ d1 · |u|q+ , ∀ u ∈ W
1,p2(·)
0 (Ω) (3.30)
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and
‖u‖1 ≥ d2 · |u|q− , ∀ u ∈ W

1,p2(·)
0 (Ω). (3.31)

Thus, for any u ∈ E with ‖u‖0 < 1 small enough, relations (1.4), (3.18), (3.30), (3.31) imply

J(u)
I(u)

≥

∫
Ω |∇u|p2(x) dx

p+
2

|u|q+

q+ + |u|q−
q−

q−

≥
‖u‖p+

2
1

p+
2

d−q+

1 ‖u‖q+

1 + d−q−
2 ‖u‖q−

1

q−

.

Since p+
2 < q− ≤ q+, passing to the limit as ‖u‖0 → 0 (and thus, ‖u‖1 → 0) in the above inequality we

deduce that relation (3.27) holds true. The proof of Lemma 3.2 is complete.

Lemma 3.3. There exists u ∈ E \ {0} such that J(u)
I(u) = λ1.

Proof. Let {un} ⊂ E \ {0} be a minimizing sequence for λ1, that is,

lim
n→∞

J(un)
I(un)

= λ1 > 0. (3.32)

By relation (3.26) it is clear that {un} is bounded in E. Since E is reflexive it follows that there exists
u ∈ E such that, up to a subsequence, {un} converges weakly to u in E. On the other hand, standard
arguments show that functional J is weakly lower semi-continuous. Thus, we find

lim inf
n→∞ J(un) ≥ J(u). (3.33)

By the compact embedding theorem for spaces with variable exponent and assumption 1 ≤ maxy∈Ω q(y) <

p1(x) for all x ∈ Ω (see (3.15)) it follows that E is compactly embedded in Lq(·)(Ω). Thus, {un} con-
verges strongly in Lq(·)(Ω). Then, by relation (1.5) it follows that

lim
n→∞ I(un) = I(u). (3.34)

Relations (3.33) and (3.34) imply that if u 6≡ 0 then

J(u)
I(u)

= λ1.

Thus, in order to conclude that the lemma holds true it is enough to show that u is not trivial. Assume
by contradiction the contrary. Then un converges weakly to 0 in E and strongly in Lq(·)(Ω). In other
words, we will have

lim
n→∞ I(un) = 0. (3.35)

Letting ε ∈ (0, λ1) be fixed by relation (3.32) we deduce that for n large enough we have

|J(un)− λ1I(un)| < εI(un),

or
(λ1 − ε)I(un) < J(un) < (λ1 + ε)I(un).
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Passing to the limit in the above inequalities and taking into account that relation (3.35) holds true we
find

lim
n→∞J(un) = 0.

That fact combined with relation (1.5) implies that actually un converges strongly to 0 in E, i.e.
limn→∞ ‖un‖0 = 0. By this information and relation (3.27) we get

lim
n→∞

J(un)
I(un)

= ∞,

and this is a contradiction. Thus, u 6≡ 0. The proof of Lemma 3.3 is complete.
By Lemma 3.3 we conclude that there exists u ∈ E \ {0} such that

J(u)
I(u)

= λ1 = inf
w∈E\{0}

J(w)
I(w)

. (3.36)

Then, for any v ∈ E we have
d

dε

J(u + εv)
I(u + εv)

|ε=0 = 0 .

A simple computation yields
∫

Ω
(|∇u|p1(x)−2 + |∇u|p2(x)−2)∇u∇v dx · I(u)− J(u) ·

∫

Ω
|u|q(x)−2uv dx = 0, ∀ v ∈ E. (3.37)

Relation (3.37) combined with the fact that J(u) = λ1I(u) and I(u) 6= 0 implies the fact that λ1 is an
eigenvalue of problem (3.14). Thus, step 2 is verified.

• Step 3. We show that any λ ∈ (λ1,∞) is an eigenvalue of problem (3.14).
Let λ ∈ (λ1,∞) be arbitrary but fixed. Define Tλ : E → R by

Tλ(u) = J(u)− λI(u).

Clearly, Tλ ∈ C1(E,R) with

〈T ′
λ(u), v〉 = 〈J ′(u), v〉 − λ〈I ′(u), v〉, ∀ u ∈ E.

Thus, λ is an eigenvalue of problem (3.14) if and only if there exists uλ ∈ E \ {0} a critical point of Tλ.
With similar arguments as in the proof of relation (3.26) we can show that Tλ is coercive, i.e.

lim‖u‖0→∞ Tλ(u) = ∞. On the other hand, as we have already remarked, functional Tλ is weakly lower
semi-continuous. These two facts enable us to apply Theorem 1.2 in [75] in order to prove that there
exists uλ ∈ E a global minimum point of Tλ and, thus, a critical point of Tλ. In order to conclude that
step 4 holds true it is enough to show that uλ is not trivial. Indeed, since λ1 = infu∈E\{0}

J(u)
I(u) and

λ > λ1 it follows that there exists vλ ∈ E such that

J(vλ) < λI(vλ),

or
Tλ(vλ) < 0.
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Thus,
inf
E

Tλ < 0

and we conclude that uλ is a nontrivial critical point of Tλ, or λ is an eigenvalue of problem (3.14).
Thus, step 3 is verified.

• Step 4. Any λ ∈ (0, λ0), where λ0 is given by (3.23), is not an eigenvalue of problem (3.14).
Indeed, assuming by contradiction that there exists λ ∈ (0, λ0) an eigenvalue of problem (3.14) it

follows that there exists uλ ∈ E \ {0} such that

〈J ′(uλ), v〉 = λ〈I ′(uλ), v〉, ∀ v ∈ E.

Thus, for v = uλ we find
〈J ′(uλ), uλ〉 = λ〈I ′(uλ), uλ〉,

that is,
J1(uλ) = λI1(uλ).

The fact that uλ ∈ E \ {0} assures that I1(uλ) > 0. Since λ < λ0, the above information yields

J1(uλ) ≥ λ0I1(uλ) > λI1(uλ) = J1(uλ).

Clearly, the above inequalities lead to a contradiction. Thus, step 4 is verified.

By steps 2, 3 and 4 we deduce that λ0 ≤ λ1. The proof of Theorem 3.3 is now complete.

Remark 3.1. At this stage we are not able to deduce whether λ0 = λ1 or λ0 < λ1. In the latter case
an interesting question concerns the existence of eigenvalues of problem (3.14) in the interval [λ0, λ1).

3.5 An optimization result

In this section we are concerned with the study of the eigenvalue problem



−∆p1(x)u−∆p2(x)u + V (x)|u|m(x)−2u = λ(|u|q1(x)−2 + |u|q2(x)−2)u, for x ∈ Ω

u = 0, for x ∈ ∂Ω ,
(3.38)

where Ω ⊂ RN (N ≥ 3) is a bounded domain with smooth boundary, λ is a real number, V is an
indefinite sign-changing weight, and p1, p2, q1, q2, m are continuous functions on Ω. Problem (3.38)
can be placed in the context of the eigenvalue problem studied in the above section since in the particular
case when q1(x) = q2(x) = q(x) for any x ∈ Ω and V ≡ 0 in Ω it becomes problem (3.14). The form of
problem (3.38) becomes a natural extension of problem (3.14) with the presence of the potential V in
the left-hand side of the equation and by considering that in the right-hand side we have q1 6= q2 on Ω.

More exactly, we study problem (3.38) when p1, p2, q1, q2, m : Ω → (1,∞) are continuous functions
satisfying the following hypotheses:

max
Ω

p2 < min
Ω

q2 ≤ max
Ω

q2 ≤ min
Ω

m ≤ max
Ω

m ≤ min
Ω

q1 ≤ max
Ω

q1 < min
Ω

p1 , (3.39)
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max
Ω

q1 < p?
2(x) :=





Np2(x)
N − p2(x)

if p2(x) < N

+∞ if p2(x) ≥ N .
(3.40)

We assume that the potential V : Ω → R satisfies

V ∈ Lr(·)(Ω), with r ∈ C(Ω) and r(x) >
N

minΩ m
∀ x ∈ Ω . (3.41)

Condition (3.39) which describes the competition between the growth rates involved in equation (3.38)
represents the key of the present study since it establishes a balance between all the variable exponents
involved in the problem. Such a balance is essential since our setting assumes a non-homogeneous
eigenvalue problem for which a minimization technique based on the Lagrange multiplier theorem can
not be applied in order to find (principal) eigenvalues (unlike the case offered by the homogeneous
operators). Thus, in the case of nonlinear non-homogeneous eigenvalue problems the classical theory
used in the homogeneous case does not work entirely, but some of its ideas can still be useful and some
particular results can still be obtained in some aspects while in other aspects entirely new phenomena
can occur. To focus on our case, condition (3.39) together with conditions (3.40) and (3.41) imply

lim
‖u‖p1(·)→0

∫

Ω

1
p1(x)

|∇u|p1(x) dx +
∫

Ω

1
p2(x)

|∇u|p2(x) dx +
∫

Ω

V (x)
m(x)

|u|m(x) dx
∫

Ω

1
q1(x)

|u|q1(x) dx +
∫

Ω

1
q2(x)

|u|q2(x) dx

= ∞

and

lim
‖u‖p1(·)→∞

∫

Ω

1
p1(x)

|∇u|p1(x) dx +
∫

Ω

1
p2(x)

|∇u|p2(x) dx +
∫

Ω

V (x)
m(x)

|u|m(x) dx
∫

Ω

1
q1(x)

|u|q1(x) dx +
∫

Ω

1
q2(x)

|u|q2(x) dx

= ∞ ,

where ‖ · ‖p1(·) stands for the norm in the variable exponent Sobolev space W
1,p1(·)
0 (Ω). In other words,

the absence of homogeneity is balanced by the behavior (actually, the blow-up) of the Rayleigh quotient
associated to problem (3.38) in the origin and at infinity. The consequences of the above remarks is
that the infimum of the Rayleigh quotient associated to problem (3.38) is a real number, i.e.

inf
u∈W

1,p1(·)
0 (Ω)\{0}

∫

Ω

1
p1(x)

|∇u|p1(x) dx +
∫

Ω

1
p2(x)

|∇u|p2(x) dx +
∫

Ω

V (x)
m(x)

|u|m(x) dx
∫

Ω

1
q1(x)

|u|q1(x) dx +
∫

Ω

1
q2(x)

|u|q2(x) dx

∈ R , (3.42)

and it will be attained for a function u0 ∈ W
1,p1(·)
0 (Ω) \ {0}. Moreover, the value in (3.42) represents

an eigenvalue of problem (3.38) with the corresponding eigenfunction u0. However, at this stage we
can not say if the eigenvalue described above is the lowest eigenvalue of problem (3.38) or not, even
if we are able to show that any λ small enough is not an eigenvalue of (3.38). At the moment this
remains an open question. On the other hand, we can prove that any λ larger than the value given by
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relation (3.42) is also an eigenvalue of problem (3.38). Thus, we conclude that problem (3.38) possesses
a continuous family of eigenvalues.

Related with the above ideas we will also discuss the optimization of the eigenvalues described by
relation (3.42) with respect to the potential V , providing that V belongs to a bounded, closed and
convex subset of Lr(·)(Ω) (where r(x) is given by relation (3.41)). By optimization we understand
the existence of some potentials V? and V ? such that the eigenvalue described in relation (3.42) is
minimal or maximal with respect to the set where V lies. The results that we will obtain in the
context of optimization of eigenvalues are motivated by the above advances in this field in the case
of homogeneous (linear or nonlinear) eigenvalue problems. We refer mainly to the studies in M. S.
Asbaugh & E. M. Harrell [9], H. Egnell [24] and J. F. Bonder & L. M. Del Pezzo [12] where different
optimization problems of the principal eigenvalue of some homogeneous operators were studied.

Since p2(x) < p1(x) for any x ∈ Ω it follows that W
1,p1(·)
0 (Ω) is continuously embedded in W

1,p2(·)
0 (Ω).

Thus, a solution for a problem of type (3.38) will be sought in the variable exponent space W
1,p1(·)
0 (Ω).

We say that λ ∈ R is an eigenvalue of problem (3.38) if there exists u ∈ W
1,p1(·)
0 (Ω) \ {0} such that

∫

Ω
(|∇u|p1(x)−2+ |∇u|p2(x)−2)∇u∇v dx+

∫

Ω
V (x)|u|m(x)−2uv dx−λ

∫

Ω
(|u|q1(x)−2+ |u|q2(x)−2)uv dx = 0 ,

for all v ∈ W
1,p1(·)
0 (Ω). We point out that if λ is an eigenvalue of problem (3.38) then the corresponding

eigenfunction u ∈ W
1,p1(·)
0 (Ω) \ {0} is a weak solution of problem (3.38).

For each potential V ∈ Lr(·)(Ω) we define

E(V ) := inf
u∈W

1,p1(·)
0 (Ω)\{0}

∫

Ω

1
p1(x)

|∇u|p1(x) dx +
∫

Ω

1
p2(x)

|∇u|p2(x) dx +
∫

Ω

V (x)
m(x)

|u|m(x) dx
∫

Ω

1
q1(x)

|u|q1(x) dx +
∫

Ω

1
q2(x)

|u|q2(x) dx

and

F (V ) := inf
u∈W

1,p1(·)
0 (Ω)\{0}

∫

Ω
|∇u|p1(x) dx +

∫

Ω
|∇u|p2(x) dx +

∫

Ω
V (x)|u|m(x) dx

∫

Ω
|u|q1(x) dx +

∫

Ω
|u|q2(x) dx

.

Thus, we can define a function E : Lr(·)(Ω) → R.
The first result of this section is given by the following theorem.

Theorem 3.4. Assume that conditions (3.39), (3.40) and (3.41) are fulfilled. Then E(V ) is an eigen-
value of problem (3.38). Moreover, there exists u ∈ W

1,p1(x)
0 (Ω) \ {0} an eigenfunction corresponding

to eigenvalue E(V ) such that

E(V ) =

∫

Ω

1
p1(x)

|∇u|p1(x) dx +
∫

Ω

1
p2(x)

|∇u|p2(x) dx +
∫

Ω

V (x)
m(x)

|u|m(x) dx
∫

Ω

1
q1(x)

|u|q1(x) dx +
∫

Ω

1
q2(x)

|u|q2(x) dx

.

Furthermore, F (V ) ≤ E(V ), each λ ∈ (E(V ),∞) is an eigenvalue of problem (3.38), while each
λ ∈ (−∞, F (V )) is not an eigenvalue of problem (3.38).
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Next, we point out the case of convex, bounded and closed subsets of Lr(·)(Ω) where function E

defined above is bounded from below and attains its minimum. The result is the following:

Theorem 3.5. Assume that conditions (3.39), (3.40) and (3.41) are fulfilled. Assume that S is a
convex, bounded and closed subset of Lr(x)(Ω). Then there exists V? ∈ S which minimizes E(V ) on S,
i.e.

E(V?) = inf
V ∈S

E(V ) .

Finally, we will focus our attention on the particular case when set S from Theorem 3.5 is a ball
in Lr(·)(Ω). Thus, we will denote each closed ball centered in the origin of radius R from Lr(·)(Ω) by
BR(0), i.e.

BR(0) := {u ∈ Lr(·)(Ω); |u|r(x) ≤ R} .

By Theorem 3.5 we can define function E? : [0,∞) → R by

E?(R) = min
V ∈BR(0)

E(V ) .

Our result on function E? is given by the following theorem:

Theorem 3.6. a) Function E? is not constant and decreases monotonically.
b) Function E? is continuous.

On the other hand, we point out that similar results as those of Theorems 3.5 and 3.6 can be
obtained if we notice that on each convex, bounded and closed subset of Lr(·)(Ω) function E defined in
Theorem 3.4 is also bounded from above and attains its maximum. It is also easy to remark that we
can define a function E? : [0,∞) → R by

E?(R) = max
V ∈BR(0)

E(V ) ,

which has similar properties as E?.

3.6 The case of unbounded domains

Consider the eigenvalue problem



−∆p(x)u + |u|p(x)−2u + |u|q(x)−2u = λg(x)|u|r(x)−2u for x ∈ Ω

u = 0 for x ∈ ∂Ω ,
(3.43)

where Ω is a smooth exterior domain in RN (N ≥ 3), that is, Ω is the complement of a bounded
domain with Lipschitz boundary. Mappings p, q, r : Ω → [2,∞) are Lipschitz continuous functions
while g : Ω → [0,∞) is a measurable function for which there exists a nonempty set Ω0 ⊂ Ω such that
g(x) > 0 for any x ∈ Ω0, and λ ≥ 0 is a real number.
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Assume that functions p, q and r satisfy hypotheses

2 ≤ p− ≤ p+ < N , (3.44)

p+ < r− ≤ r+ < q− ≤ q+ <
Np−

N − p−
. (3.45)

Furthermore, we assume that function g(x) satisfies the hypothesis

g ∈ L∞(Ω) ∩ Lp0(·)(Ω) , (3.46)

where p0(x) = p?(x)/(p?(x)− r−) for any x ∈ Ω.
Obviously, the natural space where we should seek solutions for problem (3.43) is space W

1,p(·)
0 (Ω).

We say that λ ∈ R is an eigenvalue of problem (3.43) if there exists u ∈ W
1,p(·)
0 (Ω) \ {0} such that

∫

Ω
(|∇u|p(x)−2∇u∇v + |u|p(x)−2uv + |u|q(x)−2uv) dx− λ

∫

Ω
g(x)|u|r(x)−2uv dx = 0,

for all v ∈ W
1,p(·)
0 (Ω). We point out that if λ is an eigenvalue of problem (3.43) then the corresponding

u ∈ W
1,p(·)
0 (Ω) \ {0} is a weak solution of (3.43).

Define

λ1 := inf
u∈W

1,p(·)
0 (Ω)\{0}

∫

Ω

1
p(x)

(|∇u|p(x) + |u|p(x)) dx +
∫

Ω

1
q(x)

|u|q(x) dx

∫

Ω

g(x)
r(x)

|u|r(x) dx

and

λ0 := inf
u∈W

1,p(·)
0 (Ω)\{0}

∫

Ω
(|∇u|p(x) + |u|p(x)) dx +

∫

Ω
|u|q(x) dx

∫

Ω
g(x)|u|r(x) dx

.

Our main result on problem (3.43) is given by the following theorem.

Theorem 3.7. Let Ω be an exterior domain with Lipschitz boundary in RN , where N ≥ 3. Suppose
that p, q, r : Ω → [2,∞) are Lipschitz continuous functions and g : Ω → [0,∞) is a measurable function
for which there exists a nonempty set Ω0 ⊂ Ω such that g > 0 in Ω0. Assume conditions (3.44), (3.45),
and (3.46) are fulfilled.

Then
0 < λ0 ≤ λ1 .

Furthermore, each λ ∈ [λ1,∞) is an eigenvalue of problem (3.43) while any λ ∈ (0, λ0) is not an
eigenvalue of problem (3.43).

At this stage we are not able to deduce whether λ0 = λ1 or λ0 < λ1. In the latter case an interesting
open problem concerns the existence of eigenvalues of problem (3.43) in the interval [λ0, λ1).
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3.7 The anisotropic case

The purpose of this section is to analyze the nonhomogeneous anisotropic eigenvalue problem




−
N∑

i=1

∂xi

(
|∂xiu|pi(x)−2 ∂xiu

)
= λ|u|q(x)−2u in Ω,

u = 0 on ∂Ω,

(3.47)

where Ω ⊂ RN (N ≥ 3) is a bounded domain with smooth boundary, λ is a positive number, and pi, q

are continuous functions on Ω such that 2 ≤ pi(x) < N and q(x) > 1 for any x ∈ Ω and i ∈ {1, ..., N}.
The natural function space where problem (3.47) should be analyzed is the anisotropic variable

exponent Sobolev space W
1,
→
p (·)

0 (Ω). For definitions, notations and properties of anisotropic variable
exponent spaces we refer to Chapter 1.

We say that λ ∈ R is an eigenvalue of problem (3.47) if there exists u ∈ W
1,
→
p (·)

0 (Ω) \ {0} such that

∫

Ω

{
N∑

i=1

|∂xiu|pi(x)−2 ∂xiu∂xiϕ− λ|u|q(x)−2uϕ

}
dx = 0

for all ϕ ∈ W
1,
→
p (·)

0 (Ω). For λ ∈ R an eigenvalue of problem (3.47) function u from the above definition
will be called a weak solution of problem (3.47) corresponding to eigenvalue λ.

The main results on problem (3.47) are listed below:

Theorem 3.8. Assume that function q ∈ C(Ω) verifies hypothesis

P+
+ < min

x∈Ω
q(x) ≤ max

x∈Ω
q(x) < P ?

−. (3.48)

Then for any λ > 0 problem (3.47) possesses a nontrivial weak solution.

Theorem 3.9. If q ∈ C(Ω) satisfies inequalities

1 < min
x∈Ω

q(x) ≤ max
x∈Ω

q(x) < P−
− , (3.49)

then for any λ > 0 problem (3.47) possesses a nontrivial weak solution.

Theorem 3.10. If q ∈ C(Ω), with

1 < min
x∈Ω

q(x) < P−
− and max

x∈Ω
q(x) < P−,∞, (3.50)

then there exists λ? > 0 such that for any λ ∈ (0, λ?) problem (3.47) possesses a nontrivial weak
solution.

Remark 3.2. If q ∈ C(Ω) verifies (3.49) then it satisfies (3.50). On the other hand, we point out that
the result of Theorem 3.10 holds true in situations that extend relation (3.49) since in relation (3.50)
we could have

1 < min
x∈Ω

q(x) < P−
− < max

x∈Ω
q(x) < P−,∞.
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In order to enunciate the next result on problem (3.47) we consider the following assumptions on
functions pi, q:

(a1) Assume that there exists j ∈ {1, ..., N} such that q(x) = q(x1, ..., xj−1, xj+1, ..., xN ) (i.e. q is
independent of xj) and pj(x) = q(x) for all x ∈ Ω.

(a2) Assume that there exists k ∈ {1, ..., N} (k 6= j with j given in (a1)) such that

max
x∈Ω

q(x) < min
x∈Ω

pk(x) .

Define the Rayleigh type quotients λ0 and λ1 associated with problem (3.47) by

λ0 = inf
u∈W

1,
→
p (·)

0 (Ω)\{0}

∫

Ω

N∑

i=1

|∂iu|pi(x) dx

∫

Ω
|u|q(x) dx

, λ1 = inf
u∈W

1,
→
p (·)

0 (Ω)\{0}

∫

Ω

N∑

i=1

1
pi(x)

|∂iu|pi(x) dx

∫

Ω

1
q(x)

|u|q(x) dx

.

Theorem 3.11. Assume conditions (a1) and (a2) are fulfilled. Then 0 < λ0 ≤ λ1 and every λ ∈ (λ1,∞)
is an eigenvalue of problem (3.47), while no λ ∈ (0, λ0) can be an eigenvalue of problem (3.47).

Remark 3.3. At this stage we are not able to say whether λ0 = λ1 or λ0 < λ1. In the latter case an
interesting question concerns the existence of eigenvalues of problem (3.47) in the interval [λ0, λ1].

We note that we can also obtain results of the type of those enunciated above by replacing operator
N∑

i=1

∂xi

(
|∂xiu|pi(x)−2 ∂xiu

)
in problem (3.47) with a more general one, namely an operator of the type

N∑

i=1

∂xi (ai(x, ∂xiu)), where for each i ∈ {1, ..., N} we assume that ai(x, t) : Ω×R → R is a continuous

function. For each i ∈ {1, ..., N} define Ai(x, t) : Ω×R → R, a primitive with respect to variable t of
ai(x, t), i.e. Ai(x, t) =

∫ t
0 ai(x, s) ds. The above results can be extended if we suppose that ai and Ai

satisfy the following hypotheses:

(A1) There exists a positive constant c1,i and a continuous function pi(x) : Ω → [2,∞) such that

|ai(x, t)| ≤ c1,i(1 + |t|pi(x)−1),

for all x ∈ Ω and t ∈ R.

(A2) There exists ki > 0 such that

Ai

(
x,

t + s

2

)
≤ 1

2
Ai(x, t) +

1
2
Ai(x, s)− ki|t− s|pi(x)

for all x ∈ Ω and t, s ∈ R, where pi(x) is given in (A2).

(A3) The following inequalities hold true

|t|pi(x) ≤ ai(x, t) · t ≤ pi(x) Ai(x, t),
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for all x ∈ Ω and t ∈ R, where pi(x) is given in (A1).

Examples.
1. Set Ai(x, t) = 1

pi(x) |t|pi(x), ai(x, t) = |t|pi(x)−2t, where pi(x) ≥ 2. Such a function contributes to
equation (3.47) with the term

∂xi(|∂xiu|pi(x)−2∂xiu).

2. Set Ai(x, t) = 1
pi(x) [(1+ t2)pi(x)/2− 1], ai(x, t) = (1+ t2)(pi(x)−2)/2t, where pi(x) ≥ 2. Such a function

contributes to equation (3.47) with the term

∂xi((1 + |∂xiu|2)(pi(x)−2)/2∂xiu).
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Chapter 4

Dirichlet eigenvalue problems in
Orlicz-Sobolev spaces

4.1 Eigenvalue problem −div(a(|∇u|)∇u) = λ|u|q(x)−2u

4.1.1 Introduction

Let Ω be a bounded domain in RN (N ≥ 3) with smooth boundary ∂Ω. In this section we are concerned
with the following eigenvalue problem:




−div(a(|∇u|)∇u) = λ|u|q(x)−2u, for x ∈ Ω

u = 0, for x ∈ ∂Ω .
(4.1)

We assume that function a : (0,∞) → R is such that mapping ϕ : R → R defined by

ϕ(t) =





a(|t|)t, for t 6= 0

0, for t = 0 ,

is an odd, increasing homeomorphism from R onto R. We also suppose throughout this section that
λ > 0 and q : Ω → (1,∞) is a continuous function.

Since the operator in the divergence form is nonhomogeneous we introduce an Orlicz-Sobolev space
setting for problems of this type (see Chapter 1 for definitions, notations and properties of Orlicz-
Sobolev spaces). Thus, the space where we analyze problem (4.1) is space W 1

0 LΦ(Ω), where

Φ(t) =
∫ t

0
ϕ(s) ds, for all t ∈ R .

Here, we assume that condition (1.10) is fulfilled and

lim
t→0

∫ 1

t

Φ−1(s)
s(N+1)/N

ds < ∞, and lim
t→∞

∫ t

1

Φ−1(s)
s(N+1)/N

ds = ∞. (4.2)

53
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We say that λ ∈ R is an eigenvalue of problem (4.1) if there exists u ∈ W 1
0 LΦ(Ω) \ {0} such that

∫

Ω
a(|∇u|)∇u∇v dx− λ

∫

Ω
|u|q(x)−2uv dx = 0,

for all v ∈ W 1
0 LΦ(Ω). We point out that if λ is an eigenvalue of problem (4.1) then the corresponding

u ∈ W 1
0 LΦ(Ω) \ {0} is a weak solution of (4.1), called an eigenvector of equation (4.1) corresponding to

eigenvalue λ.
Our first main result shows that, under certain circumstances, any positive and sufficiently small λ

is an eigenvalue of (4.1).

Theorem 4.1. Assume that relation (4.2) is fulfilled and furthermore

1 < inf
x∈Ω

q(x) < (p)0 , (4.3)

and

lim
t→∞

|t|q+

Φ?(kt)
= 0, for all k > 0 , (4.4)

where Φ? stands for the Orlicz-Sobolev conjugate of Φ, that is

Φ−1
? (t) =

∫ t

0

Φ−1(s)
s(N+1)/N

ds .

Then there exists λ? > 0 such that any λ ∈ (0, λ?) is an eigenvalue of problem (4.1).

The above result implies

inf
u∈W 1

0 LΦ(Ω)\{0}

∫

Ω
Φ(|∇u|) dx

∫

Ω
|u|q(x) dx

= 0.

The second main result of this section asserts that in certain cases the set of eigenvalues may coincide
with the whole positive semiaxis.

Theorem 4.2. Assume that relations (4.2) and (4.4) are fulfilled and furthermore

sup
x∈Ω

q(x) < (p)0. (4.5)

Then every λ > 0 is an eigenvalue of problem (4.1). Moreover, for any λ > 0 there exists a sequence
of eigenvectors {un} ⊂ E such that limn→∞ un = 0 in W 1

0 LΦ(Ω).

Remark 1. Relations (4.2) and (4.4) enable us to apply Theorem 2.2 in [33] (see also Theorem 8.33 in
[3]) in order to obtain that W 1

0 LΦ(Ω) is compactly embedded in Lq+
(Ω). This fact combined with the

continuous embedding of Lq+
(Ω) in Lq(·)(Ω) ensures that W 1

0 LΦ(Ω) is compactly embedded in Lq(·)(Ω).
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Remark 2. The conclusion of Theorems 4.1 and 4.2 still remains valid if we replace hypothesis (4.4)
in Theorems 4.1 and 4.2 by the following relation

N < (p)0 < lim inf
t→∞

log(Φ(t))
log(t)

. (4.6)

Indeed, using Lemma D.2 in [19], it follows that W 1
0 LΦ(Ω) is continuously embedded in W

1,(p)0
0 (Ω).

On the other hand, since we assume (p)0 > N , we deduce that W
1,(p)0
0 (Ω) is compactly embedded in

C(Ω). Thus, we obtain that W 1
0 LΦ(Ω) is compactly embedded in C(Ω). Since Ω is bounded it follows

that W 1
0 LΦ(Ω) is continuously embedded in Lq(·)(Ω).

4.1.2 Proof of Theorem 4.1

Let E denote the Orlicz-Sobolev space W 1
0 LΦ(Ω).

For any λ > 0 the energy functional Jλ : E → R corresponding to problem (4.1) is defined by

Jλ(u) =
∫

Ω
Φ(|∇u|) dx− λ

∫

Ω

1
q(x)

|u|q(x) dx.

Standard arguments imply that Jλ ∈ C1(E,R) and

〈J ′λ(u), v〉 =
∫

Ω
a(|∇u|)∇u∇v dx− λ

∫

Ω
|u|q(x)−2uv dx,

for all u, v ∈ E. Thus the weak solutions of (4.1) coincide with the critical points of Jλ. If such a weak
solution exists and is nontrivial then the corresponding λ is an eigenvalue of problem (4.1).

Lemma 4.1. There is some λ? > 0 such that for any λ ∈ (0, λ?) there exist ρ, α > 0 such that
Jλ(u) ≥ α > 0 for any u ∈ E with ‖u‖0,Φ = ρ.

Proof. By the definition of (p)0 and since d
dτ

(
τ (p)0Φ(t/τ)

) ≥ 0 we obtain

Φ(t) ≥ τ (p)0Φ(t/τ), ∀ t > 0 and τ ∈ (0, 1] ,

(see page 44 in [18]). Combining this fact with Proposition 6 in [71, page 77] we find that
∫

Ω
Φ(|∇u(x)|) dx ≥ ‖u‖(p)0

0,Φ , ∀ u ∈ E with ‖u‖0,Φ < 1. (4.7)

On the other hand, since E is continuously embedded in Lq(x)(Ω), there exists a positive constant
c1 such that

|u|q(·) ≤ c1‖u‖0,Φ, ∀ u ∈ E. (4.8)

We fix ρ ∈ (0, 1) such that ρ < 1/c1. Then relation (4.8) implies

|u|q(·) < 1, ∀ u ∈ E, with ‖u‖0,Φ = ρ. (4.9)
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Furthermore, relation (1.4) yields
∫

Ω
|u|q(x) dx ≤ |u|q−q(·), ∀ u ∈ E, with ‖u‖0,Φ = ρ. (4.10)

Relations (4.8) and (4.10) imply
∫

Ω
|u|q(x) dx ≤ cq−

1 ‖u‖q−
0,Φ, ∀ u ∈ E, with ‖u‖0,Φ = ρ. (4.11)

Taking into account relations (4.7), (1.4) and (4.11) we deduce that for any u ∈ E with ‖u‖0,Φ = ρ the
following inequalities hold true

Jλ(u) ≥ ‖u‖(p)0

0,Φ − λ

q−

∫

Ω
|u|q(x) dx = ρq−

(
ρ(p)0−q− − λ

q−
cq−
1

)
.

We point out that by relation (4.3) and the definition of (p)0 we have q− < l ≤ (p)0. By the above
inequality we remark that if we define

λ? =
ρ(p)0−q−

2
· q−

cq−
1

(4.12)

then for any λ ∈ (0, λ?) and any u ∈ E with ‖u‖0,Φ = ρ there exists α = ρ(p)0

2 > 0 such that

Jλ(u) ≥ α > 0.

The proof of Lemma 4.1 is complete.

Lemma 4.2. There exists ϕ ∈ E such that ϕ ≥ 0, ϕ 6= 0 and Jλ(tϕ) < 0, for t > 0 small enough.

Proof. Assumption (4.3) implies that q− < (p)0. Let ε0 > 0 be such that q− + ε0 < (p)0. On the
other hand, since q ∈ C(Ω) it follows that there exists an open set Ω0 ⊂ Ω such that |q(x) − q−| < ε0

for all x ∈ Ω0. Thus, we conclude that q(x) ≤ q− + ε0 < (p)0 for all x ∈ Ω0.
Let ψ ∈ C∞

0 (Ω) be such that supp(ψ) ⊃ Ω0, ψ(x) = 1 for all x ∈ Ω0 and 0 ≤ ψ ≤ 1 in Ω.
We also point out that there exists t0 ∈ (0, 1) such that for any t ∈ (0, t0) we have

‖t|∇ψ|‖Φ = t‖ψ‖0,Φ < 1.

Taking into account all the above information and using Lemma C.9 in [19] we have

Jλ(tψ) =
∫

Ω
Φ(t|∇ψ(x)|) dx− λ

∫

Ω

tq(x)

q(x)
|ψ|q(x) dx

≤
∫

Ω
Φ(t|∇ψ(x)|) dx− λ

q+

∫

Ω
tq(x)|ψ|q(x) dx

≤
∫

Ω
Φ(t|∇ψ(x)|) dx− λ

q+

∫

Ω0

tq(x)|ψ|q(x) dx

≤ t(p)0‖ψ‖(p)0
0,Φ − λ · tq−+ε0

q+
|Ω0|,
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for any t ∈ (0, 1), where |Ω0| denotes the Lebesgue measure of Ω0. Therefore

Jλ(tψ) < 0

for t < δ1/((p)0−q−−ε0), where

0 < δ < min



t0,

λ
q+ |Ω0|
‖ψ‖(p)0

0,Φ



 .

The proof of Lemma 4.2 is complete.

Proof of Theorem 4.1. Let λ? > 0 be defined as in (4.12) and λ ∈ (0, λ?). By Lemma 4.1 it
follows that on the boundary of the ball centered at the origin and of radius ρ in E, denoted by Bρ(0),
we have

inf
∂Bρ(0)

Jλ > 0. (4.13)

On the other hand, by Lemma 4.2, there exists ϕ ∈ E such that Jλ(tϕ) < 0 for all t > 0 small enough.
Moreover, relations (4.7), (4.11) and (1.4) imply that for any u ∈ Bρ(0) we have

Jλ(u) ≥ ‖u‖(p)0

0,Φ − λ

q−
cq−
1 ‖u‖q−

0,Φ .

It follows that
−∞ < c := inf

Bρ(0)
Jλ < 0.

We let now 0 < ε < inf∂Bρ(0) Jλ− infBρ(0) Jλ. Applying Ekeland’s variational principle [25] to functional
Jλ : Bρ(0) → R, we find uε ∈ Bρ(0) such that

Jλ(uε) < inf
Bρ(0)

Jλ + ε

Jλ(uε) < Jλ(u) + ε · ‖u− uε‖0,Φ, u 6= uε.

Since
Jλ(uε) ≤ inf

Bρ(0)
Jλ + ε ≤ inf

Bρ(0)
Jλ + ε < inf

∂Bρ(0)
Jλ ,

we deduce that uε ∈ Bρ(0). Now, we define Iλ : Bρ(0) → R by Iλ(u) = Jλ(u) + ε · ‖u − uε‖0,Φ. It is
clear that uε is a minimum point of Iλ and, thus,

Iλ(uε + t · v)− Iλ(uε)
t

≥ 0

for small t > 0 and any v ∈ B1(0). The above relation yields

Jλ(uε + t · v)− Jλ(uε)
t

+ ε · ‖v‖0,Φ ≥ 0.

Letting t → 0 it follows that 〈J ′λ(uε), v〉+ ε · ‖v‖0,Φ > 0 and we infer that ‖J ′λ(uε)‖ ≤ ε.
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We deduce that there exists a sequence {wn} ⊂ Bρ(0) such that

Jλ(wn) → c and J
′
λ(wn) → 0. (4.14)

It is clear that {wn} is bounded in E. Thus, there exists w ∈ E such that, up to a subsequence, {wn}
converges weakly to w in E. By Remark 2 we deduce that E is compactly embeddded in Lq(x)(Ω), hence
{wn} converges strongly to w in Lq(x)(Ω). So, by relations (1.5) and Hölder’s inequality for variable
exponent spaces (see e.g. [43]),

lim
n→∞

∫

Ω
|wn|q(x) dx =

∫

Ω
|w|q(x) dx and lim

n→∞

∫

Ω
|wn|q(x)−2wnv dx =

∫

Ω
|w|q(x)−2wv dx

for any v ∈ E.
We conclude that w is a nontrivial weak solution for problem (4.1) and, thus, any λ ∈ (0, λ?) is

an eigenvalue of problem (4.1). Similar arguments as those used on page 50 in [18] imply that {wn}
converges strongly to w in E. So, by (4.14),

Jλ(w) = c < 0 and J
′
λ(w) = 0. (4.15)

The proof of Theorem 4.1 is complete.

4.1.3 Proof of Theorem 4.2

We still denote by E the Orlicz-Sobolev space W 1
0 LΦ(Ω). For any λ > 0 let Jλ be defined as in the

above section of the section.
In order to prove Theorem 4.2 we apply to functional Jλ a symmetric version of the mountain pass

lemma, recently developed by Kajikia in [41]. Before presenting the result in [41] we remember the
following definition.

Definition 1. Let X be a real Banach space. We say that a subset A of X is symmetric if u ∈ A implies
−u ∈ A. For a closed symmetric set A which does not contain the origin, we define the genus γ(A) of
A as the smallest integer k such that there exists an odd continuous mapping from A to Rk \ {0}. If
there does not exist such an integer k, we define γ(A) = +∞. Moreover, we set γ(∅) = 0. Finally, we
denote by Γk the family

Γk = {A ⊂ X; 0 6∈ A and γ(A) ≥ k}.
We state now the symmetric mountain pass lemma of Kajikia (see Theorem 1 in [41]).

Theorem 4.3. Assume X is an infinite dimensional Banach space and Λ ∈ C1(X,R) satisfies condi-
tions (A1) and (A2) below.

(A1) Λ(u) is even, bounded from below, Λ(0) = 0 and Λ(u) satisfies the Palais-Smale condition (i.e.,
any sequence {un} in X such that {Λ(un)} is bounded and Λ

′
(un) → 0 in X? as n →∞ has a convergent

subsequence);

(A2) For each k ∈ N, there exists an Ak ∈ Γk such that supu∈Ak
Λ(u) < 0.
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Under the above assumptions, either (i) or (ii) below hold true.

(i) There exists a sequence {un} such that Λ
′
(un) = 0, Λ(un) < 0 and {un} converges to zero;

(ii) There exist two sequences {un} and {vn} such that Λ
′
(un) = 0, Λ(un) = 0, un 6= 0, limn→∞ un = 0,

Λ
′
(vn) = 0, Λ(vn) = 0, and vn converges to a non-zero limit.

In order to apply Theorem 4.3 to functional Jλ we prove two auxiliary results.

Lemma 4.3. Functional Jλ satisfies condition (A1) from Theorem 4.3.

Proof. Clearly, Jλ(u) = Jλ(−u) for any u ∈ E, i.e. Jλ is even, and Jλ(0) = 0. On the other hand,
since by relation (4.7) we have

∫

Ω
Φ(|∇u(x)|) dx ≥ ‖u‖(p)0

0,Φ , ∀ u ∈ E with ‖u‖0,Φ < 1,

while by Lemma C.9 in [19] we have
∫

Ω
Φ(|∇u(x)|) dx ≥ ‖u‖(p)0

0,Φ , ∀ u ∈ E with ‖u‖0,Φ > 1,

we deduce that ∫

Ω
Φ(|∇u(x)|) dx ≥ α(‖u‖0,Φ), ∀ u ∈ E, (4.16)

where α : [0,∞) → R, α(t) = t(p)0 if t < 0 and α(t) = t(p)0 if t > 1.
By Remark 1, space E is continuously embedded in Lq±(Ω). Thus, there exist two positive constants

d1 and d2 such that
∫

Ω
|u|q+

dx ≤ d1‖u‖q+

0,Φ,

∫

Ω
|u|q− dx ≤ d2‖u‖q−

0,Φ, ∀ u ∈ E. (4.17)

Combining relations (4.16) and (4.17) we get

Jλ(u) ≥ α(‖u‖0,Φ)− d1λ

q−
‖u‖q+

0,Φ −
d2λ

q−
‖u‖q−

0,Φ, ∀ u ∈ E.

Since by relation (4.5) we have q+ < (p)0 the above relation shows that Jλ is bounded from below.
Next, we show that Jλ satisfies the Palais-Smale condition. Let {un} be a sequence in E such that

{Jλ(un)} is bounded and J
′
(un) → 0 in E

′
, as n →∞. We show that {un} is bounded in E. Assume

by contradiction the contrary. Then, passing eventually to a subsequence, still denoted by {un}, we
may assume that ‖un‖0,Φ →∞ as n →∞. Thus we may consider that ‖un‖0,Φ > 1 for any integer n.
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Following our assumptions, there is a positive constant M such that for all n large enough we have

M + 1 + ‖un‖0,Φ ≥ Jλ(un)− 1
q−
〈J ′(un), un〉

=
∫

Ω
Φ(|∇un|) dx− λ

∫

Ω

1
q(x)

|un|q(x) dx− 1
q−

·
∫

Ω
ϕ(|∇un(x)|)|∇un(x)| dx +

λ

q−

∫

Ω
|un|q(x) dx

≥
∫

Ω
Φ(|∇un|) dx− 1

q−
·
∫

Ω
ϕ(|∇un(x)|)|∇un(x)| dx

≥
(

1− (p)0

q−

)∫

Ω
Φ(|∇un|) dx

≥
(

1− (p)0

q−

)
‖un‖(p)0

0,Φ .

Since (p)0 > 1, letting n →∞ we obtain a contradiction. It follows that {un} is bounded in E. Similar
arguments as those used in the end of the proof of Theorem 4.1 imply that, up to a subsequence, {un}
converges strongly in E.

The proof of Lemma 4.3 is complete.

Lemma 4.4. Functional Jλ satisfies condition (A2) from Theorem 4.3.

Proof. We construct a sequence of subsets Ak ∈ Γk such that supu∈Ak
Jλ(u) < 0, for each k ∈ N.

Let x1 ∈ Ω and r1 > 0 be such that Br1(x1) ⊂ Ω and |Br1(x1)| < |Ω|/2. Consider θ1 ∈ C∞
0 (Ω), a

function with supp(θ1) = Br1(x1).
Define Ω1 = Ω \Br1(x1).
Next, let x2 ∈ Ω and r2 > 0 be such that Br2(x2) ⊂ Ω1 and |Br2(x2)| < |Ω1|/2. Consider

θ2 ∈ C∞
0 (Ω), a function with supp(θ2) = Br2(x2).

Continuing the process described above we can construct by recurrence a sequence of functions θ1,
θ2,..., θk ∈ C∞

0 (Ω) such that supp(θi) 6= supp(θj) if i 6= j and |supp(θi)| > 0 for any i, j ∈ {1, ..., k}.
We define the finite dimensional subspace of E,

F = span{θ1, θ2, ..., θk}.

Clearly, dimF = k and
∫
Ω |θ|q(x) dx > 0, for any θ ∈ F \ {0}. We denote by S1 the unit sphere in E,

i.e. S1 = {u ∈ E; ‖u‖0,Φ = 1}. For any number t ∈ (0, 1) we define the set

Ak(t) = t · (S1 ∩ F ).

Since for any bounded symmetric neighborhood ω of the origin in Rk, γ(∂ω) = k holds (see Proposition
5.2 in [75]) we deduce that γ(Ak(t)) = k for any t ∈ (0, 1).

Finally, we show that for each integer k there exists tk ∈ (0, 1) such that

sup
u∈Ak(tk)

Jλ(u) < 0.
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For any t ∈ (0, 1) we have

sup
u∈Ak(t)

Jλ(u) ≤ sup
θ∈S1∩F

Jλ(tθ)

= sup
θ∈S1∩F

{∫

Ω
Φ(t|∇θ|) dx− λ

∫

Ω

1
q(x)

tq(x)|θ|q(x) dx

}

≤ sup
θ∈S1∩F

{
t(p)0

∫

Ω
Φ(|∇θ|) dx− λtq

+

q+

∫

Ω
|θ|q(x) dx

}

= sup
θ∈S1∩F

{
t(p)0

(
1− λ

q+
· 1
t(p)0−q+ ·

∫

Ω
|θ|q(x) dx

)}
.

Since S1 ∩ F is compact we have m = minθ∈S1∩F

∫
Ω |θ|q(x) dx > 0. Combining that fact with the

information given by relation (4.5), that is (p)0 > q+, we deduce that we can choose tk ∈ (0, 1) small
enough such that

1− λ

q+
· 1
t(p)0−q+ ·m < 0.

The above relations yield
sup

u∈Ak(tk)
Jλ(u) < 0.

The proof of Lemma 4.4 is complete.
Proof of Theorem 4.2. Using Lemmas 4.3 and 4.4 we deduce that we can apply Theorem 4.3

to functional Jλ. So, there exists a sequence {un} ⊂ E such that J
′
(un) = 0, for each n, Jλ(un) ≤ 0

and {un} converges to zero in E.
The proof of Theorem 4.2 is complete.

4.1.4 Examples

Next, we point out two concrete examples of problems to which we can apply the main results of this
section.
Example 1. We consider problem




−div(log(1 + |∇u|r)|∇u|p−2∇u) = λ|u|q(x)−2u, for x ∈ Ω

u = 0, for x ∈ ∂Ω,
(4.18)

where p and r are real numbers such that 1 < p, r, N > p + r and q(x) is a continuous function on Ω
such that 1 < q(x) for all x ∈ Ω and, furthermore,

inf
Ω

q(x) < p and sup
Ω

q(x) <
Np

N − p
.

In this case we have
ϕ(t) = log(1 + |t|r) · |t|p−2t, for all t ∈ R
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and

Φ(t) =
∫ t

0
ϕ(s) ds, for all t ∈ R.

Clearly, ϕ is an odd, increasing homeomorphism of R into R, while Φ is convex and even on R and
increasing from R+ to R+.

By Example 2 on p. 243 in [19] we know that

(p)0 = p and (p)0 = p + r

and thus relation (4.3) in Theorem 4.1 is satisfied. It is easy to deduce that relations (4.2) and (4.4) are
fulfilled. Thus, we have verified that we can apply Theorem 4.1 in order to find out that there exists
λ? > 0 such that any λ ∈ (0, λ?) is an eigenvalue of problem (4.18).
Example 2. We consider problem




−div

( |∇u|p−2∇u

log(1 + |∇u|)
)

= λ|u|q(x)−2u, for x ∈ Ω

u = 0, for x ∈ ∂Ω ,

(4.19)

where p is a real number such that p > N + 1 and q ∈ C(Ω) satisfies 1 < q(x) < p − 1 for any x ∈ Ω.
In this case we have

ϕ(t) =
|t|p−2

log(1 + |t|) t

and

Φ(t) =
∫ t

0
ϕ(s) ds,

is an increasing continuous function from R+ to R+, with Φ(0) = 0 and such that function Φ(
√

t) is
convex. By Example 3 on p. 243 in [19] we have

(p)0 = p− 1 < (p)0 = p = lim inf
t→∞

log(Φ(t))
log(t)

.

Thus, conditions (4.2), (4.5) and (4.6) from Theorem 4.2 and Remark 2 are verified. We deduce that
every λ > 0 is an eigenvalue of problem (4.19). Moreover, for each λ > 0 there exists a sequence of
eigenvectors {un} such that limn→∞ un = 0 in W 1

0 LΦ(Ω).

4.2 Eigenvalue problem −div((a1(|∇u|) + a2(|∇u|))∇u) = λ|u|q(x)−2u

4.2.1 Introduction

Let Ω be a bounded domain in RN (N ≥ 3) with smooth boundary ∂Ω. In this section we are concerned
with the study of the eigenvalue problem




−div((a1(|∇u|) + a2(|∇u|))∇u) = λ|u|q(x)−2u, for x ∈ Ω

u = 0, for x ∈ ∂Ω .
(4.20)
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We assume that functions ai : (0,∞) → R, i = 1, 2, are such that mappings ϕi : R → R, i = 1, 2,
defined by

ϕi(t) =





ai(|t|)t, for t 6= 0

0, for t = 0 ,

are odd, increasing homeomorphisms from R onto R. We also suppose throughout this section that
λ > 0 and q : Ω → (0,∞) is a continuous function.

Since the operator in the divergence form is nonhomogeneous we introduce an Orlicz-Sobolev space
setting for problems of this type (see Chapter 1 for definitions, notations and properties of Orlicz-
Sobolev spaces). We introduce spaces W 1

0 LΦ1(Ω) and W 1
0 LΦ2(Ω), where

Φi(t) =
∫ t

0
ϕi(s) ds, for all t ∈ R, i = 1, 2 .

We define
(pi)0 := inf

t>0

tϕi(t)
Φi(t)

and (pi)0 := sup
t>0

tϕi(t)
Φi(t)

, i = 1, 2 ,

and assume that condition (1.10) is fulfilled for i = 1, 2 and

lim
t→0

∫ 1

t

(Φi)−1(s)
s(N+1)/N

ds < ∞, and lim
t→∞

∫ t

1

(Φi)−1(s)
s(N+1)/N

ds = ∞, i = 1, 2 . (4.21)

We introduce the Orlicz-Sobolev conjugate (Φi)? of Φi, i = 1, 2, defined as

(Φi)−1
? (t) =

∫ t

0

(Φi)−1(s)
s(N+1)/N

ds.

We will analyze problem (4.20) under the following assumptions

1 < (p2)0 ≤ (p2)0 < q(x) < (p1)0 ≤ (p1)0, ∀ x ∈ Ω (4.22)

and

lim
t→∞

|t|q+

(Φ2)?(kt)
= 0, for all k > 0 . (4.23)

4.2.2 Auxiliary results

In this section we point out certain useful results of great interest.

Lemma 4.5. The following relations hold true
∫

Ω
Φi(|∇u(x)|) dx ≤ ‖u‖(pi)0

0,Φi
, ∀ u ∈ W 1

0 LΦi(Ω) with ‖u‖0,Φi < 1, i = 1, 2 ;

∫

Ω
Φi(|∇u(x)|) dx ≥ ‖u‖(pi)0

0,Φi
, ∀ u ∈ W 1

0 LΦi(Ω) with ‖u‖0,Φi > 1, i = 1, 2 ;
∫

Ω
Φi(|∇u(x)|) dx ≥ ‖u‖(pi)

0

0,Φi
, ∀ u ∈ W 1

0 LΦi(Ω) with ‖u‖0,Φi < 1, i = 1, 2 ;
∫

Ω
Φi(|∇u(x)|) dx ≤ ‖u‖(pi)

0

0,Φi
, ∀ u ∈ W 1

0 LΦi(Ω) with ‖u‖0,Φi > 1, i = 1, 2 .
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Proof. The proof of the first two inequalities can be carried out as in [19, Lemma C.9].
Next, assume ‖u‖0,Φi < 1. Let ξ ∈ (0, ‖u‖0,Φi). By the definition of (pi)0, it is easy to prove that

Φi(t) ≥ τ (pi)
0
Φi(t/τ), ∀ t > 0, τ ∈ (0, 1).

Using the above relation we have
∫

Ω
Φi(|∇u(x)|) dx ≥ ξ(pi)

0 ·
∫

Ω
Φi

( |∇u(x)|
ξ

)
dx. (4.24)

Defining v(x) = u(x)/ξ, for all x ∈ Ω, we have ‖v‖0,Φi = ‖u‖0,Φi/ξ > 1. Using the first inequality of
this lemma we find ∫

Ω
Φi(|∇v(x)|) dx ≥ ‖v‖(pi)0

0,Φi
> 1. (4.25)

Relations (4.24) and (4.25) show that
∫

Ω
Φi(|∇u(x)|) dx ≥ ξ(pi)

0
.

Letting ξ ↗ ‖u‖0,Φi in the above inequality we obtain
∫

Ω
Φi(|∇u(x)|) dx ≥ ‖u‖pi

0

0,Φi
, ∀ u ∈ W 1

0 LΦi(Ω) with ‖u‖0,Φi < 1.

Finally, we prove the last inequality in the lemma. It is easy to show that

Φi(σt)
Φi(t)

≤ σpi
0
, ∀ t > 0 and σ > 1. (4.26)

Then, for all u ∈ W 1
0 LΦi(Ω) with ‖u‖0,Φi > 1, relation (4.26) implies

∫

Ω
Φi(|∇u(x)|) dx =

∫

Ω
Φi

(
‖u‖0,Φi

|∇u(x)|
‖u‖0,Φi

)
dx

≤ ‖u‖(pi)
0

0,Φi

∫

Ω
Φi

( |∇u(x)|
‖u‖0,Φi

)
dx

≤ ‖u‖(pi)
0

0,Φi
.

The proof of Lemma 4.5 is complete.

Lemma 4.6. Assume relation (4.22) holds true. Then the continuous embedding

W 1
0 LΦ1(Ω) ⊂ W 1

0 LΦ2(Ω)

holds true.

Proof. By [3, Lemma 8.12 (b)] it is enough to show that Φ1 dominates Φ2 near infinity, i.e. there
exist k > 0 and t0 > 0 such that

Φ2(t) ≤ Φ1(k · t), ∀ t ≥ t0 .
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Indeed, since by (4.22) we have (p2)0 < (p1)0 it follows that

ϕ2(t)
Φ2(t)

<
ϕ1(t)
Φ1(t)

, ∀ t > 0 .

The above relation and some elementary computations imply

(
Φ1(t)
Φ2(t)

)′

> 0, ∀ t > 0 .

Thus, we deduce that Φ1(t)/Φ2(t) is increasing for any t ∈ (0,∞). It follows that for a fixed t0 ∈ (0,∞)
we have

Φ1(t0)
Φ2(t0)

<
Φ1(t)
Φ2(t)

, ∀ t > t0 .

Let k ∈ (0,min{1,Φ1(t0)/Φ2(t0)}) be fixed. The above relations yield

Φ2(t) <
1
k
· Φ1(t), ∀ t > t0 .

Finally, we point out that in order to end the proof of the lemma it is enough to show

1
k
· Φ1(t) ≤ Φ1

(
1
k
· t

)
, ∀ t > 0 .

Indeed, define function H : [0,∞) → R by

H(t) = Φ1

(
1
k
· t

)
− 1

k
· Φ1(t) .

Then we get

H
′
(t) =

1
k
·
(

ϕ1

(
1
k
· t

)
− ϕ1(t)

)
.

Since ϕ1 is an increasing function and 1/k > 1 we deduce that H is an increasing function. That fact
combined with the remark that H(0) = 0 implies

H(t) ≥ H(0) = 0, ∀ t ≥ 0 ,

or
1
k
· Φ1(t) ≤ Φ1

(
1
k
· t

)
, ∀ t > 0 .

The proof of Lemma 4.6 is complete.

Lemma 4.7. Assume relation (4.22) holds true. Then there exists c > 0 such that the following
inequality holds true

c · [Φ1(t) + Φ2(t)] ≥ t(p1)0 + t(p2)0 , ∀ t ≥ 0 .
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Proof. Using the definition of (p1)0 we deduce that
(

Φ1(t)
t(p1)0

)′

> 0, ∀ t > 0 ,

or, function Φ1(t)/t(p1)0 for t ∈ (0,∞). Thus, we deduce that

Φ1(t) ≥ Φ1(1) · t(p1)0 , ∀ t > 1 ,

or letting c1 = 1/Φ1(1)
c1 · Φ1(t) ≥ t(p1)0 , ∀ t > 1 . (4.27)

Next, by the definition of (p2)0, it is easy to prove that

Φ2(t) ≥ τ (p2)0Φ2(t/τ), ∀ t > 0, τ ∈ (0, 1).

Letting t ∈ (0, 1) and τ = t the above inequality implies

Φ2(t) ≥ t(p2)0 · Φ2(1), ∀ t ∈ (0, 1) ,

or letting c2 = 1/Φ2(1)
c2 · Φ2(t) ≥ t(p2)0 , ∀ t ∈ (0, 1) . (4.28)

Finally, let c = 2 · max{c1, c2}. Then, since by relation (4.22) we have (p2)0 < (p1)0 and since
relations (4.27) and (4.28) hold true we deduce that

c · [Φ1(t) + Φ2(t)] ≥ 2 · t(p1)0 ≥ t(p1)0 + t(p2)0 , ∀ t ≥ 1 ,

and
c · [Φ1(t) + Φ2(t)] ≥ 2 · t(p2)0 ≥ t(p1)0 + t(p2)0 , ∀ t ∈ (0, 1) .

The proof of Lemma 4.7 is complete.

4.2.3 Main result

Since we study problem (4.20) under hypothesis (4.22) by Lemma 4.6 it follows that W 1
0 LΦ1(Ω) is

continuously embedded in W 1
0 LΦ2(Ω). Thus, a solution for a problem of type (4.20) will be sought in

the variable exponent space W 1
0 LΦ1(Ω).

We say that λ ∈ R is an eigenvalue of problem (4.20) if there exists u ∈ W 1
0 LΦ1(Ω) \ {0} such that

∫

Ω
(a1(|∇u|) + a2(|∇u|))∇u∇v dx− λ

∫

Ω
|u|q(x)−2uv dx = 0 ,

for all v ∈ W 1
0 LΦ1(Ω). We point out that if λ is an eigenvalue of problem (4.20) then the corresponding

u ∈ W 1
0 LΦ1(Ω) \ {0} is a weak solution of (4.20).

Define

λ1 := inf
u∈W 1

0 LΦ1
(Ω)\{0}

∫

Ω
Φ1(|∇u|) dx +

∫

Ω
Φ2(|∇u|) dx

∫

Ω

1
q(x)

|u|q(x) dx

.

Our main result is given by the following theorem.



C
E

U
eT

D
C

ol
le

ct
io

n

4. Dirichlet eigenvalue problems in Orlicz-Sobolev spaces 67

Theorem 4.4. Assume that conditions (4.21), (4.22) and (4.23) are fulfilled. Then λ1 > 0. Moreover,
any λ ∈ [λ1,∞) is an eigenvalue of problem (4.20). Furthermore, there exists a positive constant λ0

such that λ0 ≤ λ1 and any λ ∈ (0, λ0) is not an eigenvalue of problem (4.20).

Remark 4.1. Relations (4.21) and (4.23) enable us to apply [33, Theorem 2.2] (see also [3, Theorem
8.33]) in order to obtain that W 1

0 LΦ2(Ω) is compactly embedded in Lq+
(Ω). That fact combined with the

continuous embedding of Lq+
(Ω) in Lp(·)(Ω) and with the result of Lemma 4.6 assures that W 1

0 LΦ1(Ω)
is compactly embedded in Lp(·)(Ω).

4.2.4 Proof of main result

Let E denote the generalized Sobolev space W 1
0 LΦ1(Ω). In this section we denote by ‖ · ‖0,Φ1 the norm

on W 1
0 LΦ1(Ω) and by ‖ · ‖0,Φ2 the norm on W 1

0 LΦ2(Ω).
In order to prove our main result we introduce four functionals J , I, J1, I1 : E → R by

J(u) =
∫

Ω
Φ1(|∇u|) dx +

∫

Ω
Φ2(|∇u|) dx,

I(u) =
∫

Ω

1
q(x)

|u|q(x) dx,

J1(u) =
∫

Ω
a1(|∇u|)|∇u|2 dx +

∫

Ω
a2(|∇u|)|∇u|2 dx,

I1(u) =
∫

Ω
|u|q(x) dx.

Standard arguments imply that J, I ∈ C1(E,R) and

〈J ′(u), v〉 =
∫

Ω
(a1(|∇u|) + a2(|∇u|))∇u∇v dx,

〈I ′(u), v〉 =
∫

Ω
|u|q(x)−2uv dx

for all u, v ∈ E. We will prove Theorem 4.4 in four steps.
• Step 1. We show that λ1 > 0.

By Lemma 4.7 and relation (4.22) we deduce that the following relations hold true

2 · c · (Φ1(|∇u(x)|) + Φ2(|∇u(x)|)) ≥ 2 · (|∇u(x)|(p1)0 + |∇u(x)|(p2)0) ≥ |∇u(x)|q+
+ |∇u(x)|q−

and
|u(x)|q+

+ |u(x)|q− ≥ |u(x)|q(x).

Integrating the above inequalities we find

2c ·
∫

Ω
(Φ1(|∇u(x)|) + Φ2(|∇u(x)|)) dx ≥

∫

Ω
(|∇u|q+

+ |∇u|q−) dx, ∀ u ∈ E (4.29)
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and ∫

Ω
(|u|q+

+ |u|q−) dx ≥
∫

Ω
|u|q(x) dx ∀ u ∈ E. (4.30)

On the other hand, it is well known that there exist two positive constants λq+ and λq− such that
∫

Ω
|∇u|q+

dx ≥ λq+

∫

Ω
|u|q+

dx, ∀ u ∈ W 1,q+

0 (Ω) (4.31)

and ∫

Ω
|∇u|q− dx ≥ λq−

∫

Ω
|u|q− dx, ∀ u ∈ W 1,q−

0 (Ω). (4.32)

Using again the fact that q− ≤ q+ < (p1)0 and a similar technique as that used in the proof of Lemma
4.6 we deduce that E is continuously embedded in W 1,q+

0 (Ω) and in W 1,q−
0 (Ω). Thus, inequalities (4.31)

and (4.32) hold true for any u ∈ E.
Using inequalities (4.31), (4.32) and (4.30) it is clear that there exists a positive constant µ such

that ∫

Ω
(|∇u|q+

+ |∇u|q−) dx ≥ µ

∫

Ω
|u|q(x) dx ∀ u ∈ E. (4.33)

Next, inequalities (4.33) and (4.29) yield
∫

Ω
(Φ1(|∇u(x)|) + Φ2(|∇u(x)|)) dx ≥ µ

2c

∫

Ω
|u|q(x) dx ∀ u ∈ E. (4.34)

The above inequality implies

J(u) ≥ µ · q−
2c

I(u) ∀ u ∈ E. (4.35)

The last inequality assures that λ1 > 0 and, thus, step 1 is verified.

Remark 4.2. We point out that by the definitions of (pi)0, i = 1, 2, we have

ai(t) · t2 = ϕi(t) · t ≥ (pi)0Φi(t), ∀ t > 0 .

The above inequality and relation (4.34) imply

λ0 = inf
v∈E\{0}

J1(v)
I1(v)

> 0 . (4.36)

• Step 2. We show that λ1 is an eigenvalue of problem (4.20).
In order to show that λ1 is an eigenvalue of problem (4.20) we point out certain auxiliary results.

Lemma 4.8. The following relations hold true:

lim
‖u‖→∞

J(u)
I(u)

= ∞ (4.37)

and
lim
‖u‖→0

J(u)
I(u)

= ∞. (4.38)
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Proof. Since E is continuously embedded in Lq±(Ω) it follows that there exist two positive constants
c1 and c2 such that

‖u‖0,Φ1 ≥ c1 · |u|q+ , ∀ u ∈ E (4.39)

and
‖u‖0,Φ1 ≥ c2 · |u|q− , ∀ u ∈ E. (4.40)

For any u ∈ E with ‖u‖0,Φ1 > 1 by Lemma 4.5 and relations (4.30), (4.39), (4.40) we infer

J(u)
I(u)

≥ ‖u‖(p1)0
0,Φ1

|u|q+

q+ + |u|q−
q−

q−

≥

‖u‖p−1
0,Φ1

p+
1

c−q+

1 ‖u‖q+

0,Φ1
+ c−q−

2 ‖u‖q−
0,Φ1

q−

.

Since (p1)0 > q+ ≥ q−, passing to the limit as ‖u‖0,Φ1 → ∞ in the above inequality we deduce that
relation (4.37) holds true.

Next, by Lemma 4.6, space W 1
0 LΦ1(Ω) is continuously embedded in W 1

0 LΦ2(Ω). Thus, if ‖u‖0,Φ1 → 0
then ‖u‖0,Φ2 → 0.

The above remarks enable us to affirm that for any u ∈ E with ‖u‖0,Φ1 < 1 small enough we have
‖u‖0,Φ2 < 1.

On the other hand, since (4.23) holds true we deduce that W 1
0 LΦ2(Ω) is continuously embedded in

Lq±(Ω). It follows that there exist two positive constants d1 and d2 such that

‖u‖0,Φ2 ≥ d1 · |u|q+ , ∀ u ∈ W 1
0 LΦ2(Ω) (4.41)

and
‖u‖0,Φ2 ≥ d2 · |u|q− , ∀ u ∈ W 1

0 LΦ2(Ω). (4.42)

Thus, for any u ∈ E with ‖u‖0,Φ1 < 1 small enough, Lemma 4.5 and relations (4.30), (4.41), (4.42)
imply

J(u)
I(u)

≥
∫
Ω Φ2(|∇u|) dx

|u|q+

q+ + |u|q−
q−

q−

≥ ‖u‖(p2)0

0,Φ2

d−q+

1 ‖u‖q+

0,Φ2
+ d−q−

2 ‖u‖q−
0,Φ2

q−

.

Since (p2)0 < q− ≤ q+, passing to the limit as ‖u‖0,Φ1 → 0 (and thus, ‖u‖0,Φ2 → 0) in the above
inequality we deduce that relation (4.38) holds true.

The proof of Lemma 4.8 is complete.

Lemma 4.9. There exists u ∈ E \ {0} such that J(u)
I(u) = λ1.

Proof. Let {un} ⊂ E \ {0} be a minimizing sequence for λ1, i.e.

lim
n→∞

J(un)
I(un)

= λ1 > 0. (4.43)
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By relation (4.37) it is clear that {un} is bounded in E. Since E is reflexive it follows that there exists
u ∈ E such that un converges weakly to u in E. On the other hand, it is easy to show that functional
J is weakly lower semi-continuous. Thus, we find

lim inf
n→∞ J(un) ≥ J(u). (4.44)

By Remark 4.1 it follows that E is compactly embedded in Lp(·)(Ω). Thus, un converges strongly in
Lp(·)(Ω). Then, by relation (1.5) it follows that

lim
n→∞ I(un) = I(u). (4.45)

Relations (4.44) and (4.45) imply that if u 6≡ 0 then

J(u)
I(u)

= λ1.

Thus, in order to conclude that the lemma holds true it is enough to show that u can not be trivial.
Assume by contradiction the contrary. Then un converges weakly to 0 in E and strongly in Lq(·)(Ω).
In other words, we will have

lim
n→∞ I(un) = 0. (4.46)

Letting ε ∈ (0, λ1) be fixed by relation (4.43) we deduce that for n large enough we have

|J(un)− λ1I(un)| < εI(un),

or
(λ1 − ε)I(un) < J(un) < (λ1 + ε)I(un).

Passing to the limit in the above inequalities and taking into account that relation (4.46) holds true we
find

lim
n→∞J(un) = 0.

That fact combined with the conclusion of Lemma 4.5 implies that actually un converges strongly to 0
in E, i.e. limn→∞ ‖un‖0,Φ1 = 0. By this information and relation (4.38) we get

lim
n→∞

J(un)
I(un)

= ∞,

and this is a contradiction. Thus, u 6≡ 0.
The proof of Lemma 4.9 is complete.
By Lemma 4.9 we conclude that there exists u ∈ E \ {0} such that

J(u)
I(u)

= λ1 = inf
w∈E\{0}

J(w)
I(w)

. (4.47)

Then, for any v ∈ E we have
d

dε

J(u + εv)
I(u + εv)

|ε=0 = 0 .
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A simple computation yields
∫

Ω
(a1(|∇u|) + a2(|∇u|))∇u∇v dx · I(u)− J(u) ·

∫

Ω
|u|q(x)−2uv dx = 0, ∀ v ∈ E. (4.48)

Relation (4.48) combined with the fact that J(u) = λ1I(u) and I(u) 6= 0 implies the fact that λ1 is an
eigenvalue of problem (4.20). Thus, step 2 is verified.

• Step 3. We show that any λ ∈ (λ1,∞) is an eigenvalue of problem (4.20).
Let λ ∈ (λ1,∞) be arbitrary but fixed. Define Tλ : E → R by

Tλ(u) = J(u)− λI(u).

Clearly, Tλ ∈ C1(E,R) with

〈T ′
λ(u), v〉 = 〈J ′(u), v〉 − λ〈I ′(u), v〉, ∀ u ∈ E.

Thus, λ is an eigenvalue of problem (4.20) if and only if there exists uλ ∈ E \ {0} a critical point of Tλ.
With similar arguments as in the proof of relation (4.37) we can show that Tλ is coercive, i.e.

lim‖u‖→∞ Tλ(u) = ∞. On the other hand, it is known that functional Tλ is weakly lower semi-
continuous. These two facts enable us to apply [75, Theorem 1.2] in order to prove that there exists
uλ ∈ E a global minimum point of Tλ and, thus, a critical point of Tλ. In order to conclude that step
4 holds true it is enough to show that uλ is not trivial. Indeed, since λ1 = infu∈E\{0}

J(u)
I(u) and λ > λ1

it follows that there exists vλ ∈ E such that

J(vλ) < λI(vλ),

or
Tλ(vλ) < 0.

Thus,
inf
E

Tλ < 0

and we conclude that uλ is a nontrivial critical point of Tλ, or λ is an eigenvalue of problem (4.20).
Thus, step 3 is verified.

• Step 4. We show that any λ ∈ (0, λ0), where λ0 is given by relation (4.36), is not an eigenvalue of
problem (4.20).

Indeed, assuming by contradiction that there exists λ ∈ (0, λ0) an eigenvalue of problem (4.20) it
follows that there exists uλ ∈ E \ {0} such that

〈J ′(uλ), v〉 = λ〈I ′(uλ), v〉, ∀ v ∈ E.

Thus, for v = uλ we find
〈J ′(uλ), uλ〉 = λ〈I ′(uλ), uλ〉,
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or
J1(uλ) = λI1(uλ).

The fact that uλ ∈ E \ {0} assures that I1(uλ) > 0. Since λ < λ0, the above information implies

J1(uλ) ≥ λ0I1(uλ) > λI1(uλ) = J1(uλ).

Clearly, the above inequalities lead to a contradiction. Thus, step 4 is verified.

By steps 2, 3 and 4 we deduce that λ0 ≤ λ1.

The proof of Theorem 4.4 is now complete.

Remark 4.3. We point out that by the proof of Theorem 4.4 we can not conclude if λ0 = λ1 or λ0 < λ1.
Such a study rests open. In the case when it is possible to have λ0 < λ1, if such a case could arise, the
question regarding the existence of an eigenvalue of problem (4.20) in the interval [λ0, λ1) also rests an
open problem.

4.3 An optimization result

Let Ω be a bounded domain in RN (N ≥ 3) with smooth boundary ∂Ω. Assume that ai : (0,∞) → R,
i = 1, 2, are two functions such that mappings ϕi : R → R, i = 1, 2, defined by

ϕi(t) =





ai(|t|)t, for t 6= 0

0, for t = 0 ,

are odd, increasing homeomorphisms from R onto R, λ is a real number, V (x) is a potential and q1,
q2, m : Ω → (1,∞) are continuous functions. Let f(x, u) = (|u|q1(x)−2 + |u|q2(x)−2)u. We analyze the
eigenvalue problem




−div((a1(|∇u|) + a2(|∇u|))∇u) + V (x)|u|m(x)−2u = λf(x, u), x ∈ Ω

u = 0, x ∈ ∂Ω .
(4.49)

Problem (4.49) can be placed in the context of the eigenvalue problem studied in the above section since
in the particular case when q1(x) = q2(x) = q(x) for any x ∈ Ω and V ≡ 0 in Ω it becomes problem
(4.20). The form of problem (4.49) becomes a natural extension of problem (4.20) with the presence of
the potential V in the left-hand side of the equation and by considering that in the right-hand side we
have q1 6= q2 on Ω.

For i = 1, 2 define

Φi(t) =
∫ t

0
ϕi(s) ds, for all t ∈ R, i = 1, 2 .

Define function spaces W 1
0 LΦi(Ω) as in Chapter 1. We also refer to Chapter 1 for definitions, notations

and properties of Orlicz-Sobolev spaces. Here we assume that conditions (1.10) and (1.12) are satisfied
for i = 1, 2.
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We will study problem (4.49) when q1, q2, m : Ω → (1,∞) are continuous functions satisfying the
following assumptions:

1 < (p2)0 ≤ (p2)0 < q−2 ≤ q+
2 ≤ m− ≤ m+ ≤ q−1 ≤ q+

1 < (p1)0 ≤ (p1)0 < N , (4.50)

q+
1 < [(p2)0]? :=

N(p2)0
N − (p2)0

, ∀ x ∈ Ω , (4.51)

and the potential V : Ω → R satisfies

V ∈ Lr(·)(Ω), with r(x) ∈ C(Ω) and r(x) >
N

m− ∀ x ∈ Ω . (4.52)

Condition (4.50) which describes the competition between the growth rates involved in equation (4.49),
actually, assures a balance between them and, thus, it represents the key for the present study. Such
a balance is essential since we are working on a non-homogeneous (eigenvalue) problem for which a
minimization technique based on the Lagrange Multiplier Theorem can not be applied in order to find
(principal) eigenvalues (unlike the case offered by the homogeneous operators). Thus, in the case of
nonlinear non-homogeneous eigenvalue problems the classical theory used in the homogeneous case
does not work entirely, but some of its ideas can still be useful and some particular results can still be
obtained in some aspects while in other aspects entirely new phenomena can occur. To focus on our
case, condition (4.50) together with conditions (4.51) and (4.52) imply

lim
‖u‖0,Φ1

→0

∫

Ω
Φ1(|∇u|) dx +

∫

Ω
Φ2(|∇u|) dx +

∫

Ω

V (x)
m(x)

|u|m(x) dx
∫

Ω

1
q1(x)

|u|q1(x) dx +
∫

Ω

0, Φ1

q2(x)
|u|q2(x) dx

= ∞

and

lim
‖u‖0,Φ1

→∞

∫

Ω
Φ1(|∇u|) dx +

∫

Ω
Φ2(|∇u|) dx +

∫

Ω

V (x)
m(x)

|u|m(x) dx
∫

Ω

1
q1(x)

|u|q1(x) dx +
∫

Ω

1
q2(x)

|u|q2(x) dx

= ∞ .

In other words, the absence of homogeneity is balanced by the behavior (actually, the blow-up) of
the Rayleigh quotient associated to problem (4.49) in the origin and at infinity. The consequences of
the above remarks is that the infimum of the Rayleigh quotient associated to problem (4.49) is a real
number, i.e.

inf
u∈W 1

0 LΦ1 (Ω)\{0}

∫

Ω

Φ1(|∇u|) dx +
∫

Ω

Φ2(|∇u|) dx +
∫

Ω

V (x)
m(x)

|u|m(x) dx
∫

Ω

1
q1(x)

|u|q1(x) dx +
∫

Ω

1
q2(x)

|u|q2(x) dx

∈ R , (4.53)

and it will be attained for a function u0 ∈ W 1
0 LΦ1(Ω) \ {0}. Moreover, the value in (4.53) represents

an eigenvalue of problem (4.49) with the corresponding eigenfunction u0. However, at this stage we
can not say if the eigenvalue described above is the lowest eigenvalue of problem (4.49) or not, even
if we are able to show that any λ small enough is not an eigenvalue of (4.49). For the moment this
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rests an open question. On the other hand, we can prove that any λ superior to the value given by
relation (4.53) is also an eigenvalue of problem (4.49). Thus, we conclude that problem (4.49) possesses
a continuous family of eigenvalues.

Related with the above ideas we will also discuss the optimization of the eigenvalues described by
relation (4.53) with respect to potential V , provided that V belongs to a bounded, closed and convex
subset of Lr(·)(Ω) (where r(x) is given by relation (4.52)). By optimization we understand the existence
of some potentials V? and V ? such that the eigenvalue described in relation (4.53) is minimal or maximal
with respect to the set where V lies.

By relation (4.50) it follows that W 1
0 LΦ1(Ω) is continuously embedded in W 1

0 LΦ2(Ω) (see, e.g. [58,
Lemma 2]). Thus, problem (4.49) will be analyzed in the space W 1

0 LΦ1(Ω).
We say that λ ∈ R is an eigenvalue of problem (4.49) if there exists u ∈ W 1

0 LΦ1(Ω) \ {0} such that
∫

Ω
(a1(|∇u|) + a2(|∇u|))∇u∇v dx +

∫

Ω
V (x)|u|m(x)−2uv dx

− λ

∫

Ω
(|u|q1(x)−2 + |u|q2(x)−2)uv dx = 0 ,

for all v ∈ W 1
0 LΦ1(Ω). We point out that if λ is an eigenvalue of problem (4.49) then the corresponding

eigenfunction u ∈ W 1
0 LΦ1(Ω) \ {0} is a weak solution of problem (4.49).

For each potential V ∈ Lr(·)(Ω) we define

A(V ) := inf
u∈W 1

0 LΦ1
(Ω)\{0}

∫

Ω
[Φ1(|∇u|) + Φ2(|∇u|)] dx +

∫

Ω

V (x)
m(x)

|u|m(x) dx
∫

Ω

1
q1(x)

|u|q1(x) dx +
∫

Ω

1
q2(x)

|u|q2(x) dx

and

B(V ) := inf
u∈W 1

0 LΦ1
(Ω)\{0}

∫

Ω
[a1(|∇u|) + a2(|∇u|)]|∇u|2 dx +

∫

Ω
V (x)|u|m(x) dx

∫

Ω
|u|q1(x) dx +

∫

Ω
|u|q2(x) dx

.

Thus, we can define two functions A, B : Lr(·)(Ω) → R.
The first result of this section is given by the following theorem.

Theorem 4.5. Assume that conditions (4.50), (4.51) and (4.52) are fulfilled. Then A(V ) is an eigen-
value of problem (4.49). Moreover, there exists uV ∈ W 1

0 LΦ1(Ω) \ {0} an eigenfunction corresponding
to eigenvalue A(V ) such that

A(V ) =

∫

Ω
[Φ1(|∇uV |) + Φ2(|∇uV |)] dx +

∫

Ω

V (x)
m(x)

|uV |m(x) dx
∫

Ω

1
q1(x)

|uV |q1(x) dx +
∫

Ω

1
q2(x)

|uV |q2(x) dx

.

Furthermore, B(V ) ≤ A(V ), each λ ∈ (A(V ),∞) is an eigenvalue of problem (4.49), while each
λ ∈ (−∞, B(V )) is not an eigenvalue of problem (4.49).
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The next result asserts that on each convex, bounded and closed subset of Lr(·)(Ω) function A

defined above is bounded from below and attains its minimum. The result is the following:

Theorem 4.6. Assume that conditions (4.50), (4.51) and (4.52) are fulfilled. Assume that S is a
convex, bounded and closed subset of Lr(·)(Ω). Then there exists V? ∈ S which minimizes A(V ) on S,
i.e.

A(V?) = inf
V ∈S

A(V ) .

Finally, we will focus our attention on the particular case when set S from Theorem 4.6 is a ball
in Lr(·)(Ω). Thus, we will denote each closed ball centered in the origin of radius R from Lr(·)(Ω) by
BR(0), i.e.

BR(0) := {u ∈ Lr(·)(Ω); |u|r(·) ≤ R} .

By Theorem 4.6 we can define function A? : [0,∞) → R by

A?(R) = min
V ∈BR(0)

A(V ) .

Our result on function A? is given by the following theorem:

Theorem 4.7. a) Function A? is not constant and decreases monotonically.
b) Function A? is continuous.

On the other hand, we point out that similar results as those of Theorems 4.6 and 4.7 can be
obtained if we notice that on each convex, bounded and closed subset of Lr(·)(Ω) function A defined in
Theorem 4.5 is also bounded from above and attains its maximum. It is also easy to remark that we
can define a function A? : [0,∞) → R by

A?(R) = max
V ∈BR(0)

A(V ) ,

which has similar properties as A?.

4.4 The anisotropic case

Let Ω ⊂ RN (N ≥ 3) be a bounded domain with smooth boundary ∂Ω. Consider that for each
i ∈ {1, ..., N}, ϕi are odd, increasing homeomorphisms from R onto R, λ is a positive real and q : Ω →
(1,∞) is a continuous function. The goal of this section is to present some results on the following
anisotropic eigenvalue problem





−
N∑

i=1

∂i (ϕi(∂iu)) = λ|u|q(x)−2u in Ω,

u = 0 on ∂Ω .

(4.54)
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Define

Φi(t) =
∫ t

0
ϕi(s) ds, for all t ∈ R, i ∈ {1, ..., N} .

Define
(pi)0 := inf

t>0

tϕi(t)
Φi(t)

and (pi)0 := sup
t>0

tϕi(t)
Φi(t)

, i ∈ {1, ..., N} .

Assume that conditions (1.10) and (1.12) are satisfied for each i ∈ {1, ..., N}. Define the anisotropic
Orlicz-Sobolev space W 1

0 L→
Φ
(Ω) as in Chapter 1. Consider all the definitions, notations and properties

of Orlicz-Sobolev and anisotropic Orlicz-Sobolev spaces from Chapter 1.
In the following, for each i ∈ {1, ..., N} we define ai : [0,∞) → R by,

ai(t) =





ϕi(t)
t , for t > 0

0, for t = 0 .

Since ϕi are odd we deduce that actually, ϕi(t) = ai(|t|)t for each t ∈ R and each i ∈ {1, ..., N}.
We say that λ ∈ R is an eigenvalue of problem (4.54) if there exists u ∈ W 1

0 L→
Φ
(Ω) \ {0} such that

∫

Ω

{
N∑

i=1

|ai(|∂iu|)| ∂iu∂iw − λ|u|q(x)−2uw

}
dx = 0

for all w ∈ W 1
0 L→

Φ
(Ω). For λ ∈ R an eigenvalue of problem (4.54), function u from the above definition

will be called a weak solution of problem (4.54) corresponding to eigenvalue λ.
The main results of this section are given by the following theorems:

Theorem 4.8. Assume that function q ∈ C(Ω) verifies hypothesis

(P 0)+ < q− ≤ q+ < (P0)? . (4.55)

Then any λ > 0 is an eigenvalue of problem (4.54).

Theorem 4.9. Assume that function q ∈ C(Ω) satisfies conditions

1 < q− < (P0)− and q+ < P0,∞ . (4.56)

Then there exists λ? > 0 such that any λ ∈ (0, λ?) is an eigenvalue of problem (4.54).

Theorem 4.10. Assume that function q ∈ C(Ω) satisfies inequalities

1 < q− ≤ q+ < (P0)− . (4.57)

Then there exist two positive constants λ? > 0 and λ? > 0 such that any λ ∈ (0, λ?) ∪ (λ?,∞) is an
eigenvalue of problem (4.54).

Remark 4.4. By Theorem 4.10 it is not clear if λ? < λ? or λ? ≥ λ?. In the first case an interesting
question concerns the existence of eigenvalues of problem (4.54) in the interval [λ?, λ

?].
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In order to state the next result we define

λ1 = inf
u∈W 1

0 L→
Φ

(Ω))\{0}

∫

Ω

N∑

i=1

Φi(|∂iu|) dx

∫

Ω

1
q(x)

|u|q(x) dx

,

and

λ0 = inf
u∈W 1

0 L→
Φ

(Ω)\{0}

∫

Ω

N∑

i=1

ai(|∂iu|)|∂iu|2 dx

∫

Ω
|u|q(x) dx

.

Theorem 4.11. Assume that there exist j1, j2, k ∈ {1, ..., N} such that

(pj1)0 = q− and (pj2)
0 = q+ , (4.58)

and
q+ < min{(pk)0, (P0)?} . (4.59)

Then 0 < λ0 ≤ λ1 and every λ ∈ (λ1,∞) is an eigenvalue of problem (4.54), while no λ ∈ (0, λ0) can
be an eigenvalue of problem (4.54).

Remark 4.5. At this stage we are not able to say whether λ0 = λ1 or λ0 < λ1. In the latter case an
interesting question concerns the existence of eigenvalues of problem (4.54) in the interval [λ0, λ1].
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Chapter 5

Dirichlet eigenvalue problems for
difference equations

5.1 Spectral estimates for a nonhomogeneous difference problem

5.1.1 Introduction and main results

Discrete boundary value problems have been intensively studied in the last decade. The modeling of
certain nonlinear problems from biological neural networks, economics, optimal control and other areas
of study have led to the rapid development of the theory of difference equations (see the monographs of
R. P. Agarwal [5] and W. G. Kelley & A. C. Peterson [42] and the papers of R. P. Agarwal, K. Perera
& D. O’Regan [6, 7], A. Cabada, A. Iannizzotto & S. Tersian [15], X. Cai & J. Yu [16], J. Yu & Z. Guo
[79], G. Zhang & S. Liu [80] and the reference therein).

In view of developing a viable theory of discrete boundary problems, special attention has been
given to the study of the spectrum of certain eigenvalue problems. A classical result in the theory of
eigenvalue problems involving difference equations asserts that the spectrum of problem




−∆(∆u(k − 1)) = λu(k), k ∈ [1, T ],

u(0) = u(T + 1) = 0 ,
(5.1)

where T ≥ 2 is an integer, [1, T ] is the discrete interval {1, 2, ..., T} and ∆u(k) = u(k + 1)− u(k) is the
forward difference operator, is finite and all the eigenvalues are positive.

On the other hand, some recent advances obtained in [6, 15] show that for some eigenvalue problems
involving difference operators the spectrum contains a continuous family of eigenvalues.

The goal of this section is to continue the work of the papers mentioned above by presenting a new
phenomenon concerning the behaviour of eigenvalues of a nonhomogeneous difference equation. Using
the above notations, we are concerned in this section with the eigenvalue problem




−∆(∆u(k − 1)) + |u(k)|q−2u(k) = λg(k)|u(k)|r−2u(k), k ∈ [1, T ],

u(0) = u(T + 1) = 0 ,
(5.2)

78
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where q and r are two real numbers satisfying 2 < r < q and g : [1, T ] → (0,∞) is a given function.
We shall prove the existence of two positive numbers λ0 and λ1, with λ0 ≤ λ1 such that for λ ∈ (0, λ0)

problem (5.2) has no non-zero solutions while for any λ ∈ [λ1,∞) problem (5.2) has non-zero solutions
in a specific function space. Moreover, useful estimates will be also given for λ0 and λ1 with respect to
the initial data q, r, T and g.

In order to describe our result in its full generality we first define the function space

H = {u : [0, T + 1] → R; u(0) = u(T + 1) = 0}.
Clearly, H is a T -dimensional Hilbert space (see [6]) with the inner product

(u, v) =
T+1∑

k=1

∆u(k − 1)∆v(k − 1), ∀ u, v ∈ H .

The associated norm is defined by

‖u‖ =

(
T+1∑

k=1

|∆u(k − 1)|2
)1/2

.

We say that λ ∈ R is an eigenvalue of problem (5.2) if there exists u ∈ H \ {0} such that

T+1∑

k=1

∆u(k − 1)∆v(k − 1) +
T∑

k=1

|u(k)|q−2u(k)v(k)− λ
T∑

k=1

g(k)|u(k)|r−2u(k)v(k) = 0, ∀v ∈ H.

Function u in the above definition will be called an eigenvector of problem (5.2). The set of all
eigenvalues of problem (5.2) will be called the spectrum of problem (5.2).

The following theorem represents the main result of this section.

Theorem 5.1. Let 2 < r < q, T ≥ 2 and g : [1, T ] → (0,∞) be a given function. Then there exist two
positive constants λ0 and λ1 with λ0 ≤ λ1 such that no λ ∈ (0, λ0) is an eigenvalue of problem (5.2)
while any λ ∈ [λ1,∞) is an eigenvalue of problem (5.2). Moreover, we have

λ1 ≤ r

2
λ0 and

4
(T + 1)2|g|∞ ≤ λ0 ≤ λ1 ≤ r(q − 2)

(q − r)
∑T

k=1 g(k)

(
T (q − r)
q(r − 2)

) r−2
q−2

, (5.3)

where |g|∞ = maxk∈[1,T ] g(k).

Notation. For any a and b integers satisfying a < b we denote by [a, b] the discrete interval {a, a+1, ..., b}.

5.1.2 Some estimates of eigenvalues

In this section we will point out certain remarks on how we can estimate the positive eigenvalues
corresponding to positive eigenvectors for problem




−∆(∆u(k − 1)) = λu(k), k ∈ [1, T ],

u(0) = u(T + 1) = 0 .
(5.4)

In this section, the main result is given by Theorem 5.2 which is of interest in its own right as well:
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Theorem 5.2. Let λ > 0 be an eigenvalue of problem (5.4) with the property that the corresponding
eigenvector u = {u(k) : k ∈ [0, T + 1]} is positive, i.e. u(k) > 0 for any k ∈ [1, T ]. Then we have the
estimates

4
(T + 1)2

< λ ≤ min
{

1,
1
T
·
(

1 +
max{u(1), u(T )}
min{u(1), u(T )}

)}
. (5.5)

Proof. First, we point out certain general remarks on the behavior of ∆u(k) for k ∈ [0, T ]. Since
u(k) > 0 for k ∈ [1, T ] satisfies equation (5.2) and λ > 0 we have

∆(∆u(k − 1)) = −λu(k) < 0, ∀ k ∈ [1, T ] .

Thus, we deduce that sequence (∆u(k)) is decreasing for k ∈ [0, T ].
Second, we show that the left inequality holds true. In order to do that we start by defining

m = max{s ∈ [1, T ]; ∆u(s− 1) ≥ 0, ∆u(s) < 0} .

Undoubtedly, m can be defined as above since we have u(T + 1) = 0 and ∆u(T ) = u(T + 1)− u(T ) =
−u(T ) < 0. (Actually, m is the largest local maximum point of u in [1, T ].)

On the other hand, since ∆u(m) < 0 and (∆u(k)) is a decreasing sequence for k ∈ [0, T ] we notice
that

∆u(k) < 0, ∀ k ∈ [m,T ] ,

and, thus,
u(k + 1) < u(k), ∀ k ∈ [m,T ] ,

i.e. sequence (u(k)) is strictly decreasing for k ∈ [m,T ]. A similar argument, based on the fact that
∆u(m− 1) ≥ 0 implies that ∆u(k) ≥ 0 for any k ∈ [0,m− 1], i.e. sequence (u(k)) is nondecreasing for
k ∈ [0, m].

Adding identities u(k)− u(k − 1) = ∆u(k − 1) for k ∈ [m + 1, T + 1] we obtain u(T + 1)− u(m) =∑T+1
k=m+1 ∆u(k − 1) ≥ (T + 1−m)∆u(T ), i.e.

−u(m)
T + 1−m

≥ ∆u(T ) . (5.6)

Since by equation (5.4) we have that

∆(∆u(k − 1)) = −λu(k), ∀ k ∈ [m,T ] ,

summing the above relations with respect to k ∈ [m, T ] we obtain

∆u(T )−∆u(m− 1) = −λ

T∑

i=m

u(i) .

Taking into account that ∆u(m− 1) ≥ 0 the above equality implies

∆u(T ) ≥ −λ

T∑

i=m

u(i) .
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The above inequality, relation (5.6) and the fact that the sequence (u(k)) is decreasing for k ∈ [m, T ]
yield

−u(m)
T + 1−m

≥ −λ
T∑

i=m

u(i) ≥ −λu(m)
T∑

i=m

1

or

λ
T∑

i=m

1 ≥ 1
T + 1−m

. (5.7)

In order to go further, we add identities u(k) − u(k − 1) = ∆u(k − 1) for k ∈ [1,m], obtaining that
u(m) − u(0) =

∑m
k=1 ∆u(k − 1). This inequality and the fact that sequence (∆u(k)) is decreasing for

k ∈ [0, T ] imply

∆u(0) ≥ u(m)
m

. (5.8)

Since by equation (5.4) we have that

∆(∆u(k − 1)) = −λu(k), ∀ k ∈ [1,m] ,

summing the above relations with respect to k ∈ [1,m] we obtain

∆u(m)−∆u(0) = −λ
m∑

i=1

u(i) .

But ∆u(m) < 0 and taking into account that relation (5.8) holds true, we infer by the above equality

u(m)
m

< λ

m∑

i=1

u(i) .

Using the fact that (u(k)) is nondecreasing for k ∈ [0,m] we find

1
m

< λ

m∑

i=1

1 (5.9)

Now, by (5.7) and (5.9) we get

λ
T∑

i=m

1 + λ
m∑

i=1

1 >
1

T + 1−m
+

1
m

.

Thus, we conclude that

λ(T + 1) >
4

T + 1
,

or
λ >

4
(T + 1)2

.

Finally, we prove the second inequality. By equation (5.4) we have

∆u(k)−∆u(k − 1) = −λu(k), ∀ k ∈ [1, T ] .
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Summing the above relations we find

u(T ) + u(1) = λ

T∑

i=1

u(i) .

Since u(k) > 0 by using the above relation, we find, on the one hand, that

u(T ) + u(1) ≥ λT min
k∈[1,T ]

u(k) ,

or
u(T ) + u(1)

T mink∈[1,T ] u(k)
≥ λ , (5.10)

and, on the other hand,
u(T ) + u(1) ≥ λ(u(1) + u(T )) ,

or
1 ≥ λ .

Furthermore, we notice that if u(k0) = mink∈[1,T ] u(k) then k0 ∈ {1, T}. Indeed, let us assume by
contradiction that k0 ∈ [1, T ] \ {1, T}. Then, since

∆u(k0)−∆u(k0 − 1) = −λu(k0) ,

or
0 ≤ u(k0 + 1)− 2u(k0) + u(k0 − 1) = −λu(k0) < 0 ,

we obtain a contradiction. Consequently, k0 ∈ {1, T}. That fact and relation (5.10) yield

1
T
·
(

1 +
max{u(1), u(T )}
min{u(1), u(T )}

)
≥ λ .

Theorem 5.2 is completely proved.

Remark 1. We emphasize that for the estimate in the left-hand side of (5.5) we can give an alternative
proof. This idea is described in what follows. The eigenvalues of problem (5.4) can be calculated directly,
solving the linear second-order difference equation

∆(∆u(k − 1)) + λu(k) = 0 ,

(see, e.g. [42, Chapter 3], [11, pp.38]). The eigenvalues of (5.4) are

λk = 2
(

1− cos
(

kπ

T + 1

))
= 4 sin2

(
kπ

2(T + 1)

)
, k ∈ [1, T ] ,

and the corresponding eigenvectors are

ϕk =
{

0, sin
(

kπ

T + 1

)
, sin

(
2kπ

T + 1
,

)
, ..., sin

(
Tkπ

T + 1
,

)
, 0

}
.
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Note that 0 < λk < 4 and the estimate from the left-hand side in (5.5) implies

m(T ) :=
4

(T + 1)2
< λ1 = 4 sin2

(
π

2(T + 1)

)
,

or, equivalently
1

(T + 1)
< sin

(
π

2(T + 1)

)
.

That fact also follows from the elementary inequality

x < sin
(πx

2

)
, ∀ x ∈ (0, 1) .

The last inequality is equivalent with the following fact

2
π

x < sin(x), ∀ x ∈
(
0,

π

2

)
,

which geometrically means that the graph of sin(x) is above the chord which joints the points (0, 0)
and (π/2, 1).

Remark 2. We point out that for a problem of type (5.4) there always exists at least a positive
eigenvalue with a positive corresponding eigenfunction, namely, the first eigenvalue (see, e.g., [7] or [3]).
Thus, denoting by λ1([0, T +1]) the first eigenvalue of equation (5.4), by using Theorem 5.2, we deduce
that

4
(T + 1)2

< λ1([0, T + 1]) ≤ 1 . (5.11)

Moreover, we point out that the left-hand side inequality in (5.11) is a discrete variant of the celebrated
Faber-Krahn inequality which is valid in the continuous case (see, e.g., [26, 44, 46]), since in the
particular case when T = 2 a simple computation shows that λ1([0, 3]) = 1 (actually, in this case 1 is
the only eigenvalue of the problem), and, thus, the left-hand side of inequality (5.11) can be rewritten
in the following way

4
(T + 1)2

λ1([0, 3]) < λ1([0, T + 1]), ∀ T ≥ 2 .

Remark 3. We notice that by a simple computation it can be proved that in the degenerate case T = 1
the only eigenvalue of problem (5.4) is λ1([0, 2]) = 2 while in the case T = 2 the two eigenvalues of
problem (5.4) are equal to 1. Thus, under these conditions, we have the equality case in the right-hand
side of inequality (5.5). In other words, the case when there is equality can occur.

We point out that with a similar proof the result of Theorem 5.2 can be extended to the following:

Theorem 5.3. Let p > 1 be a fixed real number and let a ≥ 1 and b ≥ a + 2 be two integers. Consider
the problem 



−∆(|∆u(k − 1)|p−2∆u(k − 1)) = λ|u(k)|p−2u(k), k ∈ [a, b− 1],

u(a− 1) = u(b) = 0 .
(5.12)
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Let λ > 0 be an eigenvalue of problem (5.12) with the property that the corresponding eigenvector
u, u(k) > 0 for any k ∈ [a, b− 1]. Then we have the estimates

2p

(b− a + 1)p
< λ ≤ min

{
1,

1
b− a

·
(

1 +
max{u(1)p−1, u(T )p−1

min{u(1)p−1, u(T )p−1

)}
. (5.13)

In the case when p = 2, a = 1 and b = T + 1 in Theorem 5.3 we obtain Theorem 5.2.
Finally, we recall that following the hypotheses of Theorem 5.3 the first eigenvalue, λ1,p([a− 1, b]),

is defined from a variational point of view by the so-called Rayleigh quotient, that is

λ1,p([a− 1, b]) = inf
u6≡0

b∑
k=a

|∆u(k − 1)|p

b−1∑
k=a

|u(k)|p
. (5.14)

We note that in the case p = 2 we will use notation λ1([a − 1, b]) instead of λ1,2([a − 1, b]). Theorem
5.3 shows that relation (5.11) can be extended thanks to the following relation

4
(b− a + 1)2

< λ1([a− 1, b]) ≤ 1 . (5.15)

5.1.3 Proof of Theorem 5.1

• First, we show the existence of λ0 > 0 such that any λ ∈ (0, λ0) is not an eigenvalue of problem (5.2).
Define the Rayleigh type quotient

λ0 = inf
u∈H\{0}

T+1∑
k=1

|∆u(k − 1)|2 +
T∑

k=1

|u(k)|q

T∑
k=1

g(k)|u(k)|r
. (5.16)

In a first instance we prove that λ0 > 0. In order to show that, we start by pointing out that
relations (5.14) and (5.11) imply

T+1∑

k=1

|∆u(k − 1)|2 ≥ λ1([0, T + 1])
T∑

k=1

|u(k)|2 ≥ 4
(T + 1)2

T∑

k=1

|u(k)|2, ∀ u ∈ H . (5.17)

Since we have 2 < r < q we deduce

|u(k)|2 + |u(k)|q ≥ |u(k)|r, ∀ u ∈ H, ∀ k ∈ [1, T ] .

Summing the above inequalities we obtain

T∑

k=1

|u(k)|2 +
T∑

k=1

|u(k)|q ≥
T∑

k=1

|u(k)|r ≥ 1
|g|∞

T∑

k=1

g(k)|u(k)|r, ∀ u ∈ H . (5.18)
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Combining relations (5.17) and (5.18) we infer

T+1∑

k=1

|∆u(k − 1)|2 +
T∑

k=1

|u(k)|q ≥ min
{

4
(T + 1)2

, 1
}

1
|g|∞

T∑

k=1

g(k)|u(k)|r

=
4

(T + 1)2|g|∞
T∑

k=1

g(k)|u(k)|r, ∀ u ∈ H .

(5.19)

The last inequality shows that

λ0 ≥ 4
(T + 1)2|g|∞ > 0 . (5.20)

Let us now define, J1, I1, J0, I0 : H → R by

J1(u) =
1
2

T+1∑

k=1

|∆u(k − 1)|2 +
1
q

T∑

k=1

|u(k)|q I1(u) =
1
r

T∑

k=1

g(k)|u(k)|r ,

and

J0(u) =
T+1∑

k=1

|∆u(k − 1)|2 +
T∑

k=1

|u(k)|q I0(u) =
T∑

k=1

g(k)|u(k)|r .

Standard arguments imply that J1, I1 ∈ C1(H,R) with

〈J ′1(u), v〉 =
T+1∑

k=1

∆u(k − 1)∆v(k − 1) +
T∑

k=1

|u(k)|q−2u(k)v(k) ,

and

〈I ′1(u), v〉 =
T∑

k=1

g(k)|u(k)|r−2u(k)v(k) ,

for any u, v ∈ H.

Lemma 5.1. Let λ0 be defined by relation (5.16). Then no λ ∈ (0, λ0) is an eigenvalue of problem
(5.2).

Proof. Indeed, assuming by contradiction that there exists λ ∈ (0, λ0) an eigenvalue of problem
(5.2), it follows that we can find wλ ∈ H \ {0} such that

〈J ′1(wλ), v〉 = λ〈I ′1(wλ), v〉, ∀v ∈ H.

Letting v = wλ we deduce 〈J ′1(wλ), wλ〉 = λ〈I ′1(wλ), wλ〉 , or

J0(wλ) = λI0(wλ) .

Since wλ 6= 0 we have that J0(wλ) > 0 and, thus, I0(wλ) > 0. Combining that fact with the ideas that
λ ∈ (0, λ0) and λ0 = infu∈H\{0}

J0(u)
I0(u) we infer

J0(wλ) ≥ λ0I0(wλ) > λI0(wλ) = J0(wλ),
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which is a contradiction. The proof of Lemma 5.1 is complete.
• Secondly, we show that there exists λ1 such that any λ ∈ (λ1,∞) is an eigenvalue of problem

(5.2).
For any λ > 0 we define functional Sλ : H → R by

Sλ(u) = J1(u)− λI1(u), ∀ u ∈ H .

We notice that Sλ ∈ C1(H,R) with the derivative given by

〈S′λ(u), v〉 = 〈J ′1(u), v〉 − λ〈I ′1(u), v〉, ∀ u, v ∈ H .

Thus, λ is an eigenvalue of problem (5.2) if and only if there exists uλ ∈ H \ {0} a critical point of Sλ.

Lemma 5.2. For any λ ∈ (0,∞) functional Sλ is coercive, i.e. lim‖u‖→∞ Sλ(u) = ∞ .

Proof. It is obvious that

Sλ(u) ≥ 1
2
‖u‖2 +

1
q

T∑

k=1

|u(k)|q − |g|∞
r

T∑

k=1

|u(k)|r ,

for any u ∈ H. For any m ≥ 2 let us denote

|u|m =

(
T∑

k=1

|u(k)|m
)1/m

.

It is not difficult to notice that each | · |m, m ≥ 2, is a norm on H. Since H is a finite dimensional
Hilbert space we deduce that for any m1, m2 ≥ 2 the norms | · |m1 , | · |m2 and ‖ · ‖ are equivalent.

The above pieces of information imply that there exist two positive constants C1 and C2 such that

Sλ(u) ≥ 1
2
‖u‖2 + C1‖u‖q − C2‖u‖r ,

for any u ∈ H. Since 2 < r < q, the proof of Lemma 5.2 is complete.
Define

λ1 = inf
u∈H\{0}

1
2

T+1∑

k=1

|∆u(k − 1)|2 +
1
q

T∑

k=1

|u(k)|q

1
r

T∑

k=1

g(k)|u(k)|r
. (5.21)

Due to (5.16), a simple estimate shows that

r min
{

1
2
,
1
q

}
λ0 ≤ λ1 ≤ r max

{
1
2
,
1
q

}
λ0.

Since 2 < r < q, we clearly have
r

q
λ0 ≤ λ1 ≤ r

2
λ0. (5.22)

In particular, (5.20) and the left hand size of (5.22) imply λ1 > 0.
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Lemma 5.3. Any λ ∈ (λ1,∞) is an eigenvalue of problem (5.2).

Proof. We fix λ ∈ (λ1,∞). By Lemma 5.2 we deduce that Sλ is coercive. On the other hand, it is
clear that functional Sλ is weakly lower semi-continuous. These two facts enable us to apply Theorem
1.2 in [75] in order to prove that there exists uλ ∈ H a global minimum point of Sλ.

Next, we show that uλ is not trivial. Indeed, since λ1 = infu∈H, u6=0
J1(u)
I1(u) and λ > λ1 it follows that

there exists vλ ∈ H such that
J1(vλ) < λI1(vλ) ,

or
Sλ(vλ) < 0 .

In particular, infH Sλ < 0, and we conclude that uλ 6= 0.
Next, we show that λ is an eigenvalue of problem (5.2). Let v ∈ H fixed. The above property of uλ

gives that
d

dε
Sλ(uλ + εv)|ε=0 = 0 ,

or
〈J ′1(uλ), v〉 − λ〈I ′1(uλ), v〉 = 0, ∀ v ∈ H ,

that means λ is an eigenvalue of problem (5.2). The proof of Lemma 5.3 is complete.
• Next, we show that λ1 is also an eigenvalue of problem (5.2). In order to do that we first prove

the following result.

Lemma 5.4. lim‖u‖→0
J0(u)
I0(u) = lim‖u‖→∞

J0(u)
I0(u) = ∞ .

Proof. Considering again norms, | · |m, m ≥ 2, defined in Lemma 5.2 and recalling that they are
equivalent with norm ‖ · ‖ we find that there exist two positive constants D1 and D2 such that

J0(u)
I0(u)

≥ ‖u‖2 + D1‖u‖q

D2‖u‖r
, ∀u ∈ H \ {0}.

Now taking into account that 2 < r < q, the conclusion of Lemma 5.4 immediately holds.

Lemma 5.5. The real number λ1, given by relation (5.21), is an eigenvalue of problem (5.2).

Proof. Let (λn) be a sequence in R such that λn ↘ λ1 as n → ∞. By Lemma 5.3 we deduce that
for each n there exists un ∈ H \ {0} such that

〈J ′1(un), v〉 − λn〈I ′1(un), v〉 = 0, ∀ v ∈ H . (5.23)

Taking v = un in the above equality we find

J0(un) = λnI0(un), ∀ n . (5.24)

The above equality and Lemma 5.4 imply that (un) is a bounded sequence in H. Indeed, assuming by
contradiction that (un) is not bounded in H it follows that passing eventually to a subsequence, still
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denoted by (un) we have ‖un‖ → ∞. On the other hand, the fact that λn ↘ λ1 and relation (5.24)
imply that for each n large enough the following holds true

J0(un)
I0(un)

= λn ≤ λ1 + 1 .

Lemma 5.4 shows that the above inequality and the fact that ‖un‖ → ∞ lead to a contradiction.
Consequently, (un) is bounded in H. We deduce the existence of u ∈ H such that, passing eventually
to a subsequence, un converges to u in H. Passing to the limit as n →∞ in (5.23) we get

〈J ′1(u), v〉 − λ1〈I ′1(u), v〉 = 0, ∀ v ∈ H ,

i.e. λ1 is an eigenvalue of problem (5.2) provided that u 6= 0.
Finally, we explain why u 6= 0. Assuming by contradiction that u = 0 we deduce that un converges

to 0 in H. By relation (5.24) we deduce that for any n the following equality holds

J0(un)
I0(un)

= λn .

Passing to the limit as n → ∞ and taking into account the result of Lemma 5.4 and the fact that
λn ↘ λ1 we obtain a contradiction. The proof of Lemma 5.5 is complete.

• Finally, we point out that the conclusion of Theorem 5.1 holds true.
Proof of Theorem 5.1. In order to obtain the first part, it is enough to combine Lemmas 5.1, 5.3
and 5.5; in particular, we clearly have λ0 ≤ λ1. The first two inequalities of (5.3) come from (5.22) and
(5.20), respectively.

It remains to prove the right hand side inequality of (5.3), i.e., λ1 ≤ A, where we use notation

A = r(q−2)

(q−r)
∑T

k=1 g(k)

(
T (q−r)
q(r−2)

) r−2
q−2

. Fix ũ ∈ H \ {0} by ũ(k) = s > 0, k ∈ [1, T ]. Due to (5.21), we have

λ1 ≤

1
2

T+1∑

k=1

|∆ũ(k − 1)|2 +
1
q

T∑

k=1

|ũ(k)|q

1
r

T∑

k=1

g(k)|ũ(k)|r
=

r(s2 + T
q sq)

sr
∑T

k=1 g(k)
.

Taking function h : (0,∞) → (0,∞) defined by

h(s) =
r(s2 + T

q sq)

sr
∑T

k=1 g(k)
,

one can easily show that its minimum is attained at the point s0 =
(

q(r−2)
T (q−r)

) 1
q−2 , the minimum value

being h(s0) = A. This concludes the proof.

Remark 4. We notice that the spectrum of problem (5.2) is not completely described by our study.
Although we have estimates for λ0 and λ1, at this stage we are not able to say if λ0 = λ1 or λ0 < λ1.
Note that λ0 and λ1 are very close to each other whenever r is close to 2; in that sense, see the first
inequality in (5.3). Due to the nonhomogeneous nature of problem (5.2), we are strongly convinced
that we usually have λ0 < λ1, i.e., there is a gap between λ0 and λ1. If so, the problem of the
existence/nonexistence of eigenvalues in the interval [λ0, λ1) should be elucidated.
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5.2 Eigenvalue problems for anisotropic discrete boundary value prob-
lems

In this section we present some results regarding the existence of solutions for the discrete boundary
value problem




−∆(|∆u(k − 1)|p(k−1)−2∆u(k − 1)) = λ|u(k)|q(k)−2u(k), k ∈ Z[1, T ],

u(0) = u(T + 1) = 0 ,
(5.25)

where T ≥ 2 is a positive integer and ∆u(k) = u(k + 1)− u(k) is the forward difference operator. Here
and hereafter, we denote by Z[a, b] the discrete interval {a, a + 1, ..., b} where a and b are integers and
a < b. Moreover, we assume that functions p : Z[0, T ] → [2,∞) and q : Z[1, T ] → [2,∞) are bounded
while λ is a positive constant.

We note that problem (5.25) is the discrete variant of the variable exponent anisotropic problem




−
N∑

i=1

∂

∂xi

(∣∣∣∣
∂u

∂xi

∣∣∣∣
pi(x)−2 ∂u

∂xi

)
= λ|u|q(x)−2u, for x ∈ Ω

u = 0, for x ∈ ∂Ω ,

(5.26)

where Ω ⊂ RN (N ≥ 3) is a bounded domain with smooth boundary, λ > 0 is a real number, and pi(x),
q(x) are continuous on Ω such that N > pi(x) ≥ 2 and q(x) > 1 for any x ∈ Ω and all i ∈ Z[1, N ].
Problem (5.26) was recently analyzed by M. Mihăilescu, P. Pucci & V. Rădulescu in [53, 54].

Using critical point theory we can establish the existence of a continuous spectrum of eigenvalues
for problems of type (5.25). The idea is to transfer the problem of the existence of solutions for problem
(5.25) into the problem of existence of critical points for some associated energy functional. On the
other hand, we point out that, to our best knowledge, discrete problems like (5.25), involving anisotropic
exponents, have not yet been discussed. Thus, the present study can be regarded as a contribution in
this direction.

We are interested in finding weak solutions for problems of type (5.25). For this purpose we define
the function space

H = {u : Z[0, T + 1] → R; such that u(0) = u(T + 1) = 0}.

Clearly, H is a T -dimensional Hilbert space (see [6]) with the inner product

(u, v) =
T+1∑

k=1

∆u(k − 1)∆v(k − 1), ∀ u, v ∈ H .

This associated norm is defined by

‖u‖ =

(
T+1∑

k=1

|∆u(k − 1)|2
)1/2

.
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By a weak solution for problem (5.25) we understand a function u ∈ H such that

T+1∑

k=1

|∆u(k − 1)|p(k−1)−2∆u(k − 1)∆v(k − 1)− λ
T∑

k=1

|u(k)|q(k)−2u(k)v(k) = 0 ,

for any v ∈ H.
Denote for short maxk∈Z[a,b] p(k) by maxZ[a,b] p and mink∈Z[a,b] p(k) by minZ[a,b] p.
The main results of this section are the following.

Theorem 5.4. Assume that functions p and q verify hypothesis

max
Z[0,T ]

p < min
Z[1,T ]

q . (5.27)

Then for any λ > 0 problem (5.25) has a nontrivial weak solution.

Theorem 5.5. Assume that functions p and q verify hypothesis

max
Z[1,T ]

q < min
Z[0,T ]

p . (5.28)

Then there exists λ?? > 0 such that for any λ > λ?? problem (5.25) has a nontrivial weak solution.

Theorem 5.6. Assume that functions p and q verify hypothesis

min
Z[1,T ]

q < min
Z[0,T ]

p . (5.29)

Then there exists λ? > 0 such that for any λ ∈ (0, λ?) problem (5.25) has a nontrivial weak solution.

Remark 1. We point out that if relation (5.29) is verified then relation (5.28) is fulfilled, too. Conse-
quently, the result of Theorem 5.5 can be completed with the conclusion of Theorem 5.6. More exactly,
we deduce the following corollary.

Corollary 5.1. Assume that functions p and q verify hypothesis

min
Z[1,T ]

q < min
Z[0,T ]

p .

Then there exist λ? > 0 and λ?? > 0 such that for any λ ∈ (0, λ?) ∪ (λ??,∞) problem (5.25) possesses
a nontrivial weak solution.

Remark 2. On the other hand, we point out that the result of Theorem 5.6 holds true in situations
that extend relation (5.28) since in relation (5.29) we could have

min
Z[1,T ]

q < min
Z[0,T ]

p < max
Z[1,T ]

q .
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[79] J. Yu and Z. Guo, On boundary value problems for a discrete generalized Emden-Fowler equation, J. Math. Anal.
Appl. 231 (2006), 18-31.

[80] G. Zhang and S. Liu, On a class of semipositone discrete boundary value problem, J. Math. Anal. Appl. 325 (2007),
175-182.

[81] V. Zhikov, Averaging of functionals in the calculus of variations and elasticity, Math. USSR Izv. 29 (1987), 33-66.


