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Submitted to

Central European University

Department of Mathematics and its Applications

In partial fulfillment of the requirements for the degree of

Doctor of Philosophy

Supervisor: Professor Lajos Rónyai

Budapest, Hungary

2015



C
E

U
eT

D
C

ol
le

ct
io

n

Acknowledgments

First and foremost I would like to thank my supervisor, Lajos Rónyai, for initiating me

into this beautiful topic on the border of extremal combinatorics and algebra, and for

proposing me this instructive project. His ideas, advice and guiding in the research during

the past few years had a fundamental contribution to this dissertation itself as well as to

my professional development in general.

I also would like to thank the Central European University for supporting me during

my PhD studies and the whole staff for the assistance in various issues.

Finally let me express my gratitude to my family, in particular to my wife Franciska

and to my mother for their support and for undertaking difficulties that arise naturally

during such a project.

ii



C
E

U
eT

D
C

ol
le

ct
io

n

Abstract

This PhD dissertation is based on a research that originates from extremal combinatorics.

In the first part we consider the problem of characterizing shattering-extremal set systems

and extremal vector systems. We propose two different approaches, an algebraic and a

graph theoretical one, and prove several characterisations of these extremal structures. The

algebraic approach uses the standard monomials and Gröbner bases of vanishing ideals of

finite point sets, while the key elements of the graph theoretical approach are the inclusion

graphs of set systems. The second part of the dissertation is devoted to Noga Alon’s famous

Combinatorial Nullstellesatz and Non-vanishing Theorem. We prove generalizations of

these results in different directions. First we introduce a version for multisets, then we

consider the problem over arbitrary commutative rings instead of fields. At the end we

investigate the problem of determining which finite sets X, beside discrete boxes, admit a

version of the Combinatorial Nullstellensatz and the Non-vanishing Theorem.

iii



C
E

U
eT

D
C

ol
le

ct
io

n

Table of Contents

Acknowledgments ii

Abstract iii

List of Figures v

1 Introduction 1

1.1 Historical background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Introduction to the theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Overview of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Preliminaries 8
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Chapter 1

Introduction

1.1 Historical background

Extremal combinatorics is one of the central branches of discrete mathematics. It is not

just an independent mathematical discipline, but appears also in several other mathemat-

ical areas. It deals with the problem of estimating the size of a combinatorial structure

satisfying certain requirements by providing a lower or upper bound. In case this bound

is sharp, it also tries to characterize somehow the extremal examples. It the particular

case when the structures considered are set systems over a finite ground set, we talk about

extremal set theory. A good survey on the topic in general is provided by [21] and [27].

In the past many results in this field were obtained mainly by ingenuity and detailed

reasoning, however during the last few decades this field has experienced an impressive

growth and some very efficient tools were developed. One of the main general techniques

that played an important role in this development was the application of algebraic methods.

Among these methods one of the first and probably the best-known are the linear algebra

methods, see [9] for a good survey. Here we deal with a relatively new collection belonging
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to the family of polynomial methods, see [48] for a recent survey. It borrows some of

the philosophy of algebraic geometry. Given a combinatorial object C, we fix a field F,

represent C as a finite set of points in the affine space Fn, and study its vanishing ideal

I(C) instead of the combinatorial object itself.

When studying such polynomial ideals, it turned out, that standard monomials and

Gröbner bases can be very useful. While standard monomials form a nice basis of the

F-vector space F[x1, . . . , xn]/I(C), Gröbner bases are special systems of generators of the

ideal. They were introduced in 1965 by Austrian mathematician Bruno Buchberger in

his Ph.D. thesis, and named after his supervisor, Wolfgang Gröbner. He was motivated

by questions from commutative algebra and algebraic geometry, but since then, Gröbner

bases have been applied in various fields of mathematics e.g. coding theory, symbolic com-

putation, automatic theorem proving, integer programming, statistics, partial differential

equations and numerical computations. A good survey is provided by [1] and [13].

The combinatorial structures we will examine using the above technique are shattering-

extremal set systems. They are set systems that are extremal with respect to the well known

Sauer inequality that was first proved in the 70’s. Since then many interesting results have

been obtained in connection with these combinatorial objects, among others by Bollobás,

Leader and Radcliffe in [11], by Bollobás and Radcliffe in [12], by Frankl in [21]. Füredi

and Quinn in [23], and recently Kozma and Moran in [33] provided interesting examples

of shattering-extremal set systems. However for the time being shattering-extremal set

systems do not have a good structural description, . . . a structural description of extremal

systems is still sorely lacking.” (Bollobáas, Radcliffe 1995).

Probably the best-known member of the family of polynomial methods is Noga Alon’s

famous Combinatorial Nullstellensatz and the resulting Non-vanishing Theorem. Since its

publication in 1999 it became one of the most powerful algebraic tools in combinatorics. It

has several beautiful and strong applications, see [3] for some classical ones and [14], [18],

2



C
E

U
eT

D
C

ol
le

ct
io

n

[25], [28], [29], [30], [41], [46] for some recent ones.

1.2 Introduction to the theory

To get a better overview of what is contained in this thesis, let us shortly (and sometimes

informally) introduce the basic concepts.

Extremal set and vector systems

We say that a set system F ⊆ 2[n] shatters a given set S ⊆ [n] if 2S = {F ∩ S : F ∈ F}.

The size of the largest set shattered by F is called the Vapnik-Chervonenkis dimension of

F . The Sauer inequality states that in general, a set system F shatters at least |F| sets.

Here we concentrate on the case of equality. A set system is called shattering-extremal if it

shatters exactly |F| sets. Our aim is to characterize somehow shattering-extremal families.

Let F be an arbitrary field. When representing sets by their characteristic vectors, then

a set system F ⊆ 2[n] can also be viewed as a set of 0 − 1 vectors in the affine space Fn.

In this way one can study the vanishing ideal I(F) instead of the set system itself, which

consists of all polynomials from F [x] = F[x1, . . . , xn] that vanish at all of the characteristic

vectors of elements of F .

In the study of these ideals, our key tools are standard monomials and Gröbner bases.

To define them, one first needs a term order - a complete ordering of the monomials of F [x],

with some additional properties. As an example one can take the standard lexicographic

ordering of monomials. By reordering the variables, we can get another lexicographic

order, so we will talk about a lexicographic term order based on some permutation of

the variables x1, x2, . . . , xn. The greatest monomial of a polynomial with respect to some

term order is called its leading monomial. In the univariate case, the leading monomial is

simply the highest degree term of the polynomial. Given a polynomial ideal I C F [x], a

3
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monomial is called standard, if it is not the leading monomial of a any polynomial f ∈ I.

We write Sm(I) for the collection of all standard monomials for the ideal I. Standard

monomials possess some very nice properties, among others they form an F-vector space

basis of F [x] /I. A finite subset G of I is a Gröbner basis of I, if the leading monomial

of any nonzero f ∈ I is divisible by the leading monomial of some g ∈ G. Then G also

generates the ideal in a ’nice’ manner. For more details on Gröbner bases see [1].

Given a family F ⊆ 2[n], by investigating the standard monomials of the vanishing ideal

I(F) for different lexicographic term orders, one can prove a very useful characterization

of shattering-extremality, namely that a set system is shattering-extremal if and only if the

family of standard monomials of its vanishing ideal is the same for every lexicographic term

order. Based on this characterization one can fully describe the reduced Gröbner bases

of shattering-extremal set systems, it results an efficient algorithm for testing extremality

and also allows us to generalize the notion of extremality for general finite sets of vectors,

not merely set systems. We define a finite system V ⊆ Fn to be extremal if the family of

standard monomials of the vanishing ideal I(V) is the same for every lexicographic term

order.

Beside the previously outlined algebraic one, we can take a graph theoretical approach

to shattering-extremal set systems as well. The inclusion graph of a set system is a directed

edge-labelled graph whose vertices are the elements of the set system, and there is a directed

edge going from G to F with label j exactly if F = G∪ {j}. Inclusion graphs offer a good

framework to study different properties of set systems. In case of shattering-extremal set

systems they possess some very nice properties, for example they are always connected.

4
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Alon’s Combinatorial Nullstellensatz and Non-vanishing Theorem

Let S1, S2, . . . , Sn be finite nonempty subsets of an arbitrary field F and let

S = S1 × S2 × · · · × Sn ⊆ Fn.

For i = 1, . . . , n put gi = gi(xi) =
∏

s∈Si(xi − s) ∈ F [x]. Alon’s Combinatorial Nullstel-

lensatz (Theorem 1.1 in [3]) is a specialized and strengthened version of the Hilbertsche

Nullstellensatz for the vanishing ideal I(S). It states that if a polynomial f(x) ∈ F [x]

vanishes over all the common zeros of g1, . . . , gn (i.e. f ∈ I(S)), then there are polynomials

h1, . . . , hn ∈ F [x], satisfying some degree bounds, so that f =
n∑
i=1

higi.

This result can be easily rephrased using Gröbner bases. In Gröbner terminology it

states that the polynomials g1, . . . , gn form a universal Gröbner basis of I(S).

From this, a simple and widely applicable non-vanishing criterion has been deduced.

It provides a sufficient condition for a polynomial f ∈ F [x] for not vanishing everywhere

on the discrete box S. Let t1, . . . , tn be nonnegative integers such that |Si| > ti for every

i. Given a polynomial p ∈ F [x] of degree
∑n

i=1 ti, suppose that the coefficient of the

monomial xt11 · · · xtnn in p is not 0. Then there is some vector s ∈ S such that p(s) 6= 0.

1.3 Overview of the thesis

After the Introduction, in Chapter 2, all the necessary concepts and theorems needed to

understand the subsequent parts are collected. We discuss standard monomials, Gröbner

bases and shattering-extremal set systems in detail. Right away comes the essential portion

of the thesis divided into two separate parts.

Part I deals with shattering-extremal set systems and extremal vector systems, and

contains 3 chapters. The first one, Chapter 3, summarizes results concerning the algebraic

5
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approach to shattering-extremal set systems. We present a characterization using standard

monomials and describe the reduced Gröbner bases of the vanishing ideals of such systems.

The chapter also contains an efficient algorithm for determining the extremality of a set

system. Next, Chapter 4 follows, where we prove the generalizations of the previously

mentioned results for arbitrary finite sets of vectors instead of set systems. As a corollary

of these results we also give a new proof for a result of Li, Zhang and Dong from [34],

where they investigated the standard monomials of zero dimensional polynomial ideals.

In the last chapter of this part, Chapter 5, we take a different approach and investigate

the inclusion graphs of shattering-extremal set systems. Although this method is not at

all an algebraic one, for the sake of completeness it is still included in this thesis and the

results provide a better understanding of the structure of these combinatorial objects. The

general task of giving a good description of the inclusion graphs of shattering-extremal

set systems seems to be too complex at this point. We restrict therefore our attention to

the simplest cases, where the Vapnik-Chervonenkis dimension is bounded by some fixed

natural number t. First we characterize in a nice way the inclusion graphs of shattering-

extremal set systems of Vapnik-Chervonenkis dimension 1. This allows us to relate things to

earlier chapters and to compute a Gröbner basis of the vanishing ideal of such set systems.

Next, shattering-extremal families of Vapnik-Chervonenkis dimension 2 follow. We give

an algorithmic procedure for constructing the inclusion graphs of all such set systems.

To finish this chapter we study a conjecture about the eliminability of elements from a

shattering-extremal set system in such a way that the resulting system is still shattering-

extremal. There are several examples where the conjecture holds, e.g. our results provide a

positive answer for every shattering-extremal set system of Vapnik-Chervonenkis dimension

at most 2.

Part II consists of one single chapter, Chapter 6, and is devoted to generalizations of

the Combinatorial Nullstellensatz and the Non-vanishing Theorem. Both theorems offer

6
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various directions to look for generalizations. After introducing the original theorems of

Alon, for the sake of completeness, in Section 6.1 we present a generalization of the Non-

vanishing Theorem for multisets - discrete boxes where we add multiplicities to the elements

in some natural way. Next, in Section 6.2 we consider variants over arbitrary commutative

rings, not merely fields, and as an application we present a generalization of Theorem 6.3

from [3]. The last section of this chapter, Section 6.3, contains a possible generalization of

the Combinatorial Nullstellensatz for balanced systems - vector systems with the property

that independently of how we fix the last some coordinates, we get the same number of

vectors.

The present thesis is mostly based on our papers [31], [36], [37] and [38]. We tried to

make the thesis itself as coherent as possible and to select topics in an order that is the

easiest to understand. Some parts, mostly from Chapter 4, have not been published yet.

7
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Chapter 2

Preliminaries

Before getting started with the main definitions, we introduce some notation. Through-

out the thesis F will stand for an ordinary field, and n will be a positive integer. The

set {1, 2, . . . , n} will be referred to shortly as [n], its powerset as 2[n] and the collec-

tion of k-sets by
(
[n]
k

)
. Vectors of length n will be denoted by boldface letters, and we

denote their coordinates by the same letter indexed by respective numbers, for example

y = (y1, . . . , yn) ∈ Fn. For the ring of polynomials in n variables over F we will use the usual

notation F[x1, . . . , xn] = F [x]. To shorten our notation, for a polynomial f(x1, . . . , xn) we

will write f(x). If w ∈ Nn, we write xw for the monomial xw1
1 . . . xwnn ∈ F [x]. For a subset

M ⊆ [n], the monomial xM will be
∏

i∈M xi (and x∅ = 1).

2.1 Standard monomials and Gröbner bases

Term orders

To start with, we will need the notion of term orders.

8
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Definition 2.1. A relation ≺ on the monomials from F[x1, . . . , xn] is called a term or-

der if it is a linear order with 1 as minimal element and it is monotone with respect to

multiplication.

An example of a term order is the standard lexicographic (lex for short) ordering of

monomials. We say that xw is smaller than xu 6= xw according to the standard lexicographic

order if for the first index i such that wi 6= ui, we have wi < ui. This is clearly a term

order, and we have x1 ≤ x2 ≤ · · · ≤ xn.

For example for n = 2 the lexicographic ordering of the first few monomials is the

following:

1 ≺ x2 ≺ x22 ≺ x32 ≺ · · · ≺ x1 ≺ x1x2 ≺ x1x
2
2 ≺ · · · ≺ x21 ≺ x21x2 ≺ x21x

2
2 ≺ . . .

By reordering the variables, we can get another lexicographic term order. Let π ∈ Sn

be an arbitrary permutation, where Sn denotes the symmetric group of order n. xw is

smaller than xu 6= xw according to the lex order based on π if for the first index i such

that wπ(i) 6= uπ(i), we have wπ(i) < uπ(i). In this way one can obtain n! different lex orders.

As a special case, choosing π to be the identity permutation, we get the standard lex order

back.

Term orders in general posses two fundamental properties:

Proposition 2.2. ([1, Proposition 1.4.5 and Theorem 1.4.6]) Every term order ≺ is the

refinement of the divisibility between monomials and is a well-ordering.

Proof. For the first part, let us suppose that xu|xv. Then xv

xu
is a monomial as well, so

1 � xv

xu
. And then when multiplying by xu we get the desired inequality.

For the proof of the second part see [1, Theorem 1.4.6].

The second part of Proposition 2.2 about term orders being a well ordering is known

9
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in the literature as Dickson’s lemma.

Leading and standard monomials

From now on, if not stated otherwise, we will always assume that we are given a fixed

term order ≺. The leading monomial lm(f(x)) of a nonzero polynomial f(x) ∈ F [x] is the

greatest monomial according to ≺ appearing in f(x) with nonzero coefficient, when written

as the usual linear combination of monomials. The leading monomial of a polynomial f(x)

together with its coefficient is called the leading term of f(x) and is denoted by lt(f(x)).

For an ideal of polynomials I / F [x] we denote by Lm(I) the set of leading monomials of

the polynomials in I:

Lm(I) = {lm(f(x)) | f(x) ∈ I, f 6= 0}.

A monomial which is not a leading monomial of any polynomial in I is called a standard

monomial. The set of standard monomials is denoted by Sm(I):

Sm(I) = {xw ∈ F [x]}\Lm(I) = {xw | @f(x) ∈ I, for which lm(f) = xw}.

The standard monomials will be important tools in our arguments.

Definition 2.3. A set S ⊆ {xw ∈ F [x]} is downward (upward) closed with respect to

divisibility or shortly a down-set (up-set) if xw ∈ S and xu|xw (xw|xu) imply that xu ∈ S.

It is easy to see by definition that Lm(I) is an up-set and hence Sm(I) is a down-set.

The set of standard monomials has a very important property:

Proposition 2.4. ([35, Proposition 2.3]) The canonical image of Sm(I) is a basis of

F(x)/I as an F vector space.

10
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Corollary 2.5. Each leading monomial xu has a representation by standard monomials,

i.e. there are standard monomials xu1 , . . . , xu` and coefficients α1, . . . , α` ∈ F such that

xu +
∑̀
i=1

αix
ui ∈ I.

Proof. If we consider xu as an element of F(x)/I, Proposition 2.4 implies that it is an

F-linear combination of the xu1 ’s. Hence there are coefficients β1, . . . , β` ∈ F such that

xu =
∑̀
i=1

βix
ui in F(x)/I. However this happens if and only if xu −

∑̀
i=1

βix
ui ∈ I. Putting

αi = −βi we get the desired result.

Gröbner bases

When working with a polynomial ideal, a nice ideal basis can facilitate things. An impor-

tant example of such nice bases are Gröbner bases.

Definition 2.6. Let I be a nonzero ideal of F[x]. For a fixed term order ≺, a finite subset

G ⊆ I is a Gröbner basis of I if for every nonzero f ∈ I there exists g ∈ G such that lm(g)

divides lm(f).

Consider two polynomials f, g ∈ F [x], and suppose that there is one monomial xw in

f with nonzero coefficient cf that is divisible by lm(g). Let the coefficient of lm(g) in g be

cg and let

f̂(x) = f(x)− cf · xw

cg · lm(g)
g(x).

Since the leading monomial of xw

lm(g)
g(x) is xw, in the above operation the term cfx

w in

f gets eliminated and is replaced by a linear combination of monomials strictly less than

xw. This operation is called reduction.

If G is a finite set of polynomials and f(x) ∈ F [x] is an arbitrary polynomial, we say

that f is reduced with respect to G if there is no monomial in f with nonzero coefficient

that is divisible by lm(g) for some g ∈ G. Now take an arbitrary f and reduce it with the

11
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elements of G, at each step replacing the greatest monomial with smaller ones, until we

get a reduced polynomial with respect to G. Since there is no infinite downward chain of

monomials starting with lm(f), this process terminates in finitely many steps ending up

with a factorization

f(x) =
m∑
i=1

gi(x)hi(x) + f̂(x),

where G = {g1, . . . , gm}, h1, . . . , hm ∈ F [x], f̂ is reduced with respect to G and

lm(gihi) � lm(f) for every index i. We say that f̂ is a remainder of f with respect

to G if such polynomials h1, h2, . . . , hm exist.

Example 2.7. Let g1(x1, x2) = x21x
2
2 + x1, g2(x1, x2) = x21x

2
2 + x2, G = {g1, g2}, ≺ the

standard lexicographic order and consider f(x1, x2) = x21x
2
2. If we reduce f with g1 we get

−x1, if with g2 we get −x2. It is easy to see that both, −x1 and −x2 are reduced with

respect to G.

This example shows that in general the remainder of a polynomial f(x) is not necessary

unique with respect to some fixed family of polynomials G.

Gröbner bases have several characterizations, the next proposition contains two of them.

Proposition 2.8. ([1, Theorem 1.6.2 and Theorem 1.6.7]) Let I / F [x] be a nonzero

ideal. Then the following statements are equivalent for a finite family G ⊆ I of nonzero

polynomials.

(i) G is a Gröbner basis of I.

(ii) A polynomial f ∈ F [x] belongs to I if and only if it can be reduced to 0 using G.

(iii) Every polynomial f ∈ F [x] has a unique remainder with respect to G.

As a corollary one can prove the following important property of Gröbner bases.

12
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Proposition 2.9. ([1, Corollary 1.6.3]) If a finite family G of nonzero polynomials is a

Gröbner basis of the ideal I / F [x], then I = 〈G〉.

The question naturally arises, whether every nonzero ideal I /F [x] has a Gröbner basis

with respect to a fixed term order ≺. The answer is fortunately yes. A possible way to

prove this is Buchberger’s algorithm, which explicitly constructs a Gröbner basis of an

ideal I / F [x].

Definition 2.10. The S-polynomial of nonzero polynomials f, g ∈ F [x] is

S(f, g) =
L

lt(f)
f − L

lt(g)
g,

where L is the least common multiple of the monomials lm(f) and lm(g).

Buchberger’s theorem gives us another characterization of Gröbner bases.

Proposition 2.11. ([1, Theorem 1.7.4]) A finite family G of nonzero polynomials g1, . . . , gt

is the Gröbner basis of the ideal I = 〈g1, . . . , gt〉 if and only if for all 1 ≤ i < j ≤ t the

S-polynomial S(gi, gj) can be reduced to 0 using G.

Accordingly, Buchberger’s algorithm starts from a generating set G of I. In each step

it reduces using G the S-polynomial of two polynomials from G and if the remainder is not

0, then adds it to G. The main point is to prove that this process finishes after finitely

many steps.

Proposition 2.12. ([1, Theorem 1.7.8]) Given a finite family of nonzero polynomials

{f1, . . . , fs}, Buchberger’s algorithm will produce in finitely many steps a Gröbner basis G

of the ideal I = 〈f1, . . . , fs〉.

We remark that although Buchberger’s algorithm computes a Gröbner basis of the

ideal I, the size of G may be exponentially large in s and so from a practical point of view
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the algorithm is not really efficient. However, a recent improved version from [17] could

produce results for surprisingly large examples as well.

The Gröbner basis G of a nonzero ideal I is not unique. For example by adding finitely

many polynomials from I to G, the resulting set of polynomials will also be a Gröbner

basis of I. For uniqueness we need a bit more.

Definition 2.13. If G is a Gröbner basis of some nonzero ideal I / F [x], and every poly-

nomial g ∈ G has leading coefficient 1 and is reduced with respect to G\{g}, then G is

called a reduced Gröbner basis of I.

Reformulating this, we get that a Gröbner basis G is reduced if and only if every

polynomial g ∈ G, apart from lm(g), consists only of standard monomials and has 1 as

leading coefficient.

Proposition 2.14. ([1, Theorem 1.8.7]) Every nonzero ideal I has a unique reduced

Gröbner basis with respect to any fixed term order.

Standard monomials of vanishing ideals of finite point sets

Let V ⊆ Fn be a finite set of vectors, and denote by I(V) the set of polynomials vanishing

on V , i.e.:

I(V) = {f(x) ∈ F [x] | f(y) = 0 for all y ∈ V}.

It is easy to see that I(V) is an ideal in F [x], it is called the vanishing ideal of V .

According to Proposition 2.4 for any fixed term order Sm(I(V)) is a basis of F(x)/I(V) as

an F vector space. On the other hand as V is finite, by interpolation we get that this factor

space is isomorphic to the space of functions from V to F, which clearly has dimension |V|.

In this way we obtain the following:

Proposition 2.15. Let V ⊆ Fn be a finite set of vectors. Then |Sm(I(V))| = |V| for every

term order. �
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For a finite set of vectors V ⊆ Fn let A ⊆ F be the collection of all elements from F

that appear as coordinates, i.e. A is the smallest subset of F for which V ⊆ An. Denote

the size of A by k.

Felszeghy, Ráth and Rónyai in [19] gave a combinatorial description of the standard

monomials of vanishing ideals of finite point sets by introducing a two player game, called

the Lex game. This combinatorial description has many interesting corollaries. Using it,

one can prove for example, that the degree of any variable in a lexicographic standard

monomial of I(V) can be at most k − 1, i.e.

Sm(I(V)) ⊆ {xw : w ∈ {0, 1, . . . , k − 1}n}.

Further, the Lex game also shows that given the lexicographic standard and leading

monomials of the vanishing ideal I(V) one can compute them for I(Vc) as well, where

Vc = An\V .

Proposition 2.16. ([19, Corollary 9]) For every exponent vector w ∈ {0, 1, . . . , k − 1}n

we have xw1
1 . . . xwnn ∈ Sm(I(V)) if and only if xk−1−w1

1 . . . xk−1−wnn ∈ Lm(I(Vc)).

Now suppose that F̂ is an arbitrary field, and for j = 1, 2, . . . , n take injective functions

ϕj : A→ F̂. Let F̂ be the image of V under the action of (ϕ1, . . . , ϕn), i.e.

V̂ = {(ϕ1(v1), . . . , ϕn(vn)) | (v1, . . . , vn) ∈ V}.

The following proposition is also a direct consequence of the Lex game:

Proposition 2.17. ([19, Corollary 7]) The standard monomials of I(V) / F [x] are the

same as those of I(V̂) / F̂[x] for any lexicographic term order.

However the most important corollary of the Lex game is an efficient algorithm that

calculates the standard monomials with respect to any lex order in essentially linear time.
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Proposition 2.18. ([19, Theorem 14]) Let V ⊆ Fn be a finite set of vectors and ≺ an

arbitrary lex order. Also let A be the smallest subset of F for which V ⊆ An and denote

its size by k. Then there is an algorithm that computes Sm(I(V)) in O(n|V|k) time. If

we assume that there exists an ordering on the coordinate set A, which can be tested in

constant time then the algorithm makes O(n|V| log k) steps.

Note that the natural size of the input of the algorithm is n|V| log k. This result shows,

that from an algorithmic point of view, standard monomials are a promising tool, since

they are as efficiently computable as possible.

Standard monomials of set systems

The characteristic vector vF of a set F ⊆ [n] is a 0− 1 vector of length n, whose ith entry

is 1 if and only if i ∈ F . Let now F ⊆ 2[n] be a set system. We will identify F with the

collection of characteristic vectors of its elements. In this way it makes sense to consider

the vanishing ideal I(F) of F ⊆ {0, 1}n ⊆ Fn. The study of this ideal, in particular the

study of the standard monomials and Gröbner bases of I(F), turned out to be very useful

when investigating combinatorial properties of F .

The polynomial x2i − xi is trivially a member of the ideal I(F) for every index i ∈ [n]

and for every term order, hence {x21, . . . , x2n} ⊆ Lm(I(F)). This latter fact implies that

Sm(I(F)) contains only square-free monomials. Note that any square-free monomial m

can be uniquely written as xH =
∏

i∈H xi for an appropriate set H ⊆ [n], and so, via the

bijection m = xH ↔ H ⊆ [n], the family of standard monomials of a set system has also a

set system representation, and conversely any set system can also be considered as a family

of square-free monomials. It will always be clear from the context which representation is

considered.

From the algorithmic point of view one can note that when computing standard mono-
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mials of finite set systems with respect to some lex order, then, as the size of the coordinate

set is 2, the running time of the algorithm from Proposition 2.18 is O(n|F|), hence in this

case it is linear.

2.2 Shattering and strong shattering

Shattering

Definition 2.19. A set system F ⊆ 2[n] shatters a given set S ⊆ [n] if

2S = {F ∩ S : F ∈ F}.

The family of subsets of [n] shattered by F is denoted by Sh(F). The notion of shat-

tering occurs in various fields of mathematics, such as combinatorics, statistics, computer

science and logic. As an example, one can mention the Vapnik-Chervonenkis dimension of

a set system F .

Definition 2.20. The Vapnik-Chervonenkis dimension of a set system F ⊆ 2[n], V C di-

mension for short and denoted by dimV C(F), is the maximum cardinality of a set shattered

by F .

The Vapnik-Chervonenkis dimension is a widely known and used notion, appearing in

several areas of mathematics, among others in machine learning (see e.g. [10], [39], [20])

and probability theory (see e.g. [47]).

Definition 2.21. A set system F ⊆ 2[n] is downward (upward) closed with respect to

inclusion or shortly a down-set (up-set) if F ∈ F and H ⊆ F (F ⊆ H) imply that H ∈ F .

Clearly, by definition Sh(F) is always a down-set, and if F ⊆ F ′ are set systems then

Sh(F) ⊆ Sh(F ′). The following inequality deals with the size of Sh(F) and states that in
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general, a set system F shatters at least |F| sets.

Proposition 2.22. (See e.g. [7, Theorem 1.1].) |Sh(F)| ≥ |F| for every set system

F ⊆ 2[n].

This result, known as Sauer inequality, was proved by various authors (Aharoni and

Holzman [2], Pajor [40], Sauer [43], Shelah [44]), and studied by many others.

We are interested in the case of equality, when a set system shatters exactly |F| sets.

Definition 2.23. The set system F is called shattering-extremal if |Sh(F)| = |F|.

As an example let F be an arbitrary down-set. It is easy to see that in this case

Sh(F) = F , and so by definition every down-set is shattering-extremal.

The main aim here is to characterize somehow shattering-extremal set systems. Be-

fore getting started with this, we first present an interesting results in connection with

shattering.

Proposition 2.24. ([43, Theorem 1]) Let F be a family of subsets of [n] with no shattered

set of size k. Then

|F| ≤
k−1∑
i=0

 n

i

 ,

and this inequality is best possible.

Proposition 2.24, also known as Sauer lemma, has found applications in a variety of

contexts, including applied probability.

Strong shattering

In [11] and [12] a different version of shattering, strong shattering was introduced .
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Definition 2.25. A set system F ⊆ 2[n] strongly shatters the set F ⊆ [n], if there exists

I ⊆ [n]\F such that

2F + I = {H ∪ I | H ⊆ F} ⊆ F .

The family of all sets strongly shattered by some set system F is denoted by st(F).

Clearly st(F) ⊆ Sh(F), st(F) is also a down set, and similarly to Sh(F) if F ⊆ F ′ are

set systems then st(F) ⊆ st(F ′). Also note that S ∈ st(F) exactly if [n]\S /∈ Sh(2[n]\F).

Using this duality for the size of st(F) one can prove the so called reverse Sauer inequality:

Proposition 2.26. ([11, Theorem 1.1]) |st(F)| ≤ |F| for every set system F ⊆ 2[n].

In [11] the authors actually prove the statement for so called ”order-convex” sets, but

the same proof yields this general form of the reverse Sauer inequality as well.

This inequality would enable us to define a new type of extremality, however according

to [12] this is not necessary.

Proposition 2.27. ([12, Theorem 2]) F ⊆ 2[n] is extremal with respect to the Sauer

inequality (shattering-extremal) if and only if it is extremal with respect to the reverse

Sauer inequality i.e. |st(F)| = |F| ⇐⇒ |Sh(F)| = |F|.

Since the two extremal cases coincide, we will call such set systems shortly just extremal.

As a consequence of the above facts, we obtain that for extremal set systems we have

st(F) = Sh(F).

2.3 Some set system operations

Definition 2.28. The standard subdivision of a set system F ⊆ 2[n] with respect to an

element i ∈ [n] consists of the following two set systems:

F (i)
0 = {F | F ∈ F and i /∈ F} ⊆ 2[n]\{i},

F (i)
1 = {F\{i} | F ∈ F and i ∈ F} ⊆ 2[n]\{i}.
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For a pair A ⊆ B ⊆ [n] of sets let

FA,B = {F\A | F ∈ F , A ⊆ F ⊆ B}

and

F̂A,B = {F | F ∈ F , A ⊆ F ⊆ B} ⊆ F .

With the above definitions in mind, note that

F (i)
0 = F∅,[n]\{i}, F (i)

1 = F{i},[n],

and if A = {i1, . . . , ik} ⊆ B ⊆ [n] and [n]\B = {j1, . . . , j`} then

FA,B = (· · · (((· · · (F (i1)
1 )

(i2)
1 · · · )(ik)1 )

(j1)
0 ) · · · )(j`)0 .

The standard subdivision of a set system can be used to prove Proposition 2.22. For

the sake of completeness we provide a possible proof, whose main idea will be useful later

on.

Proof. (of Proposition 2.22) We will prove the statement by induction on n. For n = 1

the result is trivial. Now suppose that n > 1, and consider the standard subdivision of

F with respect to the element n. As F (n)
0 ,F (n)

1 ⊆ 2[n−1], by the induction hypothesis

we have |Sh(F (n)
0 )| ≥ |F (n)

0 | and |Sh(F (n)
1 )| ≥ |F (n)

1 |. Moreover |F| = |F (n)
0 | + |F

(n)
1 |,

Sh(F (n)
0 ) ∪ Sh(F (n)

1 ) ⊆ Sh(F) and if S ∈ Sh(F (n)
0 ) ∩ Sh(F (n)

1 ), then according to the

definition of F (n)
0 and F (n)

1 we have S ∪ {n} ∈ Sh(F). Summarizing

|Sh(F)| ≥ |Sh(F (n)
0 )|+ |Sh(F (n)

1 )| ≥ |F (n)
0 |+ |F

(n)
1 | = |F|.
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From the proof of Proposition 2.22 it is immediate to see, that if F is extremal, then

so are the systems F (i)
0 and F (i)

1 in the standard subdivision with respect to any element

i ∈ [n], and hence, by a previous observation, so is FA,B for all pairs of sets A ⊆ B ⊆ [n].

On the other hand F̂A,B can be obtained from FA,B by adding A to every set in it, and

as this does not change neither the size of the family, nor the family of shattered sets, we

also get that the subsystem F̂A,B of F is also extremal.

Definition 2.29. For i ∈ [n] let ϕi be the ith bit flip operation, i.e. for F ∈ 2[n] we have

ϕi(F ) = F4{i} =

 F\{i} if i ∈ F

F ∪ {i} if i /∈ F

and for F ⊆ 2[n] put ϕi(F) = {ϕi(F ) | F ∈ F}.

If F ⊆ 2[n], then the family of shattered sets is trivially invariant under the bit flip

operation, i.e. Sh(F) = Sh(ϕi(F)) for all i ∈ [n], and hence so is extremality. This means

that when dealing with a nonempty set system F , and examining its extremality, we can

without loss of generality assume that ∅ ∈ F , otherwise we could apply bit flips to it, to

bring ∅ inside.

Definition 2.30. The downshift operation for a set system F ⊆ 2[n] by the element i ∈ [n]

is defined as

Di(F) = {F | F ∈ F , i /∈ F} ∪ {F | F ∈ F , i ∈ F, F\{i} ∈ F}

∪ {F\{i} | F ∈ F , i ∈ F, F\{i} /∈ F}

= {F\{i} | F ∈ F} ∪ {F | F ∈ F , i ∈ F, F\{i} ∈ F}.

It is not hard to see that |Di(F)| = |F| and Sh(Di(F)) ⊆ Sh(F), hence Di also

preserves extremality (e.g. [12, Lemma 1]).

The downshift operation is an important tool in the study of set systems, in particular

downshifts can be used to give a possible combinatorial description of the family of standard
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monomials of the vanishing ideal I(F) for lexicographic term orders. For indices i1, i2, . . . , i`

put

Di1,i2,...,i`(F) := Di1(Di2(. . . (Di`(F)))).

Proposition 2.31. ([35, Theorem 6.1]) Let F ⊆ 2[n] and ≺ be a lexicographic term order

for which xi1 � xi2 � · · · � xin. Then

Sm(I(F)) = Din,in−1,...,i1(F).

Note that in the above equality the set system representation of Sm(I(F)) is considered.

Definition 2.32. For a set systems F ⊆ 2[n] and i ∈ [n] let

Mi(F) = F (i)
0 ∩ F

(i)
1 ,

Ui(F) = F (i)
0 ∪ F

(i)
1 .

The following equalities follow easily from the definitions:

Mi(F) = F (i)
0 ∩ F

(i)
1 = (Di(F))

(i)
1 ,

Ui(F) = F (i)
0 ∪ F

(i)
1 = (Di(F))

(i)
0 .

From these it follows that if F is extremal then so are Mi(F) and Ui(F), since we can

obtain them from F using operations preserving extremality.

Definition 2.33. For a set system F ⊆ 2[n] and a set B ⊆ [n] let

F(B) = {I ⊆ [n]\B | I + 2B ⊆ F}.

We remark that if B = {i1, . . . , im} ⊆ [n], then

F(B) = Mi1(Mi2(. . .Mim(F) . . . )),
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and hence F(B) is extremal if F is extremal.

Definition 2.34. The projection of a set system F ⊆ 2[n] to a set of indices X ⊆ [n] is

F|X = {F ∩X | F ∈ F}.

Note that X ∈ Sh(F) if and only if F|X = 2X . Also if X = {x1, . . . , xm} then F|X

is just Ux1(Ux2(. . . Uxm(F) . . . )), thus if the original set system is extremal, then so is its

projected version. Moreover, if Y ⊆ X then we have that Y ∩ (F ∩ X) = Y ∩ F for all

F ⊆ [n], meaning that Y ⊆ X is in Sh(F|X) if and only if it is in Sh(F), in particular

Sh(F|X) = Sh(F)|X .
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Part I

Shattering-extremal set systems
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Chapter 3

An algebraic approach to shattering

3.1 Order shattering

Anstee, Rónyai and Sali in [7] were the first who related standard monomials to shattering.

They defined the concept of order shattered in an inductive way.

Definition 3.1. We say that the set S = {s1, s2, . . . , sd} ⊆ [n] is order shattered by a

given family F ⊆ 2[n] if the following holds: in the case S = ∅ the family F has to contain

a set; when |S| > 0 and s1 < s2 < · · · < sd, then there are 2d sets in F that can be

divided into two families F0 an F1 such that sd /∈ F0 for all F0 ∈ F0, sd ∈ F1 for all

F1 ∈ F1, and both F0,F1 order shatter the set S\{sd}, furthermore T ∩ F0 = T ∩ F1 holds

for T = {sd + 1, sd + 2, . . . , n} and for all F0 ∈ F0, F1 ∈ F1.

Let osh(F) be the family of sets order shattered by F . It is easy to see that osh(F) is

a down-set for every F ⊆ 2[n] and osh(F) ⊆ Sh(F). For the size of osh(F) Anstee, Rónyai

and Sali proved in [7] the following:
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Proposition 3.2. ([7, Theorem 1.4]) Let F be a family of subsets of [n]. Then

|osh(F)| = |F|.

In fact they proved, that osh(F) is equal (with the usual bijection between sets and

square-free monomials in mind) to the family of standard monomials of I(F) with respect

to the standard lex order, and so the above definition also gives a combinatorial description

of standard monomials. For further definitions and properties of osh(F) see [7] and as an

example of its application see [22].

3.2 Shattering and standard monomials

In [35] and [42] we developed a new algebraic technique for the investigation of extremal set

systems. Most results in this section were already part of my master’s thesis at Budapest

University of Technology and Economics, see [35], however they are included in this thesis

as well as they are essential to get a more complete picture of extremality.

Lemma 3.3. ([42, Lemma 1.]) Let F ⊆ 2[n].

(a) If xH ∈ Sm(I(F)) for some term order, then H ∈ Sh(F).

(b) If H ∈ Sh(F), then there is a lex order for which we have xH ∈ Sm(I(F)).

Combining the two parts of Lemma 3.3, we obtain the following:

Proposition 3.4. ([42, Equation 1])

Sh(F) =
⋃

term orders

Sm(I(F)) =
⋃

lex term orders

Sm(I(F)),

where any set H ⊆ Sh(F) is identified with the square-free monomial xH .
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Note that besides of giving an algebraic description of the family of shattered sets, the

second equality of Proposition 3.4 is interesting on its own as well, only considering the

algebraic setting.

To obtain a similar result for st(F) first recall that

S ∈ st(F) ⇐⇒ [n]\S /∈ Sh(2[n]\F),

and so by Proposition 3.4

⇐⇒ x[n]\S ∈
⋂

lex term orders

Lm(I(2[n]\F)).

However by Proposition 2.16 for any lex term order

x[n]\S ∈ Lm(I(2[n]\F)) ⇐⇒ xS ∈ Sm(I(F).

Putting things together we get the following:

Proposition 3.5.

st(F) =
⋂

term orders

Sm(I(F)),

where any set H ⊆ st(F) is identified with the square-free monomial xH .

As noted previously, for set systems one can compute Sm(I(F)) efficiently for any

lex term order. However, as the number of lex orders is n!, Proposition 3.4 does not

immediately provide an efficient way to calculate Sh(F), nevertheless, when comparing

cardinalities, it results at once a simple algebraic characterization of extremal set systems:

Theorem 3.6. ([42, Theorem 18]) For a set system F ⊆ 2[n] the following are equivalent:

(i) F is extremal.
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(ii) Sm(I(F)) is the same for all term orders.

(iii) Sm(I(F)) is the same for all lex term orders.

Theorem 3.6 leads to an algebraic characterization of extremal set systems, involving

the Gröbner bases of I(F).

Definition 3.7. A Gröbner basis G of and ideal I /F [x] is called a universal Gröbner basis

of I if it is a Gröbner basis for every term order.

Definition 3.8. For a pair of sets H ⊆ S ⊆ [n] let

fS,H(x) =

(∏
i∈H

xi

) ∏
j∈S\H

(1− xj)

 .

Note that fS,H(vF ) 6= 0 exactly if S ∩ F = H, and the leading monomial of fS,H is xS

for every term order.

Theorem 3.9. ([42, Theorem 19]) F ⊆ 2[n] is extremal if and only if there are polynomials

of the form fS,H , which together with {x2i − xi, i ∈ [n]} form a universal Gröbner basis of

I(F).

The sets S in the above theorem are actually the minimal sets outside Sh(F), implying

that the above collection of polynomials is reduced with respect to any term order. For

one such fixed S, H is the unique(!) subset of S for which there is no F ∈ F for which

F ∩ S = H. In this way one can assign to every extremal family F a collection of pairs of

sets

PF = {(H,S) | fS,H is in the reduced Gröbner basis of I(F)}.

It may be interesting to obtain insight into the structure of PF .
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Open problem 1. Given a finite collection of pairs of sets

P = {(Hi, Si) | Hi ⊆ Si ⊆ [n], i ∈ I},

under what condition is there an extremal family F ⊆ 2[n] such that P = PF?

We remark also that in Theorem 3.9 it would be enough to require that I(F) has a

suitable Gröbner basis for some term order. Indeed suppose that I(F) has an appropriate

Gröbner basis for some fixed term order ≺, and take some monomial xu ∈ Lm(I(F)).

Since G is a Gröbner basis, there is some g ∈ G ⊆ I(F) such that lm(g)|xu. From this

we get that the polynomial xu

lm(g)
g(x) is a member of I(F). g is either x2i − xi for some i

or is of the form fS,H . Since term orders are monotone with respect to multiplication, in

both cases the leading monomial of xu

lm(g)
g(x) is xu for every term order. This implies that

xu is a leading monomial for every term order. However by Proposition 2.15 the number

of standard monomials, i.e. the number of non-leading monomials, is the same for every

term order, namely |F|. Accordingly the previous observation also means that the family

of standard monomials is the same for every term order, and hence by Theorem 3.6 F is

extremal.

In addition to this characterization, Theorem 3.6 leads also to an efficient algorithm

for testing the extremality of a set system. The test is based on the theorem below.

Theorem 3.10. ([42, Theorem 20]) Take n orderings of the variables such that for every

index i there is one, in which xi is the greatest element, and take the corresponding lex

term orders. If F is not extremal, then among these we can find two term orders for which

the standard monomials of I(F) differ.

Accordingly to decide whether F is extremal or not, it is enough to compute and

compare the standard monomials for n lex orders. Using the lex game one can compute

the standard monomials for one fixed lex order in linear, i.e. O(n|F|) time, and so the
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total running time of this algorithm is O(n2|F|). This (in typical cases, when n < |F|2)

improves the algorithm given in [24] by Greco, where the time bound is O(n|F|3). But it

is still open whether one can do better.

Open problem 2. Given a family F ⊆ 2[n], can the extremality of F be tested in linear,

i.e. O(n|F|) time?
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Chapter 4

Extremality in the general case

Set systems, when representing their elements by their characteristic vectors, can be consid-

ered as special types of finite point sets. Some of the previous results concerning extremality

remain true in a more general setting as well.

There is a usual way of generalizing the notion of shattering (see e.g. [45]) for collections

of vectors from {0, 1, ..., k − 1}n. Here the vectors are considered as [n]→ {0, 1, ..., k − 1}

functions.

Definition 4.1. Let V be a class of [n]→ {0, 1, ..., k−1} functions. We say that V shatters

a set S ⊆ [n] if for every function g : S → {0, 1, ..., k − 1} there exists a function f ∈ V

such that f |S = g.

As previously, for a finite set V ⊆ {0, 1, ..., k − 1}n let Sh(V) denote the family of

shattered sets. In the definition of extremality the Sauer inequality played a key role,

however in this case we cannot expect a similar inequality to hold. Indeed, as Sh(V) ⊆ 2[n],

there are at most 2n sets shattered, but at the same time the size of V can be much larger,

up to kn.
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This lack of a Sauer-like inequality suggests to forget about shattering, and define

extremality according to Theorem 3.6. Before this we first prove the equivalence (ii)⇔ (iii)

from Theorem 3.6 in this general setting.

Definition 4.2. A polynomial f(x) ∈ F [x] is called degree dominated if it is of the form

f(x) = xw +
∑̀
i=1

αix
vi, where xvi |xw for every i. xw is called the dominating term of f .

As an example of a degree dominated polynomial one can consider any polynomial of

the form fS,H or for i = 1, . . . , n the polynomial x2i − xi, all of them appearing in Theorem

3.9.

Note that any monomial appearing in a degree dominated polynomial divides its dom-

inating term. Accordingly, since any term order is the refinement of the divisibility of

monomials (Proposition 2.2), the dominating term of such a polynomial is also its leading

term for every term order.

Proposition 4.3. If V ⊆ {0, 1, ..., k − 1}n is a finite set, then Sm(I(V)) is the same for

every lexicographic term order if and only if Sm(I(V)) is the same for every term order.

Proof. One direction is just trivial. For the other direction suppose that the standard

monomials of I(V) are the same for every lex order, and denote this collection of monomials

by S. Take an arbitrary monomial xu /∈ S. xu is a leading monomial with respect to every

lex order. Fix one lex order, and take the standard representation of xu according to

Corollary 2.5.

f(x) = xu +
∑
xv∈S

αvx
v ∈ I(V).

As S is the family of standard monomials for every other lex order as well, the leading

monomial of f can be only xu for them as well. This is possible only f(x) is a degree

dominated polynomial with dominating term xu. Indeed suppose this is not the case, and

there is some monomial xv ∈ S that appears with a nonzero coefficient in f and xv . xu.
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For this there has to be an index i for which vi > ui, but then for any lex order where

xi is the largest variable we would have that xu ≺ xv, contradicting our assumption that

lm(f) = xu.

On the other hand, by our earlier remark, the leading monomial of f is xu for every

term order. This results, that every monomial xu /∈ S is a leading monomial for every

term order. Adding the fact that the number of standard monomials, i.e. the number

of non-leading monomials, is |V| for every term order, we get that the family of leading

monomials, and hence the family of standard monomials of I(V) is the same for every term

order as desired.

Definition 4.4. A finite set of vectors V ⊆ {0, 1, ..., k− 1}n ⊆ Rn is extremal if Sm(I(V))

is the same for every lexicographic term order, or equivalently if Sm(I(V)) is the same for

every term order.

Proposition 4.3 was needed to guarantee that the definition of extremality in this general

setting is compatible with the special case of set systems.

In the above definition I(V) is considered inside R [x]. At first sight we restrict our

attention only to special types of finite vector systems, however Proposition 2.17 justifies

that in fact it is enough to deal with the special vector systems from Definition 4.4.

As mentioned earlier, one can use the Lex game to describe combinatorially the family

of standard monomials of the vanishing ideal of some finite point set for lexicographic

orders. In the case of set systems the downshift operation provided us another method

to get some insight into the structure of the family of standard monomials. This method,

especially Proposition 2.31, can be generalized to the present setting as well.

For 1 ≤ i ≤ n, the i-section of V ⊆ {0, 1, . . . , k − 1}n for n− 1 arbitrary elements

α1, . . . , αi−1, αi+1, . . . , αn ∈ {0, 1, . . . , k − 1}
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is defined as

Vi(α1, . . . , αi−1, αi+1, . . . , αn) = {α | (α1, . . . , αi−1, α, αi+1, . . . , αn) ∈ V}.

Using i-sections one can define Di, the downshift operation at coordinate i in the general

case. For any finite point set V ⊆ {0, 1, . . . , k − 1}n, Di(V) is the unique point set in

{0, 1, . . . , k − 1}n, for which

(Di(V))i(α1, .., αi−1, αi+1, .., αn) = {0, 1, .., |Vi(α1, .., αi−1, αi+1, .., αn)| − 1}

whenever Vi(α1, . . . , αi−1, αi+1, . . . , αn) is nonempty, otherwise it is empty as well.

As before, for indices i1, i2, . . . , i` let

Di1,i2,...,i`(V) := Di1(Di2(. . . (Di`(V)))).

Proposition 4.5. ([35, Theorem 10.1]) Let V ⊆ {0, 1, . . . , k−1}n be a finite point set and

≺ the lexicographic term order order for which xi1 � xi2 � · · · � xin. Then

Sm(I(V)) = Din,in−1,...,i1(V).

In [35], beside Proposition 4.5, several other results concerning this general setting were

proved, however the general versions of the two main results from Chapter 3, Theorem 3.9

and Theorem 3.10, were missing. Now we eliminate this shortcoming.

Theorem 4.6. A finite set of vectors V ⊆ {0, 1, ..., k − 1}n ⊆ Rn is extremal if and only

if there is a finite family G ⊆ R[x] of degree dominated polynomials that form a universal

Gröbner basis of I(V).

Proof. First suppose that V ⊆ {0, 1, ..., k− 1}n ⊆ Rn is extremal. By definition Sm(I(V))
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is the same for every term order. Denote the family of all minimal (with respect to

division) monomials outside of it by S. From this point we follow the line of thinking

from the proof of Proposition 4.3. Each monomial xu ∈ S is a leading monomial for

every term order, in particular for the standard lex order as well. By Corollary 2.5,

xu has a representation by standard monomials with respect to the standard lex order,

i.e. there are standard monomials xu1 , . . . , xu` , and coefficients α1, . . . , α` ∈ R such that

fu(x) = xu +
∑̀
i=1

αix
ui ∈ I(V). As by assumption Sm(I(V)) is the same for every term

order, and except of xu every monomial in fu(x) is a standard one, we necessarily have that

lm(fu) = xu for every term order. However, in the same way as in the proof of Proposition

4.3, this is possible only if fu is degree dominated with dominating term xu. Put now

G = {fu | xu ∈ S}.

By the definition of S the family G is clearly a Gröbner basis for every term order, i.e. it

is a universal Gröbner basis.

For the other direction suppose that we are given a finite family G ⊆ R[x] of degree

dominated polynomials that form a universal Gröbner basis of I(V). We prove that the

fact that there is a common Gröbner basis for every term order, without knowing anything

about the members of the Gröbner basis, already guarantees the extremality of V .

If we are given a Gröbner basis G of some ideal I for a fixed term order, it determines

Lm(I), and hence Sm(I), namely

Lm(I) = {xu | ∃g ∈ G such that lm(g)|xu}.

Indeed the containment in one direction follows from the definition of Gröbner bases. For

the other direction note that if for some g ∈ G we have that lm(g)|xu, then the polynomial

xu

lm(g)
g(x) ∈ I shows that xu ∈ Lm(I).
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However as G is a common Gröbner basis for every term order, it gives us the same

family of standard monomials for every term order, and so the extremality of V follows.

We remark that similarly as in the case of Theorem 3.9, in Theorem 4.6 it is also enough

to require that I(V) has a suitable Gröbner basis for some term order.

Theorem 4.7. Take n orderings of the variables such that for every index i there is one

in which xi is the greatest element, and take the corresponding lex orders. If a finite set of

vectors V ⊆ {0, 1, ..., k− 1}n ⊆ Rn is not extremal, then among these we can find two term

orders for which the standard monomials of I(V) differ.

Proof. By contraposition it is enough to prove that if the standard monomials of I(V)

are the same for the above term orders, then V is extremal. Accordingly suppose the

condition holds, and denote the collection of standard monomials for the above term orders

by S. From now on we again follow the proof of Proposition 4.3. Take an arbitrary

monomial xu /∈ S. In this case xu is a leading monomial with respect to all of the n lex

orders considered. Fix one of these lex orders, and take the standard representation of xu

according to Corollary 2.5.

f(x) = xu +
∑
xv∈S

αvx
v ∈ I(V).

As S is the family of standard monomials for the other n − 1 lex orders as well, the

leading monomial of f can be only xu for them as well. This is possible only if f is degree

dominated with dominating term xu. Indeed suppose this is not the case, and there is

some monomial xv ∈ S that appears with a nonzero coefficient in f and xv . xu. Now

there has to be an index i for which vi > ui, but then for any lex order where xi is the

largest variable, in particular for the one in our collection of lex orders, we would have that

xu ≺ xv, contradicting our assumption that lm(f) = xu.
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From this the extremality of V follows exactly as in Proposition 4.3.

Theorem 4.7 has several interesting consequences. First of all it means that in the

definition of extremality it would have been enough to require that the family of standard

monomials is the same for a particular family of lex orders of size n.

Next, Theorem 4.7 also results an efficient algorithm for deciding whether a finite set of

vectors V ⊆ {0, 1, ..., k−1}n ⊆ Rn is extremal or not. As in the special case of set systems,

it is enough to compute and compare the standard monomials for n lex orders. According

to Proposition 2.18 that can be done in O(n2|V|k) time.

To finish, we remark that Theorem 4.7 also proves a result of Li, Zhang and Dong

from [34], where they investigated the standard monomials of zero dimensional polynomial

ideals.

Definition 4.8. Let F be a field and I/F [x] a polynomial ideal. I is called zero dimensional

if the factor space F [x] /I is a finite dimensional F-vector space.

It is easy to see that vanishing ideals of finite point sets are special types of zero

dimensional ideals.

A term order ≺ is called an elimination order with respect to the variable xi if xi

is larger than any monomial from F[x1, . . . , xi−1, xi+1, . . . , xn]. As an example one can

consider any lex order where xi is the largest variable.

Now for 1 ≤ i ≤ n let ≺i be an elimination order with respect to xi. Part (2)⇔ (3) of

Theorem 3.1 in [34] states that if F has characteristic zero, then the standard monomials of

any zero dimensional ideal I /F [x] are the same for every term order if and only if they are

the same for ≺1, . . . ,≺n. We claim that Theorem 4.7 together with Proposition 2.17 prove

the same result for arbitrary fields. For this first note, that in Theorem 4.7 the lex orders

can be substituted by arbitrary elimination term orders with respect to the variables, since

in the proof only the elimination property is used. Similarly also observe that about the
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ideal considered we only needed that the number of standard monomials is the same for

every term order. However as the standard monomials form a linear basis of the F-vector

space F [x] /I this is by definition true in general for zero dimensional ideals, not merely

vanishing ideals of finite point sets.

With these observations in mind one gets the following form of Theorem 4.7, which ge-

neralizes part (2)⇔ (3) of Theorem 3.1 from [34] to arbitrary fields instead of algebraically

closed ones.

Theorem 4.9. Let F be an arbitrary field and for 1 ≤ i ≤ n let ≺i be an elimination order

with respect to xi. Then the standard monomials of any zero dimensional ideal I /F [x] are

the same for every term order if and only if they are the same for ≺1, . . . ,≺n. �
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Chapter 5

Graph theoretical characterization of

extremality

In this chapter we introduce a simple graph theoretical interpretation of the topic of the

original set theoretic setting and develop an effective method for the study of extremal set

systems.

Definition 5.1. The inclusion graph of a set system F ⊆ 2[n], denoted by GF , is the simple

directed edge-labelled graph whose vertices are the elements of F , and there is a directed

edge with label j ∈ [n] going from G to F exactly when F = G ∪ {j}.

See Figure 5.1 for an example. The inclusion graph of the complete set system 2[n]

will be denoted by Hn. The undirected version of Hn is often referred to as the Hamming

graph H(n, 2), or as the hypercube of dimension n, whose vertices are all 0− 1 vectors of

length n, and two vertices are adjacent if and only if they differ in exactly one coordinate.

When computing distances between vertices in the inclusion graph GF , we forget about

the direction of edges. We define the distance between vertices F,G ∈ F , denoted by
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1, 5 1, 2, 5 2, 5

2, 4, 5 2, 3, 4, 5

2

2 1

4

3

5

Figure 5.1: The inclusion graph of {{2}, {1, 5}, {2, 5}, {1, 2, 5}, {2, 4, 5}, {2, 3, 4, 5}}

dGF (F,G), as their graph distance in the undirected version of GF , i.e. the length of

the shortest path between them in the undirected version of GF . Similarly, some edges

in GF form a path between two vertices if they do so in the undirected version of GF .

For example, the distance between two vertices F,G ⊆ [n] in Hn is just the size of the

symmetric difference F 4 G, i.e. dHn(F,G) = |F 4 G|. As a consequence, when only

distances of vertices will be considered, and the context will allow, we omit the directions

of edges to avoid unnecessary case analysis, and will specify edges by merely listing their

endpoints.

In terms of the inclusion graph, the ith bit flip operation ϕi (see Definition 2.29) flips

the directions of edges with label i, i.e. there is a bijection between the vertices of GF and

Gϕi(F) that preserves all edges with label different from i, and reverses edges with label i.

This bijection is simply given by the reflection with respect to the hyperplane xi = 1
2

in

the Hamming graph, when viewed as a subset of Rn.

This graph theoretical point of view has already appeared in the literature several times.

As an example consider a result of Greco. To be able to state the result, first note that for

any set system F ⊆ 2[n], the identity map naturally embeds the inclusion graphGF intoHn.

We say that the inclusion graph GF is isometrically embedded (into Hn), if this embedding

is an isometry, meaning that for arbitrary F,G ∈ F we have dGF (F,G) = dHn(F,G), i.e.

there is a path of length dHn(F,G) = |F 4 G| between F and G inside the undirected

version of GF . Greco in [24] proved the following:
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Proposition 5.2. ([24, Lemma 8]) If F ⊆ 2[n] is extremal, then GF is isometrically

embedded.

As this fact will be used several times, we provide the reader with our simple proof

from [35]:

Proof. Suppose the contrary, namely that GF is not isometrically embedded. Then there

exist sets A,B ∈ F such that dHn(A,B) = k < dGF (A,B). Suppose that A and B are such

that k is minimal. Clearly k ≥ 2. Without loss of generality we may suppose that A = ∅

and |B| = k, otherwise one could apply bit flips to the set system to achieve this. Note

that distances both in GF and in Hn are invariant under bit flips.

We claim that there is no set C ∈ F different from A with C  B. Indeed suppose

such C exists, then

dHn(A,C) + dHn(C,B) = dHn(A,B) = k < dGF (A,B) ≤ dGF (A,C) + dGF (C,B).

From this we have either dHn(A,C) < dGF (A,C) or dHn(C,B) < dGF (C,B). Since

dHn(A,C) and dHn(C,B) are less then k, we get a contradiction in both cases with the

minimality of k.

Now, since F is extremal, so must be F̂∅,B (see Definition 2.28). However, in our case

F̂∅,B = {∅, B}, and so if B = {b1, . . . , bk}, then Sh(F̂∅,B) = {∅, {b1}, . . . , {bk}}. Counting

cardinalities we get that |Sh(F̂∅,B)| = |B| + 1 = k + 1 ≥ 3 > 2 = |F̂∅,B|, implying that

F̂∅,B cannot be extremal. This contradiction finishes the proof.

Another earlier appearance of inclusion graphs was in [11], where Bollobás, Leader and

Radcliffe characterized extremality in terms of the inclusion graphs of the systems F(B)

(see Definition 2.33):
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Proposition 5.3. ([11, Theorem 2.3]) F ⊆ 2[n] is extremal if and only if GF(B) is connected

for every B ⊆ [n].

Proposition 5.3 in this form appears first in [12], the authors in [11] prove the statement

for so called ”order convex” sets, but the same proof yields this form of the proposition as

well.

The ”only if” direction follows easily by earlier results. Indeed, previously we already

noted that if F is extremal then so is F(B) for every B ⊆ [n]. However if F(B) is extremal,

then GF(B) is isometrically embedded, in particular connected.

It is easy to see that S ∈ st(F) (and so in the extremal case S ∈ Sh(F)) is just

equivalent to the fact that G2S is isomorphic to a subgraph of GF as a directed edge-

labelled graph, i.e. there exists a bijection between the vertices of G2S and 2|S| vertices of

GF preserving edges, edge labels and edge directions. If this happens, then we will say,

that there is a copy of G2S in GF .

Suppose that for a set S ⊆ [n] there are 2 different copies of G2S in GF , i.e. there are

two different sets I1, I2 ⊆ [n]\S such that 2S + I1, 2
S + I2 ⊆ F . Since I1 6= I2, there must

be an element α /∈ S such that α ∈ I14I2. For this element α we clearly have that F

shatters S ∪ {α}.

Observation 5.4. If F ⊆ 2[n] is extremal and the set S ⊆ [n] is a maximal element

in st(F) = Sh(F), in the sense that S ∈ st(F) = Sh(F) and for all S ′ ! S we have

S ′ /∈ st(F) = Sh(F), then S is uniquely strongly shattered, i.e. there is one unique copy

of G2S in GF .

5.1 Extremal families of VC dimension 1

When examining the inclusion graphs of some specific extremal set systems, one can come

up with the observation, that in some sense the complexity of the inclusion graph depends
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on the V C dimension of the set system considered. Accordingly, to get some insight we

first restrict our attention to simple cases, where the V C dimension of F is bounded by

some small fixed natural number t. This kind of relaxation of problems is a usual method

in extremal combinatorics, see [8].

To start with, in [36] we considered the case t = 1.

Proposition 5.5. ([36, Proposition 2]) A set system F ⊆ 2[n] is extremal and of V C

dimension at most 1 if and only if GF is a tree and all labels on the edges are different.

Proof. For the ’only if’ direction suppose that F is extremal and dimV C(F) ≤ 1. According

to Proposition 5.2 we know that GF must be isometrically embedded into Hn, in particular

GF is connected. Next we prove that all labels on the edges of GF are different. Suppose

for contradiction, that there are two edges with the same label. Without loss of generality

we may assume that this label is 1. Since there are no two edges going out from a set

with the same label, there are sets A,B,C,D ∈ F , all different, such that 1 ∈ A ∩ B,

C = A\{1} and D = B\{1}. Since A 6= B, A M B is nonempty, so there is an element

a 6= 1 ∈ A M B. Without loss of generality we may assume that a ∈ A\B. Now

{1, a} ∩ A = {1, a} {1, a} ∩B = {1} {1, a} ∩ C = {a} {1, a} ∩D = ∅.

So {1, a} is shattered by {A,B,C,D}, consequently {1, a} ∈ Sh(F), contradicting the

assumption dimV C(F) ≤ 1.

To finish with this direction note that the fact that all labels are different implies that

GF is acyclic. Indeed suppose for contradiction that it is not the case, and GF contains a

cycle. Pick one edge from this cycle and let a be its label. On the remaining part of the

cycle there must be another edge-labelled with a, since it connects a set containing a with

one not containing a. However this is impossible, since all labels are different. Adding the

connectedness of GF , we obtain that it is actually a tree as wanted.
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For the reverse direction suppose that GF is a tree and all labels on the edges are

different. It is easily seen that this implies that GF is isometrically embedded into Hn.

Otherwise a path from a set A to B in GF which is not a shortest in Hn would contain 2

edges with the same label, corresponding to the addition and deletion of the same element

of [n].

Now we prove that dimV C(F) ≤ 1. Suppose the contrary, namely that F shatters a

set of size 2, e.g. {1, 2}. This means that there are sets A,B,C,D ∈ F such that

{1, 2} ∩ A = {1, 2} {1, 2} ∩B = {1} {1, 2} ∩ C = {2} {1, 2} ∩D = ∅.

Consider a shortest path in GF from A to B. Since 2 ∈ A\B, this shortest path has to

contain an edge labelled with 2. Repeating this argument for C and D one gets another,

different (since on a shortest path between A and B every set contains the element 1, on

the other hand on a shortest path between C and D none of the sets does) edge with label

2, what contradicts the assumption that all labels are different.

Now we calculate Sh(F). If i ∈ [n] is not an edge label, then either all sets from

F contain i or none of them does. In particular {i} is not shattered by F . Thus Sh(F)

consists of ∅ and the sets {i}, where i is an edge label. However all edge labels are different,

so we get that |Sh(F)| = |E(GF)|+ 1 = |F| (since GF is a tree), i.e. F is extremal.

Let now F ⊆ 2[n] be an extremal family such that supp(F) = ∪F∈FF = [n] and

∩F∈FF = ∅. By Proposition 5.5 to every extremal family of V C dimension at most 1 we

can associate a directed edge-labelled tree GF , all edges having distinct labels. We have

seen that Sh(F) consists of ∅ and the sets {i}, where i is an edge label. On the other

hand, since ∩F∈FF = ∅, we also have that Sh(F) = {∅} ∪ {{j} | j ∈ supp(F) = [n]}. As

a consequence the tree must have n edges and thus n + 1 vertices, i.e. such an extremal

family has n+ 1 elements.
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Now conversely suppose that we are given a directed edge-labelled tree T on n + 1

vertices with n edges, all having a different label from [n]. This tree at the same time also

defines a set system T = {Fv | v ∈ T}. Take the edges one by one. When considering an

edge with label s going from u to v, then for all vertices w closer to v than to u in the

undirected tree put s into Fw. Clearly T = GT , and by the previous proposition F must

be extremal. Figure 5.1 illustrates such an example with n = 5.

This gives a bijection between the set of all extremal families of V C dimension at most

1 and directed edge-labelled trees.

Theorem 5.6. ([36, Theorem 3]) Let n ≥ 1 be an integer. There is a one-to-one corre-

spondence between extremal families F ⊆ 2[n] of Vapnik-Chervonenkis dimension 1 with

supp(F) = [n], ∩F∈FF = ∅ and directed edge labelled trees on n + 1 vertices, all edges

having a different label from [n].

As a corollary one can prove the following statement.

Corollary 5.7. ([36, Corollary 4]) There are 2n(n + 1)n−2 different extremal families

F ⊆ 2[n] of Vapnik-Chervonenkis dimension at most 1 with supp(F) = [n] and ∩F∈FF = ∅.

Proof. There are (n+ 1)n−2 different edge-labelled undirected trees on n+ 1 vertices (see

e.g. [15, Proposition 2.1]), all edges having a different label from [n] and each of these trees

can be directed in 2n ways.

Extremal families from consecutive layers

For an uniform family F the inclusion graph GF is not connected, hence F cannot

be extremal. As a relaxation of uniformity we consider families which belong to two

consecutive layers of 2[n]. The next proposition shows that extremal families among them

are actually special cases of the previously studied ones.
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Proposition 5.8. ([36, Proposition 5]) Let F ⊆
(
[n]
k

)
∪
(

[n]
k−1

)
be an extremal family of

subsets of [n] with n ≥ k ≥ 1. Then we have dimV C(F) ≤ 1.

Proof. We will do induction on k. For k = 1 the statement is just trivial for every possible

value of n. Now suppose that k > 1 and the result holds for all values smaller than k (for

all possible values of n). Note that for n ≤ 2 the statement can be verified by an easy case

analysis, hence we may suppose that n > 2.

We prove that such an extremal family cannot shatter a subset of size 2. Suppose the

contrary, namely that F shatters for example {1, 2}. Consider the standard subdivision of

F with respect to the element n:

F (n)
0 = {F | F ∈ F and n /∈ F} ⊆

(
[n− 1]

k

)
∪
(

[n− 1]

k − 1

)
,

F (n)
1 = {F\{n} | F ∈ F and n ∈ F} ⊆

(
[n− 1]

k − 1

)
∪
(

[n− 1]

k − 2

)
.

Since F is extremal, both F (n)
0 and F (n)

1 must be extremal and for the shattered sets

we have the general formula

Sh(F) = Sh(F (n)
0 ) ∪ Sh(F (n)

1 ) ∪ {F ∪ {n} | F ∈ Sh(F (n)
0 ) ∩ Sh(F (n)

1 )}.

Since n > 2, by the induction hypothesis {1, 2} ∈ Sh(F (n)
1 ) cannot hold, thus we

have {1, 2} ∈ Sh(F (n)
0 ). In this way we constructed an extremal family with the same

properties but on a smaller ground set. Continuing this we arrive to an extremal family

F ⊆
(
[k]
k

)
∪
(

[k]
k−1

)
that shatters {1, 2}. However this is easily seen to be impossible, because

for any F ∈ F we have |F ∩ {1, 2}| ≥ 1. This finishes the proof.

Using essentially the same argument one can prove the following:

Proposition 5.9. ([36, Proposition 6]) Let F ⊆
(
[n]
k

)
∪
(

[n]
k−1

)
∪ · · ·∪

(
[n]

k−t+1

)
be an extremal

family of subsets of [n] with n ≥ k ≥ t− 1 ≥ 1. Then we have dimV C(F) ≤ t− 1. �
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We return now to the situation when F ⊆
(
[n]
k

)
∪
(

[n]
k−1

)
for some n ≥ k ≥ 1 and

supp(F) = [n], ∩F∈FF = ∅. Proposition 5.5 states in this case that F is extremal if and

only if GF (the undirected version) is a tree and all labels on the edges are different. As

before, we also have that this tree has n+ 1 vertices and n edges.

Now suppose that we are given a tree T on n+ 1 vertices having n edges labelled with

elements of [n], all edges having a different label. T can also be viewed as a bipartite graph

(since it is acyclic, and so contains no odd cycles) with color classes A,B. Direct all edges

from A to B, and let T be as before the set system this directed tree just defines. It is

easily seen that we have T ⊆
(
[n]
k

)
∪
(

[n]
k−1

)
, where k = |A| and using the characterization

of extremal families we also get that T is extremal. If we swap the role of A and B we get

the ”dual” set system

T ′ = {[n]\F | F ∈ T } ⊆
(

[n]

n− k + 1

)
∪
(

[n]

n− k

)
,

which is clearly also extremal using the same reasoning.

Permuting the labels on the edges corresponds just to a permutation of the ground set

[n], so if we want to characterize extremal set systems up to isomorphism, we can freely

omit the labels from the edges.

Summarizing the preceding discussion, we have the following:

Theorem 5.10. ([36, Theorem 7]) Up to isomorphism and the operation of taking the

”dual” of a set system, there is a one to one correspondence between extremal set systems

F from two consecutive layers on the ground set [n] (supp(F) = [n] and ∩F∈FF = ∅) and

trees on n+ 1 vertices. The bijection is realized via the map F → GF . �
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Ideal bases of extremal families of VC dimension 1

As an application of Proposition 5.5, we determine the Gröbner bases of extremal set

systems of V C dimension 1.

Suppose that F ⊆ 2[n] is an extremal system such that dimV C(F) = 1, supp(F) = [n]

and ∩F∈FF = ∅. By Theorem 3.9 there are polynomials of the form fS,H , which together

with {x2i − xi, i ∈ [n]} form a universal Gröbner basis of I(F). Moreover any set S in the

above description is a minimal set that is not shattered by F , and H is the unique subset

of S for which there is no F ∈ F for which F ∩S = H. In our case we know that Sh(F) is

the collection of all sets of size at most 1, so the minimal sets outside Sh(F) are exactly the

sets of size 2. Fix one such set S = {α, β}, and consider the 2 edges in the inclusion graph

GF labelled by α and β. As GF is a tree, one can consider the unique path connecting the

2 edges. There are 4 possibilities:

• The edges are directed towards each other on this path:

α /∈, β ∈ α ∈, β ∈ α ∈, β ∈ α ∈, β /∈
α β

In this case the corresponding set H is ∅, so fS,H = (xα − 1)(xβ − 1). Indeed then

every F ∈ F contains either α or β.

• The edges are directed away from each other each other on this path:

α ∈, β /∈ α /∈, β /∈ α /∈, β /∈ α /∈, β ∈
α β

In this case the corresponding set H is {α, β}, so fS,H = xαxβ. No F ∈ F contains

{α, β}.

• The edges are directed in the same direction towards the edge with label α on this

path:

α ∈, β ∈ α /∈, β ∈ α /∈, β ∈ α /∈, β /∈
α β
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In this case the corresponding set H is {α}, so fS,H = xα(xβ − 1). If α ∈ F for some

F ∈ F then β ∈ F as well.

• The edges are directed in the same direction towards the edge with label β on this

path:

α /∈, β /∈ α ∈, β /∈ α ∈, β /∈ α ∈, β ∈
α β

Similarly to the previous case H = {β}, so fS,H = (xα − 1)xβ.

Now given GF , if we do the above analysis for every pair α, β ∈ [n], we obtain a Gröbner

basis for I(F). This Gröbner basis will have
(
n
2

)
+ n elements. If we want just an ideal

basis of I(F) and not necessarily a Gröbner basis, things become easier as we do not need

to consider all pairs. Indeed consider 3 consecutive edges in GF , i.e. a path of length 3

with labels α, β, γ.

α β γ

They define 3 pairs and hence 3 polynomials,

fα,β = (xα − εα)(xβ − εβ), fα,γ = (xα − εα)(xγ − εγ), fβ,γ = (xβ − 1 + εβ)(xγ − εγ),

where εα, εβ and εγ are 0 or 1 depending on the orientations of the edges. By checking all

23 possibilities for the values of εα, εβ, εγ one can easily verify that

(xγ − εγ)fα,β − (xα − εα)fβ,γ = (1− 2εβ)fα,γ.

Here 1 − 2εβ is either 1 or −1, so fα,γ is superfluous in the ideal basis, since it can be

obtained from fα,β and fβ,γ. This means that when constructing an ideal basis of I(F) it

is enough to consider only adjacent pairs of edges in GF . In this way, depending on the
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structure of GF one can substantially decrease the number of polynomials. For example if

GF is one single path of length n, we get only n− 1 + n polynomials. However, if GF is a

star, one has to take all
(
n
2

)
+ n polynomials as in the Gröbner basis.

5.2 Extremal families of VC dimension 2

In [38] we increased t and considered families of V C dimension 2. We characterized ex-

tremal systems in this case by providing an algorithmic procedure for constructing the

inclusion graphs of all such set systems. In the following first we describe a building pro-

cess for the set system and then study how the inclusion graph evolves in the meantime.

Let Step 0 be the initialization, after which we are given the set system {∅}. Now

suppose we are given a set system F and consider the following two types of operations to

enlarge F :

• Step A - If such exists, take an element α ∈ [n]\supp(F) together with a set W ∈ F

and add the set V = {W,α} to F .

Note that the singleton {α} is strongly shattered by F ∪ {V }, as shown by the sets

W and V , but is not by F , by the assumption α /∈ supp(F).

• Step B - If there exist, take two elements α, β ∈ supp(F) such that {α, β} /∈ st(F),

together with sets P,W,Q ∈ F such that Q4W = {α} and P 4W = {β}. Let

V = W 4{α, β}. V is also the unique set satisfying P 4V = {α} and Q4V = {β}.

For these sets we have that {P,W,Q, V } = W ∩ V + 2{α,β} = P ∩ Q + 2{α,β}, and

hence V cannot belong to F , otherwise the sets P,W,Q, V would strongly shatter

{α, β}, contradicting our assumption. Therefore, it is reasonable to add V to F .

Note that the set {α, β} is strongly shattered by F ∪ {V }, as shown by the sets

P,W,Q and V , but is not by F by assumption.
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Let E be the collection of all set systems F that can be built up starting with Step 0

and then using steps of type A and B in an arbitrary but valid order.

Lemma 5.11. ([38, Lemma 14]) Any set system F ∈ E is extremal and dimV C(F) ≤ 2.

Proof. We will use induction on the size of F . If |F| = 1 then necessarily F = {∅}, which

is clearly extremal and dimV C(F) = 0. Now suppose we know the result for all members

of E of size at most m ≥ 1, and consider a system F ∈ E of size m + 1. As F ∈ E it can

be built up starting from {∅} using Steps A and B. Fix one such building process, and let

F ′ be the set system before the last building step. As noted previously, independently of

the type of the last step there is a set S that is strongly shattered by F but is not strongly

shattered by F ′. S is either a singleton or a set of size 2, depending on the type of the last

step. By the induction hypothesis F ′ is extremal and dimV C(F ′) ≤ 2. Using the reverse

Sauer inequality we get that

|F ′| = |st(F ′)| < |st(F)| ≤ |F| = |F ′|+ 1,

what is possible only if |st(F)| = |st(F ′)|+1 and |st(F)| = |F|, in particular F is extremal.

However in the extremal case the family of shattered sets is the same as the family of

strongly shattered sets, and so the above reasoning also gives that there is exactly one set

that is shattered by F and is not shattered by F ′, namely S, and so

dimV C(F) ≤ max(dimV C(F ′), |S|) ≤ 2.

The proof of Lemma 5.11 also describes how the family of shattered/strongly shattered

sets grows during a building process. After each step it grows by exactly one new set,

namely by {α}, if the step considered was Step A with the label α, and by {α, β}, if the
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W V
α

Figure 5.2: Step A

step considered was Step B with labels α, β. By our assumptions on the steps it also follows

that a valid building process for a set system F ∈ E cannot involve twice Step A with the

same label α, neither twice Step B with the same pair of labels α, β. Moreover we also

have that

Sh(F) = st(F) =

{
∅
}⋃{

{α} | Step A is used with label α
}⋃{

{α, β} | Step B is used with labels α and β
} .

Now consider a valid building process from E , and let us examine, how the inclusion

graph evolves. We use the notation from the definitions of Steps A and B. Suppose we

have already built up a set system F , and we are given its inclusion graph GF .

In Step A we add a new vertex, namely V to GF , together with one new directed edge

with label α going from W to V . As α /∈ supp(F), V has no other neighbors in GF . Figure

5.2 shows Step A in terms of the inclusion graph.

In Step B we also add one new vertex to GF , namely V . As the distance of V from

both P and Q is 1, and P 4 V = {α} and Q4 V = {β}, we have to add at least 2 new

edges, one between P and V with label α and one between Q and V with label β. The

direction of these edges is predetermined by the vertices P,W and Q. Figure 5.3 shows all

possible cases for the directions of these edges. We claim that no other edges need to be

added, i.e. V has no other neighbors in GF . Indeed suppose that the new vertex V has
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W
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Q

V

β

β

α

α

W

P

Q

V

β

β

α

α

W

P

Q

V

β

β

α

α

W

P

Q

V

β

β

α

α

Figure 5.3: Step B

another neighbor X in GF , different from P and Q, that should be connected to it with

some label γ different from α and β. See Figure 5.4, where edge directions are ignored,

only edge labels are shown.

Here dHn(P,X) = |P 4 X| = |{α, γ}| = 2. On the other hand as F was built using

Steps A and B starting from {∅}, it is a member of E , and so by Lemma 5.9 it is extremal.

According to Proposition 5.2 this implies that GF is isometrically embedded. This means

that there should be a vertex Y in GF connected to both P and X with edges with labels

γ and α respectively. The same reasoning applies for Q and V with some intermediate

vertex Z and edge labels β, γ. However in this case, independently of the directions of

the edges, we have {X ∩ {α, β}, Y ∩ {α, β}, Z ∩ {α, β},W ∩ {α, β}} = 2{α,β}, i.e. the sets

X, Y, Z,W shatter the set {α, β}, and so by the extremality of F we have that {α, β} is

also strongly shattered, what contradicts the assumptions of Step B.
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P

Q

W V

Y

X

Z

β

β

α

α

γα

γ

β
γ

Figure 5.4: Case of Step B

From now on it will depend on the context whether we regard Steps A and B as building

steps for extremal set systems of V C dimension at most 2 or as building steps for their

inclusion graphs.

Figure 5.5 shows a possible building process in E for the set system

F = {∅, {1}, {2}, {3}, {2, 3}}

in terms of the inclusion graph.

Take an element of E and fix a valid building process for it. The above observations also

imply, that when observing the evolution of the inclusion graph, after the first occurrence

of an edge with some fixed label α, new edges with the same label can come up only when

using Step B always with a different label next to α. By easy induction on the number

of building steps, this results that between any two edges with the same label α there is

a ”path of 4-cycles”. See Figure 5.6. Note that by assumptions all the βi’s in Figure 5.6

must be different. Along this path of 4-cycles we also obtain a shortest path between X1

and X2, and similarly between Y1 and Y2.
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∅ ∅ {1} ∅

{1}

{2}

∅

{1}

{2}

{2, 3} ∅

{3}

{1}

{2}

{2, 3}

Step 0

Step A
with label 1 1

Step A
with label 2

1

2

Step A
with label 3

1

2 3

Step B
with labels 2, 3

1

2 3

3 2

Figure 5.5: Example of the building process in E

X1

Y1

X2

Y2

α

α

α

α

α

α

β1 β2
β`−1

β`

β1 β2
β`−1

β`

Figure 5.6: Path of 4 cycles
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The first of the main results of this section is that the set systems in E , described above,

are actually all the extremal set systems of V C dimension at most 2 and containing ∅.

Theorem 5.12. ([38, Theorem 15]) F ⊆ 2[n] is an extremal set system with ∅ ∈ F and

dimV C(F) ≤ 2 if and only if F ∈ E.

Before turning to the proof of Theorem 5.12, we first prove a lemma about the building

processes in E , that will play a key role further on.

Lemma 5.13. ([38, Lemma 16]) Suppose that F ′,F are elements of E such that F ′ ⊆ F .

Then F ′ can be extended with valid building process to build up F .

Proof. Suppose this is not the case, and consider a counterexample. Without loss of

generality we may suppose that the counterexample is such that F ′ cannot be continued

with any valid step towards F . F ′ and F are both extremal and so GF ′ and GF are both

isometrically embedded, in particular connected, hence the neighborhood of GF ′ inside GF

is nonempty. Now take a closer look at the edges on the boundary of GF ′ .

If there would be an edge going out from GF ′ with a label α ∈ supp(F)\supp(F ′), then

Step A would apply with this label α. On the other hand there cannot be an edge going

into GF ′ with a label α /∈ supp(F ′), otherwise the endpoint of this edge inside GF ′ would

contain α, what would be a contradiction.

We can therefore assume that the label of any edge on the boundary of GF ′ , indepen-

dently of the direction of the edge, is an element of supp(F ′). However as ∅ ∈ F ′ and GF ′ is

isometrically embedded, an element belongs to supp(F ′) only if it appears as an edge label

in GF ′ . Now take an edge (W,V ) on the boundary of GF ′ with W ∈ F ′, V ∈ F\F ′ and

with some label α, together with an edge (X, Y ) with the same label inside GF ′ . Denote

the distance of the edges (W,V ) and (X, Y ) by `, i.e. dHn(W,X) = dHn(V, Y ) = `. The

latter equality means, that depending on the direction of the edges, W and X both do
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V

W

P1

Q1

P`−1

Q`−1

Y

XST

GF\GF ′
GF ′

α

α α

α

β2, . . . , β`−1

β2, . . . , β`−1

β1

β1

β`

β`

β1

Figure 5.7: Case l > 1

contain the element α, or neither of them does. Suppose that the triple α, (W,V ), (X, Y )

is such that the distance ` is minimal.

First suppose that ` > 1. Since the edges (W,V ), (X, Y ) have the same label and

F ∈ E , there is a path of 4-cycles of length ` between them inside GF . This path of

4-cycles also provides shortest paths between the endpoints of the edges (W,V ), (X, Y ).

By the minimality of our choice, in this path, except the edges at the ends, there cannot

be an edge with label α neither totally inside GF ′ , neither on the boundary of it, meaning

that this path of 4-cycles is essentially going outside GF ′ . See Figure 5.7.

Since GF ′ is isometrically embedded and dHn(W,X) = `, there must be a path of length

` between W and X inside GF ′ . As this path runs inside GF ′ , it has to be disjoint from the

path of 4-cycles. Along the path of 4-cycles all the βi’s are different, so for each i exactly

one of the sets W and X contains the element βi. In particular for i = 1, the shortest

path between W and X inside GF ′ also has to contain an edge (T, S) with label β1 with
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V

W Y

X

GF\GF ′
GF ′

α

α

β

β

Figure 5.8: Case ` = 1

direction determined by the sets W and X. However the distance between W and T is at

most `− 1, and hence the triple β1, (W,Q1), (T, S) contradicts with the minimality of the

initial triple α, (W,V ), (X, Y ) where the distance was `.

By the above reasoning only ` = 1 is possible. In this case the endpoints of the edges

(W,V ), (X, Y ) are connected by edges with the same label. Let this label be β. See Figure

5.8. The direction of these edges is predetermined by GF ′ . {α, β} /∈ st(F ′), otherwise there

would be already a copy of G2{α,β} in GF ′ , which together with the vertices W,V,X, Y

would give us two different copies of it inside GF , which is impossible by Observation 5.4,

as {α, β} is a maximal set strongly shattered by the extremal family F . Hence Step B

applies with new vertex V , edges (W,V ), (V, Y ) and labels α, β respectively, contradicting

with the fact, that we started with a counterexample.

Now we are ready to prove Theorem 5.12.

Proof. One direction of the theorem is just Lemma 5.11. For the other direction we use

induction on the number of sets in F . If |F| = 1, then F is necessarily {∅}, and so it

belongs trivially to E . Now suppose we proved the statement for all set systems with at

most m−1 members, and let F be an extremal family of size m, of V C dimension at most

2 and containing ∅. Take an arbitrary element α appearing as a label of an edge going out

from ∅ in GF , i.e. an element α such that {α} ∈ F . Consider the standard subdivision of
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F with respect to the element α with parts F0 and F1 (see Definition 2.28), and let

F̂1 = {F ∪ {α} : F ∈ F1}.

Note that with respect to shattering and strong shattering F1 and F̂1 behave in the same

way. Since F is extremal, so are F0, F1 and hence F̂1 as well, and clearly their V C

dimension is at most 2. The collection of all edges with label α in the inclusion graph

GF forms a cut. This cut divides GF into two parts, that are actually the inclusion

graphs GF0 and GF̂1
. Note that GF1 and GF̂1

are isomorphic as directed edge-labelled

graphs. Let T0 and T1 be the induced subgraphs on the endpoints of the cut edges in GF0

and GF̂1
, respectively. See Figure 5.9. T0 and T1 are isomorphic, and they are actually

the inclusion graphs of the set systems T0 = F0 ∩ F1 = Mα(F) (see Definition 2.32)

and T1 = {F ∪ {α}, F ∈ T0}. Similarly to the pair F1, F̂1, the set systems T0 and

T1 also behave in the same way with respect to shattering and strong shattering. By

assumption F is extremal, and hence so are T0 (since Mα preserves extremality) and T1.

For every set S in Sh(T0) = Sh(F0 ∩ F1) ⊆ 2[n]\{α} the set S ∪ {α} is shattered by F ,

implying that dimV C(T0) ≤ dimV C(F) − 1 ≤ 1. Therefore T0 is an extremal family of

V C dimension at most 1, and so by Proposition 5.5 we get that T0 (and hence T1) is a

directed edge-labelled tree having all edge labels different. Note that for any edge label

β appearing in T0 (and hence in T1), there is a copy of G2{α,β} along the cut, implying

that {α, β} ∈ st(F) = Sh(F). By the V Cdimension constraint on F the set {α, β} is a

maximal element of st(F) = Sh(F), and so by Observation 5.4 there cannot be another

copy of G2{α,β} in GF , neither in GF0 nor in GF̂1
, in particular {α, β} /∈ st(F0).

Let’s now turn to the building process of F . Our choice of α guarantees that ∅ ∈ F0,F1

and so by the induction hypothesis both of them belong to E . In particular we can build up

F0, and in the meantime GF0 , according to the building rules in E . α /∈ supp(F0) and so we
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P1 Q1

P0 Q0

W1 V1

W0 V0

β

β

α α α α

β

β

T1

T0

GF̂1

GF0

Figure 5.9: Building up extremal set systems

can apply Step A with α to add one fixed cut edge to GF0 . Then we apply Step B several

times to add the whole of T1 to GF0 and simultaneously T1 to F0. By earlier observations

all edge labels of T1 are different, and if β is such a label, then {α, β} /∈ st(F0), and hence

all these applications of Step B will be valid ones. The building process so far shows that

F0 ∪ T1 is also a member of E . GF0∪T1 is just GF0 and T1 glued together along the cut in

the way described above.

T0 shows that T0 can be built up using only Step A, and hence it belongs to E . The

inclusion T1 ⊆ F̂1 shows that T0 ⊆ F1, therefore by Lemma 5.13 T0 can be extended with

a valid building process to build up F1. This extension can also be considered as building

up F̂1 from T1. ∅ /∈ T1, F̂1 and so neither of the two systems is a member of E , however this

causes no problems, as the pairs T0, T1 and F1, F̂1 behave in the same way with respect

to shattering and strong shattering, and so all building steps remain valid.
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We claim, that this last building procedure remains valid, and so completes a desired

building process for F , if we start from F0 ∪ T1 instead of T1. First note that if there is a

label appearing both in GF0 and GF̂1
, then it appears also in T0, and hence in T1. Indeed

let β be such a label, and consider 2 edges with this label, one going from W0 to V0 in GF0

and the other going from W1 to V1 in GF̂1
. See Figure 5.9. GF is isometrically embedded,

therefor there is a shortest path both between W0 and W1 and between V0 and V1 in GF .

Thanks to β these two paths have to be disjoint. Both of these paths must have a common

edge with the cut, say (P0, P1) and (Q0, Q1), with P0 and Q0 in GF0 . Since β ∈ P0 4Q0,

along the shortest path between P0 and Q0 in the isometrically embedded inclusion graph

T0 of the extremal family T0 there must be an edge with label β. According to this, when

applying Step A in the extension process, then the used element will be new not just when

we start from T1, but also when starting from F0 ∪ T1.

Finally suppose that an application of Step B with some labels β, γ in the extension

process turns invalid when we start from F0 ∪ T1 instead of T1. This is possible only if

{β, γ} ∈ st(F0 ∪ T1)\st(T0), i.e. there is a copy of G2{β,γ} already in GF0∪T1 . However

this copy together with the copy, that the invalid use of Step B results, gives two different

occurrences of G2{β,γ} inside GF , which is impossible by Observation 5.4, as {β, γ} is a

maximal set strongly shattered by the extremal family F .

5.3 The eliminability conjecture

Concerning the structure of extremal set systems the question naturally arises whether an

extremal family can be built up from the empty system by adding sets to it one-by-one in

such a way that at each step we have an extremal family. Accordingly in [36] we posed the

following question:

Open problem 3. For a nonempty extremal family F ⊆ 2[n] does there always exist a set
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F ∈ F such that F\{F} is still extremal?

From Theorem 2 of [12] we know that F is extremal if and only if 2[n]\F is extremal,

thus the above question has an equivalent form:

Open problem 4. For an extremal family F ( 2[n] does there always exist a set F ∈ F

such that F ∪ {F} is still extremal?

There are several special cases when the answer appears to be true for Open problem

3.

Example 5.14. As previously noted, if F is a nonempty down-set then F is extremal.

Moreover in this case if we omit any maximal element from F then it remains still a down

set and so it will be still extremal.

Example 5.15. If F is an extremal family of V C dimension 1, then according to Propo-

sition 5.5, if we omit a set corresponding to a leaf, i.e. to a vertex of degree 1 in GF , then

the resulting set system will still be extremal.

Example 5.16. Take F ⊆ 2[n] to be a nonempty extremal family of V C dimension at

most 2. Let F ∈ F be an arbitrary set from the set system and let ϕ =
∏

i∈F ϕi. Since

bit flips preserve extremality, ϕ(F) is extremal as well. Moreover ϕ(F ) = ∅ ∈ ϕ(F), and

hence by Theorem 5.12 we have ϕ(F) ∈ E , and we can consider a building process for

it. Let V ∈ ϕ(F) be the set added in the last step of this building process. The same

building process shows that ϕ(F)\{V } ∈ E , and hence by Theorem 5.12 we have that

ϕ(F)\{V } is an extremal family of V C dimension at most 2 and containing ∅. However

ϕ(F)\{V } is clearly ϕ(F\{ϕ(V )}), and since bit flips preserve extremality, we get that

ϕ(ϕ(F\{ϕ(V )})) = F\{ϕ(V )} is also extremal, meaning that the set ϕ(V ) ∈ F can be

removed from the extremal system F so that the result is still extremal.
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Example 5.17. Anstee in [6] considered maximal set systems F ⊆ 2[n], |F| =
(
n
0

)
+
(
n
1

)
+
(
n
2

)
without triangles, i.e. set systems with the property, that for all 3-element subsets F we

have that F|F (see Definition 2.34) does not contain all 2-element subsets of F . Note that

in particular the V C dimension of F is bounded from above by 2, hence we have that

Sh(F) ⊆
(
[n]
0

)
∪
(
[n]
1

)
∪
(
[n]
2

)
, implying that |Sh(F)| ≤

(
n
0

)
+
(
n
1

)
+
(
n
2

)
. Comparing the sizes

of F and Sh(F) we obtain that such set systems are extremal.

Clearly any such maximal set system F contains the extremal subsystem
(
[n]
0

)
∪
(
[n]
1

)
.

For the remaining part of these set systems Anstee’s construction can be interpreted in an

inductive way as follows:

• F1 :=
(
[n]
0

)
∪
(
[n]
1

)
• For k = 2, 3, . . . , n suppose we already constructed Fk−1. Let Gk−1 be the collection

of all k − 1-element sets in Fk−1. Define Gk−1 to be a graph, whose vertex set is

Gk−1 and there is an edge between A,B ∈ Gk−1 exactly when |A M B| = 2. Take a

spanning tree Tk−1 of Gk−1.

Fk := Fk−1 ∪ {A ∪B | (A,B) is an edge of Tk−1}

• F := Fn

It is not hard to prove that when we add A ∪ B, there will be a unique new element

that gets into the family of shattered sets, namely A M B, hence the resulting system after

each step will be extremal. Reversing it, if F is such an example, then its elements can

be deleted one-by-one in such a way that the remaining set system is extremal after each

step.

Example 5.18. More generally one can consider set systems F ⊆ 2[n] with the property,

that for all t-element subsets F we have that F|F does not contain all l-element subsets
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of F , for some l with n ≥ t ≥ l ≥ 0. Füredi and Quinn in [23] constructed for all values

n ≥ t ≥ l ≥ 0 a set system F(n, t, l) with the desired property and of size
∑t−1

i=0

(
n
i

)
. The

same argument as above shows that Sh(F(n, t, l)) consists of all sets of size at most t− 1

and hence F(n, t, l) is extremal for all possible values. Their construction is as follows.

For x1, . . . , xi ∈ [n], x1 < · · · < xi let

E(x1, . . . , xi) = {x ∈ [n] | x = xj for j ≤ l}

∪{x ∈ [n] | x > xl but x 6= xj for any j > l},

in particular E(∅) = ∅. Let F(n, t, l) consist of all E(x1, . . . , xi) where i ≤ t − 1. Order

the sets of F(n, t, l) as follows: E(X) � E(Y ) if either |X| > |Y |, or |X| = |Y | and X � Y

with respect to the standard lexicographic ordering. It is not hard to see, that if we remove

the elements of F(n, t, l) with respect to this ordering one-by-one, starting from the largest

one, then each time when we remove some E(X), then X is eliminated from the family of

shattered sets, hence after each step the resulting family will be still extremal.

To finish this chapter we remark that the building process from Section 5.2 can be

generalized to the case when the V C dimension bound is some fixed natural number t > 2

as well. We can define a building step for every set S ⊆ [n] with |S| ≤ t. Let Step(∅) be

the initialization, after which we are given the set system {∅}. For some set S ⊆ [n] with

|S| ≤ t, Step(S) can be applied to a set system F , if there exists some set F ⊆ [n], F /∈ F ,

such that S ∈ st(F ∪ {F})\st(F). If such set F exists, choose one, and let the resulting

system be F ∪ {F}. In terms of the inclusion graph S ∈ st(F ∪ {F})\st(F) means, that

by adding the set F there arises a copy of G2S inside GF∪{F} containing the vertex F .

Similarly as previously, one can prove that F ’s only neighbors are the ones contained in

this copy of G2S . Using this observation Step(S) could have been defined in terms of the

inclusion graph as well (as it was done in the case t = 2).
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Restrict our attention to those set systems, that can be built up starting with Step(∅),

and then using always new building steps, i.e. not using a building step with the same set

S twice. Along the same lines of thinking as in Lemma 5.11, one can prove that every such

set system is extremal and of V C dimension at most t. We think, that these set systems are

actually all the extremal families of V C dimension at most t. Unfortunately, for the time

being we were unable to prove a suitable generalization of Lemma 5.13. Once it is done,

the generalization of Theorem 5.12 would follow easily for general t. Although this general

version would not give such a transparent structural description of extremal systems as in

the case t = 1, but still it would imply an affirmative answer for Open problem 3.
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Part II

Alon’s Combinatorial Nullstellensatz
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Chapter 6

The Combinatorial Nullstellensatz

and the Non-vanishing Theorem

Alon’s famous Combinatorial Nullstellensatz is a specialized and strengthened version of

the Hilbertsche Nullstellensatz, a fundamental theorem of algebraic geometry.

Let, as before, F be a field and for a finite set of points V ⊆ Fn let I(V ) be the vanishing

ideal of V . On the other hand, for an ideal I / F [x] let its vanishing set be defined as

V (I) = {v ∈ Fn | f(v) = 0 for every f ∈ I}.

At first sight one would think that these two operations are in some sense inverses of each

other, i.e. for an ideal I / F [x] one has I(V (I)) = I. However this is not necessarily the

case as it is shown by the ideal I = (x2) / F[x], where we have that I(V (I)) = (x) ) (x2).

Before resolving this problem, we will need one more definition. The radical of an ideal

I / F [x] is
√
I = {f ∈ F [x] | ∃t ∈ N such that f t ∈ I}.
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Note that in the above example we have that
√

(x2) = (x), i.e. I(V ((x2))) =
√

(x2). With

an extra condition on the ground field this is true in general.

Theorem 6.1. (Hilbert’s Nullstellensatz - see e.g. [16, Theorem 1.6]) If K is an algeb-

raically closed field and I /K[x] a polynomial ideal, then I(V (I)) =
√
I.

By Hilbert’s Basis Theorem I is finitely generated as an ideal, i.e. there are polynomials

f1(x), . . . , fN(x) ∈ K[x] such that I = (f1, . . . , fN). This means that some polynomial

f(x) ∈ K[x] belongs to I if and only if there are polynomials h1(x), . . . , hN(x) ∈ K[x] such

that

f = h1f1 + · · ·+ hNfN ,

and also that V (I) is just the set of common zeros of the fi’s. With this in mind Hilbert’s

Nullstellensatz can be reformulated. Indeed it states that over an algebraically closed field

K a polynomial f(x) ∈ K[x] vanishes over all the common zeros of some polynomials

f1(x), . . . , fN(x) ∈ K[x] if and only if there are polynomials h1(x), . . . , hN(x) ∈ K[x] and

a positive integer t such that

f t = h1f1 + · · ·+ hNfN .

Let’s now turn to the Combinatorial Nullstellensatz. Henceforth we won’t assume

anymore that the field we are working with is algebraically closed. We return to the

assumption that F is an arbitrary field, however we restrict ourselves to polynomials of

some special type.

Theorem 6.2. (Alon’s Combinatorial Nullstellensatz - [3, Theorem 1.1]) Let F be an arbi-

trary field and let f(x) be a polynomial in F [x]. Further let S1, . . . , Sn be finite, nonempty
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subsets of F and for 1 ≤ i ≤ n define

gi(xi) =
∏
s∈Si

(xi − s).

If f vanishes over all the common zeros of the polynomials g1, . . . , gn (that is f(s) = 0

for all s ∈ S = S1 × S2 × · · · × Sn), then there are polynomials h1(x), . . . , hn(x) ∈ F [x]

satisfying deg(hi) ≤ deg(f)− deg(gi) so that

f =
n∑
i=1

higi.

The point set S is called a discrete box. Note that the vanishing set of the ideal

(g1, . . . , gn) is just S and by the above theorem I(S) = (g1, . . . , gn) also holds.

Theorem 6.2 can be easily reformulated using Gröbner bases. It states that the poly-

nomials {g1, . . . , gn} form a universal Gröbner basis of the vanishing ideal I(S).

As a corollary, a simple and widely applicable non-vanishing criterion has been deduced.

It provides a sufficient condition for a polynomial f(x) ∈ F [x] for not vanishing everywhere

on the discrete box S.

Theorem 6.3. (Alon’s Non-vanishing Theorem - [3, Theorem 1.2]) Let F be a field,

S1, . . . , Sn ⊆ F, |Si| > ti, where each ti is a nonnegative integer. Put S = S1×S2×· · ·×Sn

and let p(x) ∈ F [x] be a polynomial. Suppose that deg p =
n∑
i=1

ti and the coefficient of the

monomial

m = xt11 x
t2
2 · · ·xtnn

in p is not 0. Then there exists β ∈ S, such that p(β) 6= 0.

In [31], [32] and [37] generalizations of these results are considered in various settings.
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6.1 The Non-vanishing Theorem for multisets

One possible direction when trying to generalize Theorem 6.3 is to allow multiple points.

Results in this section were formulated and proven by Géza Kós and Lajos Rónyai in [32],

and so are included in this thesis only for the sake of completeness. The proof of the main

result will be omitted.

It is well known that if F is a field then for an arbitrary s ∈ Fn we can express a

polynomial f(x) ∈ F [x] as

f(x) =
∑
u

fu(s)(x− s)u,

where the coefficients fu(s) ∈ F are uniquely determined by f , u and s. In particular we

have f0(s) = f(s) for all s ∈ Fn. Observe that if u1 + · · · + un ≥ deg f , then fu = fu(s)

does not depend on s.

Suppose now that S1, S2, . . . , Sn are nonempty finite subsets of F, and assume further

that for i = 1, . . . , n we have a positive integer multiplicity mi(s) attached to every element

s ∈ Si. This way we can view the pair (Si,mi) as a multiset which contains the element

s ∈ Si precisely mi(s) times. We shall consider the sum di = d(Si) :=
∑
s∈Si

mi(s) as the

size of the multiset (Si,mi). As before, we put S = S1 × S2 × · · ·Sn, for an element

s = (s1, . . . , sn) ∈ S we set the multiplicity vector m(s) = (m1(s1), . . . ,mn(sn)) and write

|m(s)| = m1(s1) + · · ·+mn(sn).

Now we are able to formulate a version of the Non-vanishing Theorem for multiple

points over fields. From this one can obtain Alon’s result by setting mi(s) = 1 identically.

Theorem 6.4. ([32, Theorem 6]) Let F be a field, f = f(x) ∈ F [x] be a polynomial of

degree
n∑
i=1

ti, where each ti is a nonnegative integer. Assume, that the coefficient in f of the

monomial xt11 x
t2
2 · · ·xtnn is nonzero. Suppose further that (S1,m1), (S2,m2), . . . , (Sn,mn) are

multisets of F such that for the size di of (Si,mi) we have di > ti (i = 1, . . . , n). Then there

exists a point s = (s1, . . . , sn) ∈ S = S1× · · ·×Sn and an exponent vector u = (u1, . . . , un)
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with ui < mi(si) for each i, such that fu(s) 6= 0.

As an application of Theorem 6.4 we present an extension of [3, Theorem 6.3]. The

original result, which is the special case when every multiplicity is 1, was obtained by Alon

and Füredi, see [4, Theorem 1], and later reproved by Alon using the original non-vanishing

argument. By a hyperplane H in Fn we understand the set of zeros of a linear polynomial

of the form

`(x) = a1x1 + · · ·+ anxn − b = (a,x)− b,

where a1, . . . , an, b ∈ F.

Theorem 6.5. ([32, Theorem 12]) Let (S1,m1), . . . , (Sn,mn) be finite multisets from the

field F and put S = S1 × · · · × Sn. Suppose that 0 ∈ Si, with mi(0) = 1 for every i, and

H1, . . . , Hk are hyperplanes in Fn such that every point s ∈ S \ {0} is covered by at least

|m(s)| − n+ 1 hyperplanes and the point 0 is not covered by any of the hyperplanes. Then

k ≥ d(S1) + d(S2) + · · ·+ d(Sn)− n.

Proof. For j = 1, . . . , k let `j(x) be the linear polynomial defining the hyperplane Hj, set

f(x) =
k∏
j=1

`j(x) and ti = d(Si)− 1. Let

P (x) =
n∏
i=1

∏
s∈Si\{0}

(xi − s)mi(s)

and

F (x) = P (x)− P (0)

f(0)
f(x).

Note that we have f(0) 6= 0, because the hyperplanes do not cover 0. If the statement is

false, then the degree of F is t1 + t2 + · · ·+ tn and the coefficient of xt11 · · ·xtnn is 1. Theorem

6.4 applies with (S1,m1), . . . , (Sn,mn) and t1, . . . , tn: there exists a vector s ∈ S, and an

exponent vector u with ui < mi(si) for each i, such that Fu(s) 6= 0. We observe that s can

71



C
E

U
eT

D
C

ol
le

ct
io

n

not be 0, because F (0) = 0. Thus s must have at least one nonzero coordinate, implying

that Pu(s) = 0.

Moreover, as s is a nonzero vector, f(x) must vanish at s at least |m(s)| − n + 1

times, implying that fu(s) = 0 (expand the product at s; for every term (x− s)v obtained

there will be an index j such that vj ≥ mj(sj)). These facts imply that Fu(s) = 0, a

contradiction. This finishes the proof.

6.2 The Combinatorial Nullstellensatz and the Non-

vanishing Theorem over commutative rings

Another possible direction to generalize Theorems 6.2 and 6.3 is to consider the problem

over commutative rings instead of fields.

First we remark that if in Theorem 6.2 all the polynomials f, g1, . . . , gn lie in R[x] for

some subring R of F, then the same can be required for the polynomials h1, . . . , hn, see [3].

Accordingly, both theorems remain true if we replace F by some of its subrings. However

if R is an arbitrary commutative ring, then some additional assumption is needed.

Example 6.6. Let R = Z6, the ring of integers modulo 6 and consider polynomials in two

variables. Further let S1 = S2 = {2, 4}, i.e. g1(x) = (x − 2)(x − 4), g2 = (y − 2)(y − 4)

and consider the polynomial f(x, y) = 3x2 + 3xy+ 3y2. It is easy to check that f vanishes

everywhere on S = S1×S2 ⊆ Z2
6. If Theorem 6.2 would hold, then according to the degree

bounds h1 and h2 should be constant polynomials. However a linear combination of the

form c1g1(x) + c2g2(y) does not contain the monomial xy, and so cannot be equal to f .

Also, if we put t1 = t2 = 1, then the coefficient of xy in f is nonzero, which shows that

Theorem 6.3 does not hold either.

When we examine the proof of the Combinatorial Nullstellensatz from an algebraic
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point of view, then we can come up with a natural extra assumption on the Si’s.

Theorem 6.7. ([31, Theorem 3]) Let R be a commutative ring and f(x) a polynomial

from R[x]. Further let S1, . . . , Sn be nonempty finite subsets of R with the property that if

s 6= s∗ ∈ Si, then s− s∗ is a unit in R, and for 1 ≤ i ≤ n define

gi(xi) =
∏
s∈Si

(xi − s).

Then for every polynomial f(x) ∈ R[x] there are polynomials h1(x), . . . , hn(x), r(x) ∈ R[x]

such that deg(hi) ≤ deg(f)−deg(gi) for all i and the degree of r is less than deg(gi) = |Si|

in every xi, for which

f(x) = r(x) +
n∑
i=1

hi(x)gi(xi).

Moreover, if we put S = S1 × · · · × Sn, then f ∈ I(S) if and only if r is identically zero,

hence

I(S) = (g1, . . . , gn).

Proof. Let us denote by V the R module of all functions from S to R. V is a free R module

of rank

rankRV = |S| =
n∏
i=1

di,

where di = |Si| = deg(gi). In fact, for s ∈ S we denote by f(s) the S −→ R function taking

value 1 on s and 0 everywhere else in S. Then the set F = {f(s)|s ∈ S} is a free generating

set of V over R, and |F | = |S| =
∏n

i=1 di. Next observe, that every f(s) can be written as

a polynomial from R[x], using interpolation. For s = (s1, . . . , sn) ∈ S we have

f(s)(x) =
n∏
i=1

(
∏

α∈Si,α 6=si

(xi − α)(si − α)−1).

Since si 6= α ∈ Si, the element si−α is a unit in R by assumption, hence the definition
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of f(s)(x) makes sense.

Consider the following set of monomials:

M = {xw; wi ≤ di − 1, i = 1, . . . , n}.

Take an arbitrary polynomial f from R[x], reduce it with G = {g1, . . . , gn} and denote

the remainder by r. Note that during this reduction process no divisions with ring elements

have to be made, hence the process is well defined. The fact that r is reduced with respect

to G just means that the degree of r is less than di in every xi, meaning that r is an

R-linear combination of monomials from M . During this reduction process we also obtain

polynomials h1(x), . . . , hn(x) ∈ R[x] such that deg(hi) ≤ deg(f)− di for all i and

f(x) = r(x) +
n∑
i=1

hi(x)gi(xi).

To finish the proof first note that f and r are equal as functions on S. Accordingly,

if we reduce elements of F with G, we obtain a collection of |S| polynomials which, as

functions, are independent over R, and each of them is a linear combination of monomials

from M . Using also that |M | = |S|, we infer that M , as a set of functions from S to R,

is also linearly independent over R, meaning that f ∈ I(S) if and only if r is the all zero

linear combination.

We remark that the proof actually gives that the polynomials g1, . . . , gn form a universal

Gröbner basis of I(S). When developing Gröbner theory over commutative rings instead

of fields one has to be cautious, for details we refer the reader to [1, Chapter 4].

From Theorem 6.7, using the original argument of Alon, one can easily deduce a version

of the Non-vanishing Theorem over commutative rings.

Theorem 6.8. ([31, Theorem 2]) Let R be a commutative ring, and let f(x) be a polyno-
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mial in R[x]. Suppose the degree deg(f) of f is
∑n

i=1 ti, where ti is a nonnegative integer,

and suppose that the coefficient of
∏n

i=1 x
ti
i in f is nonzero. Suppose further that S1, . . . , Sn

are subsets of R with |Si| > ti, and with the property that if s 6= s∗ ∈ Si, then s − s∗ is a

unit in R. Then there exists a vector s ∈ S = S1 × · · · × Sn, such that f(s) 6= 0.

Proof. The proof is essentially the same as the one in [3]. Clearly we may assume that

|Si| = ti + 1 for all i. Suppose that the result is false, i.e. f ∈ I(S), and for all i define

gi(xi) =
∏

s∈Si(xi − s). By Theorem 6.7 there are polynomials h1(x), . . . , hn(x) ∈ R[x]

such that deg(hj) ≤ deg(f)− deg(gj) =
∑n

i=1 ti − (tj + 1) for all j, for which

f(x) =
n∑
i=1

hi(x)gi(x).

Here the degree of hi(x)gi(x) is at most deg(f) =
∑n

i=1 ti, and if there are any monomi-

als of degree deg(f) in it, then they are divisible by x
|Si|
i = xti+1

i for a suitable i. It follows

that the coefficient of
∏n

i=1 x
ti
i on the right hand side is zero. However by our assumption

the coefficient of
∏n

i=1 x
ti
i on the left hand side is nonzero, and this contradiction completes

the proof.

In the case R = F, when we work over a field, the preceding results specialize to

Theorems 6.2 and 6.3. To see this, only note that if R is a field, then s − s∗ is always a

unit, whenever s and s∗ are different.

Next, as an application of Theorem 6.8, we present another generalization of [3, Theo-

rem 6.3] to the Boolean cube over a commutative ring R.

Theorem 6.9. ([31, Theorem 10]) Let R be a commutative ring, and let H1, . . . , Hm be

hyperplanes in Rn such that H1, . . . , Hm cover all the vertices of the unit cube {0, 1}n ⊆ Rn,

with the exception of 0. For i = 1, . . . ,m let (ai,x)− bi be the polynomial defining Hi. If∏m
i=1 bi 6= 0, then m ≥ n.
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Proof. The proof is essentially the same as the one in [3]. Assume that the assertion is

false, i.e m < n, and consider the polynomial

P (x) = (−1)n+m+1

m∏
j=1

bj

n∏
i=1

(xi − 1) +
m∏
i=1

[(ai,x)− bi].

The degree of this polynomial is clearly n, and the coefficient of
∏n

i=1 xi in P is

(−1)n+m+1

m∏
j=1

bj,

which is nonzero by assumption. By applying Theorem 6.8 with Si = {0, 1}, ti = 1, we

obtain a point s ∈ {0, 1}n for which P (s) 6= 0. This point is not the all zero vector, as

P vanishes on 0. But otherwise, if s 6= 0 then sj 6= 0 for some j and (ai, s) − bi = 0 for

some i (as s is covered by some hyperplane Hi), implying that P does vanish on s, and so

resulting a contradiction.

If we put R = Zn for some square-free integer n ∈ N, then in this particular case an

application of the original Non-vanishing Theorem over Fp, where p is a prime factor of n

for which
∏m

i=1 bi 6= 0 in Fp, proves the statement. However, if n has square factors, then

Theorem 6.8 appears to give a new result.

To finish this section, we remark that [31] also contains a common generalization of

Theorems 6.4 and 6.8. Similarly, as Theorem 6.4, this result is also due to Géza Kós and

Lajos Rónyai, and is included only for the sake of completeness.

Theorem 6.10. ([31, Theorem 4]) Let R be a commutative ring, f = f(x) ∈ R[x] be

a polynomial of degree
n∑
i=1

ti, where each ti is a nonnegative integer. Assume, that the

coefficient in f of the monomial xt11 x
t2
2 · · ·xtnn is nonzero. Suppose further that (S1,m1),

(S2,m2), . . . ,(Sn,mn) are multisets of R such that for the size di of (Si,mi) we have di > ti

(i = 1, . . . , n), and for each i if s 6= s∗ ∈ Si, then s− s∗ is a unit in R. Then there exists
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a point s = (s1, . . . , sn) ∈ S = S1 × · · · × Sn and an exponent vector u = (u1, . . . , un) with

ui < mi(si) for each i, such that fu(s) 6= 0.

6.3 The Combinatorial Nullstellensatz and the Non-

vanishing Theorem for balanced systems

In [37] we examined the possibility of extending the Combinatorial Nullstellensatz and the

Non-vanishing Theorem for a wider class of point sets, not merely discrete boxes.

Let again F be an arbitrary field and X ⊆ Fn a finite point set. For 1 ≤ k ≤ n define

the projection of X to the last n− k + 1 coordinates as

Xk = {(sk, . . . , sn) | ∃ s1, . . . , sk−1 ∈ F such that (s1, . . . , sn) ∈ X)} ⊆ Fn−k+1.

Theorem 6.11. ([37, Theorem 3.1]) For a nonempty finite set X ⊆ Fn and for positive

integers d1, . . . , dn the following are equivalent:

(i) Sm(I(X)) = {xu | ui < di for all 1 ≤ i ≤ n} with respect to the standard lex order.

(ii) The reduced Gröbner basis of I(X) with respect to the standard lex order is of the

form {F1, . . . , Fn}, where for all 1 ≤ i ≤ n we have lm(Fi) = xdii .

(iii) For all k = 1, . . . , n− 1 the size of

{s ∈ F | (s, sk+1, . . . , sn) ∈ Xk}

is dk for all (sk+1, . . . , sn) ∈ Xk+1, and |Xn| = dn.

Proof. First we prove that (i) and (ii) in Theorem 6.11 are actually equivalent for every

zero dimensional ideal and every term order.
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Lemma 6.12. Let I C F [x] be a zero dimensional ideal, ≺ an arbitrary term order and

d1, . . . , dn positive integers. Then with respect to ≺

Sm(I) = {xu | ui < di for all 1 ≤ i ≤ n}

if and only if the reduced Gröbner basis of I is of the form {F1, . . . , Fn}, where for all

1 ≤ i ≤ n we have lm(Fi) = xdii .

Proof. Fix an term order ≺ and suppose that for this Sm(I) = {xu | ui < di for all i}. By

assumption xdii is a leading monomial for all i, hence by Corollary 2.5 it has a represen-

tation by standard monomials. Denote the corresponding polynomial by Fi. The leading

monomial of Fi is clearly xdii , since any other monomial appearing in Fi is a standard

one. Now if we take any non-standard, i.e. leading monomial xu, then by the structure

of Sm(I) there will be an index j such that uj ≥ dj. This implies that lm(Fj)|xu, in

particular {F1, F2, . . . , Fn} is a Gröbner basis of I. Moreover, lm(Fi) = xdii cannot divide

a standard monomial (again by the structure of Sm(I)) neither lm(Fj) for j 6= i, meaning

that the family of polynomials {F1, F2, . . . , Fn} is a reduced Gröbner basis.

For the other direction, suppose that the reduced Gröbner basis of ICF [x] is of the form

{F1, F2, . . . , Fn}, where for all 1 ≤ i ≤ n we have that lm(Fi) = xdii . By the properties

of Gröbner bases, for any leading monomial xu ∈ Lm(I) there is an index i such that

lm(Fi) = xdii |xu. On the other hand, if for some monomial xu there is an index i such that

xdii |xu (i.e. di ≤ ui), then xu is the leading monomial of the polynomial xu

x
di
i

Fi ∈ I. These

facts together imply that Sm(I) = {xu | ui < di for all 1 ≤ i ≤ n}.

For (ii) =⇒ (iii) suppose that X ⊆ Fn is such that the reduced Gröbner basis of

I(X) with respect to the standard lex order is of the form G = {F1, . . . , Fn}, where for all

1 ≤ i ≤ n we have that lm(Fi) = xdii . The fact lm(Fi) = xdii implies that xj with j < i

78



C
E

U
eT

D
C

ol
le

ct
io

n

does not occur in Fi, i.e.

Fi ∈ F[xi, . . . , xn] ⊆ F[x1, . . . , xn].

For k = 1, 2, . . . , n put Gk = {Fk, Fk+1, . . . , Fn} and Ik = 〈Gk〉CF[xk, . . . , xn]. As a special

case we have that G = G1 and I(X) = I1.

Lemma 6.13. If a polynomial f ∈ F[xk, . . . , xn] reduces to 0 using G inside F[x1, . . . , xn],

then it reduces to 0 using Gk inside F[xk, . . . , xn].

Proof. Take a reduction process for f inside F[x1, . . . , xn] that results 0. We claim that this

reduction process takes place actually inside F[xk, . . . , xn]. The first step in the reduction

of f by G can only be by a polynomial g ∈ Gk ⊆ G, as only these have their leading term

in F[xk, . . . , xn]. For the polynomial f̃ , obtained after the first reduction step we again

have f̃ ∈ F[xk, . . . , xn] as Gk ⊆ F[xk, . . . , xn]. The claim now follows by induction on the

length of the reduction process.

Lemma 6.14. Gk is the reduced Gröbner basis of Ik for 1 ≤ k ≤ n.

Proof. Recall that by Buchberger’s theorem (see Proposition 2.10) Gk is a Gröbner basis of

Ik if and only if the S-polynomial (see Definition 2.11) of any two polynomials in Gk can be

reduced to 0 using Gk inside F[xk, . . . , xn]. Now take Fi, Fj, k ≤ i < j ≤ n, and let S(Fi, Fj)

be their S-polynomial. Since G is a Gröbner basis of I(X), S(Fi, Fj) ∈ F[xi, . . . , xn] can

be reduced to 0 using G inside F[x1, . . . , xn], and so by Lemma 6.13 it can be reduced to

0 using Gi ⊆ Gk inside F[xi, . . . , xn] ⊆ F[xk, . . . , xn].

The fact that Gk is reduced easily follows as it is a subset of G which is a reduced

basis.

It is easily seen that Ik is a zero dimensional ideal, however a bit more is true.
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Lemma 6.15. I(Xk) = Ik

Proof. Ik ⊆ I(Xk) follows directly from the definitions. For the other direction let f be

an arbitrary polynomial from I(Xk)C F[xk, . . . , xn]. Since Gk is a Gröbner basis of Ik, to

prove that f ∈ Ik it suffices to show that it can be reduced to 0 using Gk. By the definition

of Xk the fact that f ∈ I(Xk)C F[xk, . . . , xn] implies that f ∈ I(X), and hence it can be

reduced to 0 using the Gröbner basis G inside F[x1, . . . , xn]. Again by Lemma 6.13 this

means that it can be reduced to 0 using Gk inside F[xk, . . . , xn] as well.

Lemma 6.14 and 6.15 together imply that Gk = {Fk, . . . , Fn} is the reduced Gröbner

basis of the vanishing ideal I(Xk)C F[xk, . . . , xn]. Now Lemma 6.12 implies that

Sm(I(Xk)) = {xukk · · · x
un
n | ui < di for all k ≤ i ≤ n},

and hence by the properties of standard monomials of vanishing ideals of finite point sets

we get that |Xk| = |Sm(I(Xk))| =
∏n

i=k di, in particular |Xn| = dn.

Independently from the proof, we remark that from the general properties of elimination

term orders (see [1, Theorem 2.3.4]) we know that Gk is a Gröbner basis (and hence an

ideal basis) of the elimination ideal I(X) ∩ F[xk, . . . , xn] as well, and hence

I(X) ∩ F[xk, . . . , xn] = I(Xk).

Now fix 1 ≤ k ≤ n− 1, let (sk+1, . . . , sn) ∈ Xk+1 and put h(xk) = Fk(xk, sk+1, . . . , sn).

h is a polynomial in F[xk] of degree dk. If s ∈ F is such that (s, sk+1, . . . , sn) ∈ Xk, then

h(s) = Fk(s, sk+1, . . . , sk) = 0, i.e. s is a root of h. By the degree bound on h, the number

of such elements s is at most dk. However |Xk| = dk · |Xk+1|, what is possible only if for all

fixed (sk+1, . . . , sn) ∈ Xk+1 the number of suitable elements s is exactly dk. This finishes

the (ii) =⇒ (iii) part of the proof.
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To complete the proof of Theorem 6.11, suppose that the finite set X ⊆ Fn satisfies the

given combinatorial condition, i.e. for all k = 1, . . . , n− 1 the size of

{s ∈ F | (s, sk+1, . . . , sn) ∈ Xk}

is dk for all (sk+1, . . . , sn) ∈ Xk+1, and |Xn| = dn. Let A be the set of all field elements

occurring as a coordinate in X and put m = |A| − 1. For i = 1, . . . , n fix some injective

functions ϕi : A −→ {0, 1, . . . ,m} ⊆ R, and using them, define X̂ ⊆ {0, 1, . . . ,m}n ⊆ Rn as

in Proposition 2.17. By the injectivity of the ϕi’s X̂ inherits from X its structural property,

i.e. for all 1 ≤ k ≤ n− 1 the number of elements α for which (α, αk+1, . . . , αn) ∈ X̂k is dk

for all (αk+1, . . . , αn) ∈ X̂k+1, and |X̂n| = dn. However this strict structure immediately

implies that after applying downshifts in a suitable order we get that

Dn(Dn−1(. . . D1(X̂) . . . )) = {u ∈ Nn | ui < di for all i},

and hence using Proposition 4.5 and Proposition 2.17

{xu | ui < di for all 1 ≤ i ≤ n} = Sm(I(X̂)) = Sm(I(X)).

This finishes the proof of Theorem 6.11.

We remark that Theorem 6.11 remains true if we replace the standard lex order with

another lex order based on some permutation σ ∈ Sn, only that projections have to be

defined with respect to the appropriate ordering of the variables, i.e.

Xσ
k = {(sk, . . . , sn) | ∃ s1, . . . , sk−1 ∈ F such that (sσ−1(1), . . . , sσ−1(n)) ∈ X)} ⊆ Fn−k+1,

and accordingly part (iii) of the theorem also has to be modified:
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(iii)σ For all k = 1, . . . , n− 1 the size of

{s ∈ F | (s, sk+1, . . . , sn) ∈ Xσ
k }

is dσ(k) for all (sk+1, . . . , sn) ∈ Xσ
k+1, and |Xσ

n | = dσ(n).

There are several examples of point sets that satisfy the structural property in part

(iii) of Theorem 6.11.

Example 6.16. Let S = S1 × · · · × Sn be a discrete box as in Alon’s original Nullstel-

lensatz. Here we have di = |Si| and Fi(xi, . . . , xn) = Fi(xi) =
∏

s∈Si(xi − s), i = 1, . . . , n.

This example shows that Theorem 6.11 is indeed in some sense a generalization of the

Combinatorial Nullstellensatz.

Example 6.17. Let a1, . . . , an be different elements from F, and consider all possible

permutations of these elements as vectors in Fn.

Pn(a1, . . . , an) = {(aπ(1), aπ(2), . . . , aπ(n)) | π ∈ Sn},

where Sn is the symmetric group of degree n. The reduced Gröbner basis of the vanishing

ideal I(Pn(a1, . . . , an)) with respect to the lex order was determined in [26]. There we have

di = i for 1 ≤ i ≤ n. For the precise polynomials and proofs see [26].

Example 6.18. Let A be an n× n matrix with entries ai,j, 1 ≤ i, j ≤ n from the field F,

and suppose that each column contains n different elements, i.e. ai1j 6= ai2j for all j and

i1 6= i2. Put

P(A) = {(a1π(1), a2π(2), . . . , anπ(n)) | π ∈ Sn},

where Sn is the symmetric group of degree n. Sets of the form P(A) are the generalizations

of permutations, and clearly satisfy the combinatorial condition (iii) from Theorem 6.11.
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In connection with norm graphs (see [5]), the polynomials

fi(x1, . . . , xn) =
n∏
j=1

(xj − aij), i = 1, . . . , n

turn up, where the field elements aij satisfy the same condition as above. Their set of

common zeros is exactly P(A).

For simplicity, above we considered only the standard lex order, however, because of

their symmetry, all 3 examples behave similarly for other lex orders as well.

Example 6.19. For this example let F = C and for n > 1 different nonzero complex

numbers z1, z2, . . . , zn put

f(x, y) = xn − y,

g(y) = (y − z1)(y − z2) · · · (y − zn).

For 1 ≤ i ≤ n let wi ∈ C be one nth root of zi, and let ε ∈ C be a primitive nth root of

unity. The vanishing set of I = 〈f, g〉C C[x, y] is

X = {(εkwi, zi) | 1 ≤ i, k ≤ n} ⊆ C2.

X clearly possesses the desired combinatorial property with d1 = d2 = n, and hence by

Theorem 6.11 for the lex order we have Sm(I(X)) = {xαyβ | α, β < n}. f, g ∈ I(X) by

definition, moreover, using f and g any polynomial h ∈ C[x, y] can be reduced to some

polynomial h̃ whose degree is smaller than n both in x and in y, and so h̃ is a linear

combination of standard monomials. This implies that f and g form a reduced Gröbner

basis of I(X) with respect to the lex order, in particular I(X) = 〈f, g〉.

Similar examples can be given in higher dimensions as well.

A Gröbner basis G is called degree reducing, if for every element g ∈ G the leading
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monomial lm(g) is the unique monomial of maximal degree, i.e. deg(lm(g)) = deg(g)

and for any other monomial xu occurring in g with a nonzero coefficient we have that

deg(xu) < deg(lm(g)).

If X ⊆ Fn is such that I(X) has a degree reducing Gröbner basis, then the original

proof of the Non-vanishing Theorem from [3] applies to obtain:

Proposition 6.20. ([37, Proposition 3.7]) Let X ⊆ Fn be a nonempty set such that I(X)

has a degree reducing Gröbner basis G for some term order. If a polynomial f ∈ F [x] of

degree d contains a standard monomial for I(X) of degree d with nonzero coefficient, then

there is some point s ∈ X where f does not vanish, i.e. f(s) 6= 0.

Proof. Denote the elements of G by g1, . . . , gt and let w be the exponent vector of the

standard monomial of degree d appearing in f with a nonzero coefficient. Suppose by

contradiction that the statement is false, i.e. f ∈ I(X). As G is a degree reducing Gröbner

basis of I(X), the polynomial f can be reduced to 0 using G, and during this reduction

process no terms of degree more the d can appear, meaning that at the end we obtain a

representation

f(x) =
t∑
i=1

hi(x)gi(x),

where h1, . . . , ht ∈ F [x] and deg(higi) ≤ deg(f) for every i. The coefficient of xw on the

left side is nonzero by assumption, hence so it must be on the right side. Because of the

degree bounds on the summands this is possible only if xw = lm(hi) · lm(gi) for some i.

However in this case lm(gi)|xw and so the polynomial xw

lm(gi)
· gi(x) shows that xw cannot

be a standard monomial, which is a contradiction.

Note that in the original case of the Non-vanishing Theorem in [3] the polynomials

g1, . . . , gn formed a universal degree reducing Gröbner basis. An interesting feature of

Example 6.19 is that it provides an example of a finite point set that is not a discrete box,

but we still have a degree reducing Gröbner basis and hence a Non-vanishing Theorem.
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Moreover, in this case, by Theorem 6.11, the condition from Proposition 6.20, that there

is a standard monomial of maximal degree, reduces to a simple degree bound as in the

original Non-vanishing Theorem.

We also remark, as pointed out by Gábor Hegedűs, that, according to Theorem 3.6

and Theorem 4.6, shattering-extremal families and extremal vector systems from Part I

provide us other examples of finite point sets with degree reducing Gröbner bases. For

this only note that x2i − xi for i ∈ [n], polynomials of the form fS,H for H ⊆ S ⊆ [n] (see

Definition 3.8) and degree dominated polynomials (see Definition 4.2) are all special types

of polynomials with a leading monomial being the unique monomial of maximal degree. In

this case however the condition from Proposition 6.20 may be harder to check. It would

be interesting to find combinatorial problems where the Non-vanishing Theorem, applied

to extremal systems, would work.

Example 6.21. For our last example suppose that for 1 ≤ i ≤ N we are given positive

integers di1, . . . , dini and a point set X(i) ⊆ Fni satisfying property (iii) from Theorem 6.11.

By Theorem 6.11 the vanishing ideal I(X(i))CF[xi1, . . . , xini ] has a reduced Gröbner basis

Gi = {Fi1, . . . , Fini} such that lm(Fij) = x
dij
ij , 1 ≤ j ≤ ni with respect to the ”standard”

lex order ≺i (for which xini ≺i xi(ni−1) ≺i · · · ≺i xi1). Now let

X = X(1) ×X(2) × · · · ×X(N) ⊆ F
N∑
i=1

ni
,

G =
N⋃
i=1

Gi

and ≺ be the ”standard” lex order for which xNnN ≺ · · · ≺ xN1 ≺ x(N−1)nN−1
≺ · · · ≺ x11.

From the construction it follows that X satisfies the given combinatorial property as well,

so by Theorem 6.11 for the lex order ≺ we have

Sm(X) = {xu | uij < dij for all 1 ≤ i ≤ N and 1 ≤ j ≤ ni}.
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On the other hand, using G, any polynomial f in the variables xij, 1 ≤ i ≤ N , 1 ≤ j ≤ ni

can be reduced to a form f̃ where the degree in each variable xij is less than dij, and so f̃ is

the linear combination of standard monomials. These imply that G is a reduced Gröbner

basis of I(X).

This direct product construction allows us to combine the earlier examples and to

obtain more complicated ones.

In Example 6.19 we introduced a wider class of point sets, not merely discrete boxes,

where the Non-vanishig Theorem holds in its full generality. The conditions of Theorem

6.11 are in general not sufficient for the Non-vanishing Theorem to hold. For example in

the case of permutations (Example 6.17), the polynomial

f(x1, . . . , xn) =
n∑
i=1

xi −
n∑
i=1

ai

has standard monomials in its maximal degree part (x2, x3, . . . , xn are all standard mono-

mials), but it vanishes on the whole set of permutations, it is actually a member of the

reduced Gröbner basis. It would be interesting to develop an understanding of the finite

sets X ⊆ Fn for which a version of the Non-vanishing Theorem holds.
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trees. Annales Universitatis Scientiarum Budapestinensis de Rolando Eötvös Nomi-
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