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Ákos K. Matszangosz

Supervisor: László Fehér
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Introduction

The focus of this thesis are certain U(1)-manifolds, whose fixed point manifold is half-dimensional.

We show that under certain additional conditions, the rational cohomology ring of the space is

isomorphic to the cohomology ring of its fixed point set with the degrees halved.

Such a phenomenon was first observed by Borel and Haefliger [BH61], for the Z2-action of

complex conjugation on complex algebraic varieties for mod 2 coefficient cohomology. The Borel-

Haefliger theorem (Theorem 3.1.4) states that if XC is a smooth variety, which is the complexi-

fication of the real variety XR, and H∗(XR;F2) and H∗(XC;F2) are additively generated by real

algebraic cycles and their complexifications respectively, then the complexification map is a mul-

tiplicative degree doubling isomorphism.

More recently, Hausmann, Holm and Puppe [HHP05] introduced a class of (topological) Z2-

spaces called conjugation spaces with such a degree-halving ring isomorphism

κ : H2∗(X;F2)→ H∗(XΓ;F2),

using equivariant cohomology. The relationship of conjugation spaces to the Borel-Haefliger the-

orem in terms of geometrically defined cycles was examined and clarified in a paper of van Hamel

[VH07].

The other main theorem in the paper of Borel and Haefliger (Theorem 3.2.12) relates equiv-

ariant fundamental classes of real and complex singularity loci, also known as Thom polynomials.

The theorem states that the Thom polynomial of a complexified singularity locus ηC expressed

in terms of Chern classes is the same as the Thom polynomial of the real singularity locus ηR

expressed in terms of Stiefel-Whitney classes - mod 2:
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INTRODUCTION

tp(ηC; mod 2) = p(c∗, c
′
∗; mod 2) ⇐⇒ tp(ηR) = p(w∗, w

′
∗) (1)

Our primary objective in this thesis is to obtain analogues of the first Borel-Haefliger theorem

and Hausmann, Holm and Puppe’s theory of conjugation spaces for U(1)-actions and rational

coefficient cohomology. We also prove a theorem similar to (1) but relating (rational) Thom poly-

nomials of real singularities in Pontryagin classes to Thom polynomials of complex singularities

in Chern classes.

In this thesis we extend the definition of conjugation spaces to U(1)-spaces and rational coef-

ficient cohomology and we call the resulting spaces circle spaces (Definition 2.1.3). Hausmann,

Holm and Puppe’s ‘topological’ definition of conjugation spaces generalizes without any modifica-

tions. However, van Hamel’s ‘geometric’ proof of the Borel-Haefliger theorem requires a slightly

different approach. Namely, it requires an interpretation of the main coefficient αd of the restriction

of an equivariant fundamental class [Z ⊆ X]Γ to the fixed point set XΓ:

[Z ⊆ X]Γ|XΓ = αdu
d + . . .+ α1u+ α0,

where H∗Γ(XΓ) ∼= H∗(XΓ)[u]. Our approach uses the equivariant excess intersection formula. By

using circle spaces, we obtain the following generalized Borel-Haefliger theorem (Theorem 3.1.1,

see also Remark 3.1.2 iii))

Theorem. Let Γ = U(1) and let X be a compact oriented Γ-manifold, whose rational cohomol-

ogy groups are additively generated by good U(1)-invariant cycles [Zi], such that codimR Zi =

2 codimR Z
Γ
i . Assume that the U(1)-equivariant normal bundle ν(XΓ ↪→ X) has only one weight

λ ∈ Z. Then the assignment sending [Zi] to [ZΓ
i ] determines a degree-halving multiplicative iso-

morphism between H2∗(X;Q) and H∗(XΓ;Q).

Our main examples of circle spaces are real partial flag manifolds FlR2D, parametrizing flags of

real, even dimensional subspaces (Theorem 4.2.2). This allows us to complete the geometric

part of the Casian-Kodama conjecture [CK13] about the cohomology ring structure of real Grass-

mannians. Namely, we obtain a description of the cohomology ring of Grassmannians in terms of
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fundamental classes of Schubert cycles (Propositions 4.2.7, 4.2.8 and 4.2.9). Other examples

of circle spaces include quaternionic flag manifolds (Theorem 4.2.13).

The definition and properties of conjugation spaces also extend to Sp(1)-actions, we are aware

of two such spaces: the octonionic flag manifolds OP 2 and Fl(O) (Theorem 4.3.4). We call

conjugation spaces, circle spaces and their Sp(1)-analogues collectively halving spaces.

Returning to the context of conjugation spaces, a result of Franz and Puppe [FP06] (Theorem

2.2.10) relates certain equivariant cohomology classes to Steenrod squares. Applying the excess

intersection formula yields an alternative proof of this result in the algebraic case (Proposition

2.2.11).

One of our motivations for determining the cohomology rings of real flag manifolds in terms

of Schubert cycles was to obtain lower bounds in real enumerative geometry. Schubert calculus

over the real numbers is still not completely understood, and it is a subject of investigation, see

[Sot97], [Vak06], [MTV09], [BL].

In the real case, the number of solutions to a real Schubert problem (Section 4.4) depends

on the configuration. An upper bound is given by the number of complex solutions, which is

independent of the configuration. A natural goal is to obtain a lower bound. The cohomological

product of the Schubert cycles is a signed sum of the solutions, so it gives such a lower bound.

This was our motivation to determine the cohomology ring structure of flag manifolds in terms

of Schubert cycles. In particular, we get that the number of solutions of a ‘double’ real Schubert

problem is bounded below by the number of the half sized complex one (Proposition 4.4.1).

The cohomology ring structure of general real flag manifolds FlRD in terms of characteristic

classes is well-understood by the theory of Cartan (see Proposition C.2.3). However, translating

this description to Schubert cycles, appears to be not well understood, and nontrivial combinato-

rially. We attempt to illustrate this in Appendix F. We hope that these computations could be a

step towards understanding the cohomology rings of real flag manifolds in terms of Schubert cycles.

We also obtain an extension of the other Borel-Haefliger theorem (1) mentioned above, which

we call the equivariant Borel-Haefliger theorem (Theorem 3.2.10). A simple version is the

following:
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INTRODUCTION

Theorem. Let Γ = U(1) act on G = i GL(2ni,R) by inner automorphisms where U(1) ↪→ G is

identified with the diagonal circle subgroup, with fixed point set GΓ = i GL(ni,C). Let G and Γ

act on a real vector space V compatibly and let Z ⊆ V be a G-cycle that is also Γ-invariant and

dimR Z = 2 dimR Z
Γ. Then the same polynomial expresses [Z]G and [ZΓ]GΓ, i.e.

[Z]G = q(p∗) ⇐⇒ [ZΓ]GΓ = q(c∗)

where H∗G
∼= Q[p∗] and H∗GΓ

∼= Q[c∗], and by p∗ and c∗ we abbreviate the set of universal charac-

teristic classes cij, p
i
j, j = 1, . . . , ni.

More generally, the equivariant Borel-Haefliger theorem holds for Γ = Z2,U(1), Sp(1) acting

on groups G, such that BG is a halving space in a well-defined sense. We call such groups G

halving groups ; for their precise definition, see Definition 3.2.5.

The equivariant Borel-Haefliger theorem can be used to deduce the equivariant fundamental

class of matrix Schubert varieties (Theorem 5.4.3), the real Thom polynomials of the Thom-

Boardman singularities Σ2i
R (2`) originally computed by Ronga (Theorem 5.2.1), and Thom poly-

nomials in equioriented An quivers (Theorem 5.3.6).

A subtle point which reappears throughout the thesis is that not all real algebraic varieties

have fundamental classes over Z. Over F2, real algebraic varieties are cycles, as was shown by

Borel and Haefliger. However, since we will be interested in fundamental classes over Z, cycleness

requires careful verification in every case.

The structure of the thesis is the following.

In Chapter 1, we review some preliminaries we will use, namely equivariant formality, equiv-

ariant localization and the excess intersection formula. We state the excess weight lemma (Lemma

1.2.14), which is the main ingredient in the proof of the generalized Borel-Haefliger theorem.

In Chapter 2, we introduce halving spaces, which are a collective term we use for conjugation

spaces, circle spaces and their quaternionic analogue. We also prove their main properties (Cor.

2.1.5, 2.1.6, Prop. 2.2.5) and give a sufficient condition for a space to be a halving space (Lemma

2.2.8).
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In Chapter 3, we state and prove the generalized and equivariant Borel-Haefliger theorems

(Thm. 3.1.1 and 3.2.10). We also introduce halving groups (Def. 3.2.5), which are the central

objects in the equivariant Borel-Haefliger theorem. We prove the halving bundle lemma (Lemma

3.3.2), which informally states that if F → E → B is a fiber bundle whose fiber and base are

halving spaces, then E is also a halving space. This is the main ingredient in the proof of the

equivariant Borel-Haefliger theorem.

In Chapter 4, we apply the generalized Borel-Haefliger theorem to real, quaternionic and octo-

nionic flag manifolds (Thm. 4.2.2, 4.2.13 and 4.3.4) and determine their cohomology ring structure

in terms of geometrically defined cycles. We deduce some consequences of these descriptions in

enumerative geometry (Prop. 4.4.1, 4.4.3).

In Chapter 5, we give examples for halving groups (Ex. 5.1.1, 5.1.2). We apply the equivariant

Borel-Haefliger theorem to compute real matrix Schubert varieties, real quiver Thom polynomials

and real and quaternionic equivariant Schubert classes (Thm. 5.2.1, 5.3.6, 5.4.3, 5.4.4, Prop. 5.5.1,

5.5.3).

This concludes the main part of the thesis. In the Appendix we include some computations

and some more classical material, for the convenience of the reader and to make this work more

self-contained.

In Appendix A we discuss the notions of fundamental classes of real varieties and stratified

spaces we use, and give sufficient conditions for their existence.

In Appendix B, we discuss the definition and classification of R-spaces also known as gener-

alized real flag manifolds, since all our examples of halving spaces are instances of R-spaces. We

also discuss some of the geometry of R-spaces, for instance their Schubert cell decomposition.

In Appendix C, we discuss some aspects of the additive and multiplicative structure of the

cohomology of classical real flag manifolds FlD(RN). In particular, we compute the incidence

coefficients in the Vassiliev complex (Prop. C.1.8, C.1.11) and the Borel-Cartan type description

of H∗(FlD(RN);Q) (Prop. C.2.3). We also determine the rational cycles for FlR2D (Prop. C.1.9)

In Appendix D we carry out some elementary representation theoretic computations, that

are used in Theorems 4.2.2 and 4.2.13.

In Appendix E we discuss equivariant principal bundles in the sense of tom Dieck, as these

are central objects in the equivariant Borel-Haefliger theorem.
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INTRODUCTION

In Appendix F we include some tables listing Schubert generators for the rational cohomology

rings of real flag manifolds.

xvi

C
E

U
eT

D
C

ol
le

ct
io

n



Chapter 1

Preliminaries

There is a class of Γ-spaces called equivariantly formal spaces [GKM97] with the nice property

that H∗Γ(X) is a free H∗Γ-module. One of the necessary conditions for a Γ-space X to be a halving

space is equivariant formality. In Section 1.1 we discuss some of the properties of equivariantly

formal spaces.

The main ingredient in our proof of the generalized Borel-Haefliger theorem is a lemma we

call the excess weight lemma (Lemma 1.2.14), which is a corollary of the (equivariant) Excess

Intersection Formula. It gives a geometric description of the main coefficient in the restriction

of an equivariant fundamental class to the fixed point set. In Section 1.2, we state the Excess

Intersection Formula, deduce the lemma and refer to Quillen’s paper [Qui71a] for further details.

In this thesis, equivariant cohomology signifies Borel-equivariant singular cohomology H∗Γ(X;R) =

H∗(BΓX;R). We will deal with manifolds, and by manifold and submanifold we always mean

smooth manifolds and submanifolds. We expect that with enough care, some of the discussion

generalizes to topological, even cohomological manifolds, however we will not need this generality.

1.1 Equivariant cohomology

The Leray-Hirsch theorem states that for a fiber bundle F → E → X, if the restriction to the

fiber H∗(E)→ H∗(F ) has a section, then it induces an isomorphism H∗(E) ∼= H∗(F )⊗R H∗(X)

of H∗(X)-modules. In slightly more technical terms, the degeneration of the Leray-Serre spectral
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CHAPTER 1. PRELIMINARIES

sequence follows from the existence of a section of the edge homomorphism. A Γ-space X is said to

be equivariantly formal, if this condition is satisfied for the bundle X → BΓX → BΓ, in particular

H∗Γ(X) ∼= H∗(X)⊗H∗Γ as H∗Γ-modules.

In general the Leray-Hirsch theorem only gives information about the H∗Γ-module structure of

H∗Γ(X), but not about the ring structure. Halving spaces are a special class of equivariantly formal

Γ-spaces X, with the property that even though the action on X is nontrivial, the cohomology ring

structure H∗Γ(X) is isomorphic to a tensor product H∗(X)⊗RH∗Γ. In this section we discuss some

sufficient conditions for equivariant formality. By fiber bundles – unless explicitly mentioned– we

mean continuous fiber bundles over an arbitrary topological space.

1.1.1 Equivariant formality

Let R be a principal ideal domain. We need the following form of the Leray-Hirsch theorem (e.g.

[Hat02, Theorem 4D.1]):

Theorem 1.1.1 (Leray-Hirsch). Let p : E → X be a fiber bundle with fiber F over a connected base

X. If H∗(F ;R) is a finitely generated free R-module in every degree, and ρ : H∗(E;R)→ H∗(F ;R)

has a graded R-module section σ, then the induced map

σ̂ : H∗(F ;R)⊗R H∗(X;R)→ H∗(E;R)

is a H∗(X;R)-module isomorphism.

A bundle satisfying the conditions of the theorem is called Leray-Hirsch, and we will call a

section σ as in the theorem a Leray-Hirsch section. Such a section σ is by no means unique, and

all choices of a section determine an isomorphism as above. The section σ is sometimes also called

a cohomology extension of the fiber [tD87, III.1.12].

Recall the following well-known sufficient condition, see e.g. [Tu17]:

Proposition 1.1.2. Let F → E → X be a fiber bundle where X is simply connected and the coho-

mology of F and X are concentrated in even degrees. Then E is Leray-Hirsch and its cohomology

is concentrated in even degrees.
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1.1. EQUIVARIANT COHOMOLOGY

Proof. By simply connectedness of X, the Leray-Serre spectral sequence of E has E2-page Ep,q
2 =

Hp(F ;Hq(X)). By evenness, all differentials are zero, the spectral sequence degenerates on the

E2-page, so E is Leray-Hirsch, and therefore has nonzero cohomology only in even degrees.

Let Γ be a Lie group and let X be a Γ-space. We want to apply the Leray-Hirsch theorem to

the Borel construction BΓX → BΓ which motivates the following definition: A Γ-space X is said

to be equivariantly formal if BΓX → BΓ satisfies the condition of the Leray-Hirsch theorem.

A surjective map onto a free R-module always has a section. In case R is a field, every R-

module is free. So with field coefficients equivariant formality can also be defined as ρ being

surjective [GKM97]. From now on, we will usually make the simplifying assumption that R is a

field. The following simple Proposition can be useful:

Proposition 1.1.3. Let F be a Γ-equivariantly formal space. Then any fiber bundle E = P×ΓF →
X with fiber F and structure group Γ over a paracompact base X is Leray-Hirsch.

Proof. Let K : X → BΓ be the classifying map of P and let K̃ : E → BΓF be the covering map.

The restriction ρ : H∗Γ(F ) → H∗(F ) factors through H∗(E) via K̃∗. If σ is a section of ρ, then

K̃∗ ◦ σ is a section of H∗(E)→ H∗(F ).

A more geometric sufficient condition is given by

Proposition 1.1.4. Let Γ be a connected Lie group or let the coefficients of cohomology be R = F2.

If the cohomology of the smooth Γ-manifold X is freely generated as an R-module by Γ-invariant

cycles, finitely many in each degree, then X is Γ-equivariantly formal.

Proof. Existence of equivariant classes [Z]Γ is the content of Proposition A.3.2, which provides a

Leray-Hirsch section σ : [Zi] 7→ [Zi]Γ defined on a system of additive generators [Zi].

If Γ is not connected and R = Q, the Proposition generalizes under an extra condition, see

Proposition A.3.2 c).

1.1.2 Equivariant localization

If X is a finite dimensional Γ-manifold, then the cohomological restriction map to the fixed point

set XΓ becomes an isomorphism after inverting Euler classes, if
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CHAPTER 1. PRELIMINARIES

a) (Γ, R) = (U(1)k,Q), by Borel [Bor60], Quillen [Qui71b],

b) (Γ, R) = (Zk2,F2) see e.g. [AP93, Corollary 3.1.8.].

This statement is often called equivariant localization theorem. There is also a localization theorem

for noncommutative compact Lie groups, however one has to be more careful, in particular certain

orbit types must be forbidden, see [tD87, p. 192]. For example, if Γ = SU(2), then SU(2)/U(1)

should not appear as an orbit, which is a rather stringent condition, so the localization is rarely

an isomorphism in the nonabelian case.

Proposition 1.1.5. Let (Γ, R) be one of a) or b) and let X be an equivariantly formal Γ-manifold.

Then the restriction r : H∗Γ(X)→ H∗Γ(XΓ) is injective.

Proof. Localization induces a commutative diagram:

H∗Γ(X)� _
l1
��

r // H∗Γ(XΓ)� _

l2
��

S−1H∗Γ(X) S−1r
∼=
// S−1H∗Γ(XΓ)

Since H∗Γ(X) is a free H∗Γ-module by equivariant formality, l1 is injective and l2 is always injective.

Commutativity implies that r is also injective.

1.2 Excess intersection formula

The main tool in our proof of the generalized Borel-Haefliger theorem is the (equivariant) excess

intersection formula. Namely, it has a Corollary which we call excess weight lemma, describing

the restriction of an equivariant fundamental class [Z ⊆ X]Γ to the fixed point set [Z ⊆ X]Γ|XΓ .

In this section we introduce the excess intersection formula and state it in the form that is

needed for us. Although we only need these notions in the special case of ordinary singular

Borel-equivariant cohomology, Quillen’s treatment [Qui71a] being so elegant, we didn’t see any

disadvantage to state it in its general form.
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1.2. EXCESS INTERSECTION FORMULA

1.2.1 Excess intersection formula

Whereas cohomology theories are contravariant functors on TOP, oriented cohomology theories

h∗ have an additional functorial property: for oriented proper maps between smooth manifolds

f : X → Y , there is an induced morphism f! : h∗(X) → h∗(Y ) called Gysin map, see Appendix

A.4. For cartesian diagrams (transversal intersections), Gysin maps commute with pullbacks. For

diagrams that are no longer cartesian, there is a correction term involved which is described by

the excess intersection formula which holds for the more general case of clean intersections.

Clean intersection, excess bundle

Smooth submanifolds Y, Z ↪→ X are said to intersect cleanly , if their intersection W := Y ∩ Z is

a submanifold and TY |W ∩ TZ|W = TW . The excess bundle of a clean intersection is η(Y, Z) :=

TX|W/(TY |W + TZ|W ). Denoting the inclusion maps

W �
� j //� _

g
��

Z� _

f
��

Y �
� i // X

(EIF)

the relations νi|W ∼= νj⊕η and νf |W ∼= νg⊕η hold: for clean intersections the defining short exact

sequence of η induces

0 // (TY |W + TZ|W )
/
TZ|W︸ ︷︷ ︸

νg

// TX|W
/
TZ|W︸ ︷︷ ︸

νf |W

// η // 0

where the first term is isomorphic to νg by the isomorphism theorems. If f, g are cooriented, then

there is a unique compatible orientation on η such that νf |W = νg ⊕ η as oriented bundles, see

Remark A.1.5.

Remark 1.2.1. • The direct sum orientation depends on the order of νg ⊕ η, so let us adopt this

convention.

• If f, i, j are cooriented, then νg is orientable, with a unique compatible orientation satisfying

νf |W ⊕ νj = νi|W ⊕ νg

as oriented bundles. This can be useful for clean intersections ZΓ = XΓ∩Z, as the normal bundles

of fixed point sets are often oriented.
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CHAPTER 1. PRELIMINARIES

The equivariant excess intersection formula

The excess intersection formula describes how Gysin maps commute with pullbacks in the case

of clean intersections W = Y ∩ Z. The nonequivariant proof of the excess intersection formula

adapts to oriented cohomology theories (see also Appendix A.4):

Theorem 1.2.2 ((Equivariant) Excess Intersection Formula). Let Y, Z ↪→ X be Γ-invariant

smooth submanifolds which intersect cleanly. Using the notations of (EIF), assume that f, g

are cooriented. Then for all z ∈ h∗Γ(Z),

i∗f!z = g!(j
∗z · e(η))

in h∗Γ(Y, Y \W ) where η is compatibly oriented with f and g.

Proof. The main observation is that j∗νf splits as Γ-equivariant bundles νg ⊕ η; let j0 : νg → j∗νf

be the inclusion. The theorem follows from the following diagram

h∗Γ(W ) oo
j∗

τj∗νf

))
τg(e(η)·)
��

g!(e(η)·)

%%

h∗Γ(Z)

τf
��

f!

xxxx

h̃
∗+cf
Γ (Th(νg)) oo

j∗0

��

h̃
∗+cf
Γ (Th(j∗νf )) oo

Th(j)∗

h̃
∗+cf
Γ (Th(νf ))

��

h
∗+cf
Γ (Y, Y \W ) oo i∗

h
∗+cf
Γ (X,X\Z)

whose commutativity follows from naturality of Thom classes and excision, the definitions and the

following lemma, which is a simple corollary of the definitions:

Lemma 1.2.3. Let Em, F n be Γ-equivariant complex oriented bundles over X. Then

h̃∗+m+n
Γ (Th(E ⊕ F ))

Th(i)∗ //
OO
τE⊕F

h̃∗+m+n
Γ (Th(E))

h∗Γ(X)
τE(e(F )·)

55

commutes where i : E → E ⊕ F .
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1.2. EXCESS INTERSECTION FORMULA

Remark 1.2.4. One can change the orientation of g, then g! also changes. However then the induced

orientation on η also changes, changing e(η), so that the right hand side remains invariant.

Applications

Next we apply the excess intersection formula to the fixed point set ZΓ ↪→ XΓ of a Γ-invariant

submanifold Z ↪→ X:

Corollary 1.2.5. Let Γ = U(1). Let Z ↪→ X be a Γ-invariant oriented smooth submanifold. Then

Z ∩XΓ is a clean intersection and all maps in

ZΓ � � j //� _

g
��

Z� _

f
��

XΓ � � i // X

can be compatibly oriented, and with these orientations

i∗f!z = g!(j
∗z · e(η))

in h∗Γ(XΓ, XΓ\ZΓ).

Proof. XΓ ∩ Z = ZΓ is a clean intersection by the slice theorem [GGK02, Theorem B.24]. Also,

j : ZΓ ↪→ Z and i : XΓ ↪→ X have Γ-equivariant normal bundles with no trivial Γ-representations

(no zero weights), again by the slice theorem. This induces orientations on j and i. Together

with the orientation of f , this induces a compatible orientation on g by Remark 1.2.1. So one can

apply the Excess Intersection Formula.

Remark 1.2.6. It can be shown as in [Qui71a], that the EIF gives localization formulas in generalized

equivariant cohomology theories of Atiyah-Bott–Berline-Vergne and Lefschetz-Riemann-Roch type.

Equivariant Euler classes

Let Γ be a compact connected Lie group and from now on we restrict to h∗Γ := H∗Γ(;R). In this

section we describe the Γ-equivariant Euler class of an equivariant vector bundle E → X, where

Γ acts on X trivially. For such an X, H∗Γ(X) ∼= H∗(X) ⊗R H∗Γ as graded R-algebras. If Γ is
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CHAPTER 1. PRELIMINARIES

connected and E is oriented then BΓE → BΓX is orientable, since by the Leray-Serre spectral

sequence

Hk
Γ(E,E\0) = Hk(E,E\0)C = Hk(E,E\0),

where C = Γ/Γ0 = {e} is the connected components - for further details see Proposition A.3.2. By

this identification BΓE → BΓX has an induced orientation and therefore eΓ(E) exists for R = Z.

Proposition 1.2.7. Let E → X be a Γ-equivariant real oriented bundle over a connected smooth

manifold X with trivial action. Let V be a fiber of E as a Γ-representation (regarded as a vector

bundle over a point y ∈ X) and let |E| denote the real rank of E. Then

eΓ(E) = eΓ(V ) · 1 + deg
<|E|
Γ , (1.1)

in H∗Γ(X) ∼= H∗(X) ⊗R H∗Γ. Here 1 ∈ H0(X), eΓ(V ) ∈ H
|E|
Γ
∼= H

|E|
Γ (y) and deg

<|E|
Γ ∈ H∗Γ(X)

denotes a sum of elements whose H∗Γ-degree is less than |E|.

Proof. Restriction to a point i∗ : H0(X)⊗H |E|Γ → H0(y)⊗H |E|Γ is injective since X is connected.

Remark 1.2.8. In the real case, the Euler classes of orientable (but not oriented) bundles inherently

contain a sign ambiguity depending on the chosen orientation. In most of our applications this sign does

not contain relevant information, so we will not complicate matters by keeping track of the sign. However,

see Section D.1 for an orientation convention which makes the signs positive in our applications, see also

Remark 2.2.2.

1.2.2 Restricting cycles to the fixed point set

As we have indicated earlier, the main ingredient to the generalized Borel-Haefliger theorem is

a formula (excess weight lemma) for the restriction of equivariant fundamental classes to the

fixed point set [Z ⊆ X]Γ|XΓ . For the definition of topological varieties and invariant cycles, see

Appendixes A.1 and A.3.

Excess weights

Let Γ be a compact connected Lie group. Let π : E → X be a Γ-equivariant real oriented vector

bundle with trivial Γ-action on the base X. Then the (multi)set of weights Wx(E) of E → X at
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1.2. EXCESS INTERSECTION FORMULA

x ∈ X is defined as the multiset {eΓ(Vi) ∈ H∗Γ}, where Vi are the irreducible summands of the

Γ-representation π−1(x). Note that we also allow Γ to be noncommutative, in which case these

weights may be of different degrees and could also be zero; see Appendix D.3.3 for Γ = Sp(1).

If X is connected, then Wx(E) is independent of x and we simply write W (E). In the following

definition, we refer to topological subvarieties and their regular points defined in Definition A.1.7,

and the discussion following it.

Definition 1.2.9. Let X be a Γ-manifold and Z ⊆ X be a Γ-invariant topological subvariety.

The excess weight wz ∈ H∗Γ at a regular point fixed by Γ, z ∈ ZΓ
R is the product of the weights

wz :=
∏

w∈Wz(η) w, where η denotes the excess bundle of the (clean) intersection ZΓ = Z ∩XΓ.

Remark 1.2.10. i) The set of excess weights Wz(η) at a regular fixed point z ∈ ZΓ
R is the difference

of multisets

Wz(η) = Wz(νX)\Wz(νZ)

where νX = ν(XΓ ↪→ X) and νZ = ν(ZΓ
R ↪→ ZR).

ii) If the set of weights is the same Wx(νX) = {λ} for all x ∈ XΓ, then the excess weight of Z at

z ∈ ZΓ
R is wz = λrz , where rz · deg(λ) is the (real) rank of the excess bundle at z.

iii) For Γ = Z2, R = F2 the same definitions can be given. In this case wz = uk ∈ F2[u] always, since

the normal bundles of ZΓ
R ↪→ ZR and XΓ ↪→ X have no zero weights by the slice theorem [GGK02,

Theorem B.24].

For Γ = U(1), R = Q, wz 6= 0 always holds, since eΓ(V ) = 0 iff V contains a trivial subrepre-

sentation which cannot happen by the slice theorem. As a consequence, the real codimension of

XΓ ↪→ X is always even.

In the case of Γ nonabelian (e.g. Γ = Sp(1)), it might happen that eΓ(ν|x) = 0 (see Section D.3.3),

even though there are no trivial subrepresentations in ν := ν(XΓ ↪→ X) by the slice theorem.

Nonvanishing of eΓ(ν|x) is a necessary condition for the localization theorem to hold. Indeed, using

the adjunction formula, it can be shown that the localized pushforward S−1i! is injective iff eΓ(ν|x)

is not a zero-divisor for x in each connected component. See also the discussion in Section 1.1.2.

We mention the Atiyah-Bott lemma [AB83, Proposition 13.4] which can be used in the nonabelian

situation.
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CHAPTER 1. PRELIMINARIES

Lemma 1.2.11 (Atiyah-Bott). Let Γ be a compact Lie group and let E → X be a Γ-equivariant

real vector bundle over connected X. If there exists a subtorus T ≤ Γ acting trivially on X, with

no trivial T -subrepresentations in Ex, then eΓ(E) is not a zero-divisor in H∗Γ(X;Q).

Excess weight lemma

For the definition of topological subvarieties and fat nonsingular subsets, we refer to Definition

A.1.7. Let Γ be a compact connected Lie group. Let Z be a Γ-invariant topological subvariety with

a Γ-invariant fat nonsingular U and singular set Σ. This does not ensure that ZΓ is a topological

subvariety, since it might happen that ΣΓ has too large dimension. This motivates the following

definition, introduced for Γ = Z2 in [VH07]:

Definition 1.2.12. A Γ-invariant closed subset Z ⊆ X is a good Γ-invariant subvariety of codi-

mension type (k, l) if

• Z ⊆ X is a topological subvariety of codimension k with Γ-invariant fat nonsingular set U

• ZΓ ⊆ XΓ is a (nonempty) topological subvariety of codimension l with fat nonsingular set

UΓ.

We call such a set U a Γ-invariant fat nonsingular set. If in addition Z ⊆ X is a cycle and its

excess weight w = wz is independent of z ∈ ZΓ
R, then we say that Z is a good Γ-invariant cycle of

codimension type (k, l).

Example 1.2.13. Let Z ⊆ X be a k-codimensional Γ-invariant stratified submanifold with Γ-

invariant top stratum Zk. If ZΓ has a stratification whose unique top stratum is (Zk)
Γ, then Z

is a good Γ-invariant subvariety of codimension type (k, l) where l = codim(Zk)
Γ. If additionally

Z is a Γ-invariant cycle and (Zk)
Γ is connected, then Z is a good Γ-invariant cycle. This will be

relevant in the case of real double Schubert varieties, see Theorem 4.2.2. ♣

By Proposition A.3.2, a good Γ-invariant cycle Z represents an equivariant cohomology class

[Z]Γ.

Lemma 1.2.14 (Excess weight lemma). Let Γ = U(1) and R = Q be the coefficients of coho-

mology, and let u ∈ H2(BΓ;Q) be a generator. Let X be a Γ-manifold and let Z ⊆ X be a good
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1.2. EXCESS INTERSECTION FORMULA

Γ-invariant cycle of codimension type (k, l). Then ZΓ ⊆ XΓ is a cycle and it has a fundamental

class [ZΓ ⊆ XΓ] satisfying

H∗Γ(X) r // H∗Γ(XΓ) ∼= H∗(XΓ)⊗H∗Γ
[Z ⊆ X]Γ

� // w · [ZΓ ⊆ XΓ] + deg<k−lΓ

where w ∈ Hk−l
Γ is the excess weight of Z (Definition 1.2.9) and deg<k−lΓ denotes a sum of elements

whose H∗Γ-degree is less than k − l.

Proof. First, consider the case when Z ⊆ X is a smooth Γ-invariant cycle. Then there is a

commutative diagram of equivariant inclusions:

ZΓ � � j //� _

g
��

Z� _

f
��

XΓ � � i // X

By Corollary 1.2.5, ZΓ = Z∩XΓ is a clean intersection and therefore has an excess bundle η. Since

XΓ ↪→ X and ZΓ ↪→ Z are cooriented (their normal bundle is complex via the Γ-action), and by

Remark 1.2.1, this induces a compatible orientation of g and therefore on η. By Proposition 1.2.7

the equivariant Euler class can be written as

eΓ(η) = w + deg<k−lΓ

and by the equivariant EIF and using that g! is a H∗Γ-module homomorphism

i∗f!1 = g!(eΓ(η)) = w · g!1 + deg<k−lΓ ,

proving the claim.

Now let Z = U qΣ be a good Γ-invariant cycle of X of codimension (k, l) with Γ-invariant fat

nonsingular U . Consider the following commutative diagram:

H∗Γ(X,X\Z) s //

r
��

H∗Γ(X\Σ, X\Z)

rU
��

H∗(XΓ, XΓ\ZΓ)[u]
sU // H∗(XΓ\ΣΓ, XΓ\ZΓ)[u]
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CHAPTER 1. PRELIMINARIES

Since ZΓ ⊆ XΓ is an l-codimensional singular subvariety, by definition, H i(XΓ, XΓ\ZΓ) = 0 for

i < l. So one has

r[Z]Γ =

(k−l)/2∑
i=0

ξk−2iu
i

for ξi ∈ H2i(XΓ, XΓ\ZΓ); by Remark 1.2.10 iii), k − l is even. By commutativity of the diagram,

(k−l)/2∑
i=0

sU(ξk−2i)u
i = sUr[Z]Γ = rUs[Z]Γ = rU [U ]Γ = w · [UΓ] + deg<k−lΓ (1.2)

for a fundamental class [UΓ], by the first case, since U ↪→ X\Σ is smooth. Therefore

sU(ξl)u
(k−l)/2 = w · [UΓ]. Write w = µu(k−l)/2, then [ZΓ] := ξl/µ is a fundamental class with

the required property (µ 6= 0 by Remark 1.2.10,iii)).

Remark 1.2.15. i) If R = Z, then the proof also shows that equation (1.2) holds, but then ξl might

not be divisible by µ, and therefore ZΓ ⊆ XΓ is not necessarily a cycle.

ii) Let Z ⊆ X be a good Γ-invariant subvariety and a cycle. If W (ν(XΓ ⊆ X)) consists of a single

weight λ (with multiplicity), then the excess weight is λd/2, independently of z ∈ ZΓ
R. Therefore Z

is a good Γ-invariant cycle.

iii) In the proof we used that 0 6∈ W (ν(XΓ ↪→ X)), which always holds for Γ = U(1) as indicated in

Remark 1.2.10. For Γ = Sp(1), this is not necessarily true; for example Grk(Hn) ↪→ Gr4k(R4n)

does not satisfy this. If one assumes w 6= 0, and that ZΓ ⊆ XΓ is a cycle, the Lemma also holds

for Γ = Sp(1), D = 4.

iv) For Γ = Z2, R = F2 and D = 1, this proves Corollary 1.3 in [VH07]. In this case w = uk−l always

as we remarked earlier. The proof in [VH07] uses the localization theorem. Since the localization

theorem also holds for Γ = U(1), that proof could be adapted to our situation, however that would

only prove that the main coefficient is µ[ZΓ] for some nonzero µ (which in the Z2-case amounts to

the same). This description also gives a geometric interpretation of µ. We used the EIF, which is

in fact related to the localization theorem [Qui71a, PT07].
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Chapter 2

Halving spaces

In this section we extend the definition of conjugation spaces [HHP05] to Γ = U(1) and Sp(1)-

actions and cohomology with Z or Q-coefficients. We separate the discussion into Topology and

Geometry: the first concerns general properties of halving spaces and the second one concerns

how the halving space structure respects geometrically defined cycles.

For the topology part, most of the proofs of Hausmann, Holm and Puppe [HHP05] generalize

word by word to halving spaces, we give a discussion for the sake of completeness. Van Hamel

[VH07] gave a proof of the Borel-Haefliger theorem using conjugation spaces (see Theorem 3.1.4).

Adapting the proof of van Hamel to the context of circle spaces shows that κ[Z] = µ[ZΓ], where

µ is an undetermined constant. This constant is explicitly described by the excess intersection

formula as described in Chapter 1, and allows us to generalize the Borel-Haefliger theorem to U(1)

and Sp(1)-actions.

2.1 Topology

2.1.1 Definition

Definition 2.1.1. Let Γ be a topological group, and R be a ring. We say that (Γ, R) is a halving

pair , if H∗(BΓ;R) ∼= R[u] with u ∈ HD(BΓ;R), some D ∈ N+.

Example 2.1.2. [See also Steenrod’s polynomial realization problem [Ste61]]
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CHAPTER 2. HALVING SPACES

• (Z2,F2) is a halving pair with D = 1, since H∗(BZ2;F2) ∼= F2[u] for u = w1(S) where

S → RP∞ is the tautological bundle.

• (U(1),Z) is a halving pair with D = 2, since H∗(BU(1);Z) ∼= Z[u] for u = c1(S) where

S → CP∞ is the tautological bundle.

• (Sp(1),Z) is a halving pair with D = 4, since H∗(B Sp(1);Z) ∼= Z[u], for u = q1(S) where

S → HP∞ is the tautological bundle and qi denotes the quaternionic Pontryagin class.

♣

From now on, throughout this section fix a halving pair

(Γ, R) ∈ {(Z2,F2), (U(1),Q), (Sp(1),Q)}

and the corresponding D, and take all cohomologies with R-coefficients. To simplify the discussion

we work with field coefficients, although some of the discussion generalizes to R = Z, especially

in this section.

Halving spaces

Let (Γ, R) be a halving pair, u ∈ HD(BΓ;R) the generator. By adapting Hausmann, Holm and

Puppe’s definition of conjugation spaces to halving pairs, we obtain the central definition of this

thesis:

Definition 2.1.3. [Halving space] Let X be a Γ-space, and denote by XΓ its fixed point set.

Assume X has nonzero cohomology only in 2Di degrees, and that there exists a Leray-Hirsch

section σ : H∗(X)→ H∗Γ(X) satisfying the following degree condition:

(DC) : for all x ∈ H2Di(X), r(σ(x)) is a polynomial in u of degree exactly i where r : H∗Γ(X) →
H∗(XΓ)[u] is the restriction map, u ∈ HD

Γ .

A Γ-space X satisfying these conditions is called a halving space.
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2.1. TOPOLOGY

Let us unravel this definition. The halving space structure involves the following maps, which

will be used in the following:

H∗Γ(X) r //

ρ

��

H∗(XΓ)[u]

��
H∗(X) //

σ

EE

H∗(XΓ)

Let

κ : H2∗(X)→ H∗(XΓ) (2.1)

be the degree halving R-module homomorphism κ(x) := degiu(rσ(x)) for x ∈ H2Di(X), where

u ∈ HD
Γ . The pair (κ, σ) is called a cohomology frame.

With this notation, the degree condition (DC) means that κ is injective and that for x ∈
H2Di(X)

rσ(x) = κ(x)ui + λ1u
i−1 + . . .+ λi−1u+ λi, (2.2)

where λj ∈ HD(i+j)(XΓ). We call equation (2.2) restriction equation, it is called conjugation

equation in [HHP05]. For (Γ, R) = (Z2,F2), the definition of halving spaces is the same as the

definition of conjugation spaces in [HHP05], except that we don’t require κ to be surjective.

It would be more precise to call a halving space a (Γ, R)-halving space, however when (Γ, R)

is fixed, we simply say X is a halving space. We consider halving spaces for the following halving

pairs (Γ, R):

• Hausmann-Holm-Puppe’s conjugation spaces [HHP05] for the halving pair (Z2,F2).

• Circle spaces for the halving pair (U(1),Q). This is the main case we will consider.

• Quaternionic halving spaces for the halving pair (Sp(1),Q).

Since the Borel-Haefliger theorem only involves spaces and not pairs of spaces, we do not

discuss the relative version of conjugation/halving spaces, which is discussed in [HHP05].

2.1.2 Main properties

To motivate the following discussion, we list some of the nice properties of halving spaces:

15

C
E

U
eT

D
C

ol
le

ct
io

n



CHAPTER 2. HALVING SPACES

• κ is a degree-halving ring homomorphism,

• σ is a ring homomorphism, therefore the Leray-Hirsch isomorphism induced by σ is a H∗Γ-

algebra isomorphism,

• the cohomology frame (κ, σ) is unique.

The proof of these properties relies on the following lemma, which is implicitly used in [HHP05],

its proof is the same, we repeat it for the sake of completeness.

Lemma 2.1.4 (Degree Lemma). Let X be a halving space with cohomology frame (κ, σ). Let D

denote the degree of the generator u ∈ H∗Γ. Then for x ∈ H2Dk
Γ (X;R)

x ∈ Imσ ⇐⇒ degu(rx) = k

Proof. The direction ⇒ holds by definition. For the other direction, let x ∈ H2Dk
Γ (X;R), and

assume x 6∈ Imσ. By the Leray-Hirsch theorem

x =
k∑
i=0

σ(ξi)u
2(k−i)

for some ξi ∈ H2Di(X). Since r is an R[u]-module morphism,

rx =
k∑
i=0

(rσξi)u
2(k−i) =

k∑
i=0

pi(u)u2(k−i)

where rσξi = pi(u) ∈ H∗(XΓ)[u] is a polynomial in u of degree ≤ i. Then pi(u)u2(k−i) has degree

≤ 2k − i for each i. Take the smallest 0 ≤ i < k, such that ξi 6= 0. Then rσξi = κ(ξi)u
i + ... and

since κ is injective, rσξi has degree i. It follows that rx is a polynomial in u of degree 2k − i.
Since i < k, this is a contradiction, since rx is a polynomial of degree k by assumption. Therefore

ξi = 0 for i < k and x = σ(ξk).

In particular, by using the Leray-Hirsch theorem, this implies that if x ∈ H2Dk
Γ (X;R), and

degu(rx) < k, then x = 0.

Corollary 2.1.5. Let X be a halving space. Then κ and σ are multiplicative.
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2.1. TOPOLOGY

Proof. Let a ∈ H2Dk(X), b ∈ H2Dl(X). Set x := σ(a)σ(b), note that ρ(x) = ab. Then

rx = r(σ(a))r(σ(b)) = (κ(a)uk + ...)(κ(b)ul + ...)

so x = σ(y) for some y ∈ H2D(k+l)(X) by the degree lemma. Since

ab = ρ(x) = ρ(σ(y)) = y,

so x = σ(y) = σ(ab) and by definition x = σ(a)σ(b) proving multiplicativity of σ. Using

rσ(ab) = r(σ(a))r(σ(b)),

the degree k + l part of the left hand side is κ(ab) and on the right hand side κ(a)κ(b).

In particular, multiplicativity of σ implies that the Leray-Hirsch isomorphism induced by σ

H∗Γ(X) ∼= H∗(X)⊗R H∗Γ

is a ring isomorphism.

Corollary 2.1.6 (Naturality). Let X, Y be halving spaces with some cohomology frames (κX , σX)

and (κY , σY ) for X and Y respectively. If f : X → Y is a Γ-equivariant map, then

σX ◦H∗f = H∗Γf ◦ σY : H∗(Y )→ H∗Γ(X)

and

κX ◦H∗f = H∗fΓ ◦ κY : H2∗(Y )→ H∗(XΓ)

The proof proceeds similarly as the proof of multiplicativity using the degree lemma. Note

that naturality implies uniqueness of the cohomology frame (κ, σ).

We will also need the following proposition. Its proof in the case of conjugation spaces can be

found in [HHP05, Proposition 4.6] and it generalizes verbatim to halving spaces.

Proposition 2.1.7. Let (Xi, fij) be a direct system of halving spaces which are T1 and fij are Γ-

equivariant inclusions. Then X = lim−→i
Xi is a halving space with cohomology frame (lim←−κi, lim←−σi).
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CHAPTER 2. HALVING SPACES

2.1.3 Olbermann’s definition

Let Γ = Z2. Olbermann [Olb07, Proposition 2.1.1.] gave the following equivalent definition of

conjugation spaces: A Γ-space X is a conjugation space iff

q ◦ r : H∗Γ(X)→ H∗(XΓ)[u]
/⊕

j>k

Hj(XΓ) · uk

is an additive isomorphism, where q denotes the quotient map.

Whereas the original definition involves the existence of a section σ satisfying the degree

condition (DC), this definition has the advantage that it is intrinsic, in the sense that the condition

does not involve the existence of an additional structure. This definition can also be adapted to

halving spaces. However, since for us σ and κ have geometric meaning, we use the original

definition.

2.2 Geometry

The motto of this section is ‘halving spaces respect geometry’. In this section we restrict our

attention to halving manifolds, smooth manifolds which are halving spaces. In the context of

conjugation manifolds, many of their properties can be found in [HH11, Section 2.7]. In this

section let (Γ, R) be (Z2,F2) or (U(1),Q) and fix the corresponding degree D = 1, 2. Most of the

results also hold for (Sp(1),Q) under additional assumptions, see Remarks 2.2.6 and 2.2.9 iii).

2.2.1 Halving cycles

The original Borel-Haefliger theorem (Theorem 3.1.4) states that for a smooth complexified pro-

jective algebraic variety XC, under certain conditions, the complexification map [ZR] 7→ [ZC] from

H∗(XR;F2)→ H2∗(XC;F2) is a multiplicative isomorphism. Van Hamel [VH07] showed that under

the conjugation action, XC is a conjugation space and that κ is the inverse of the complexifica-

tion map (see Theorem 3.1.4). In particular, κ[Z] = [ZΓ] if Z is the complexification of a real

subvariety. Let us consider the question whether such a statement holds for circle spaces, and

simultaenously introduce our first example of a circle space:
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2.2. GEOMETRY

Example 2.2.1. Let X = Gr2(R2n). Consider the Γ = U(1)-action on R2n by identifying it with

Cn and acting by complex multiplication. This induces an action on X. With this action, X is a

circle space with fixed point set XΓ = CP n−1. ♣

Proof. Since the U(1)-invariant subspaces are exactly the complex subspaces, XΓ can be identified

with Gr1(Cn) = CP n−1 (for more details, see Section 4.1.2). In terms of characteristic classes, the

ring structure can be written as

H∗(Gr2(R2n);Q) = Q[x]/xn, H∗(CP n−1;Q) = Q[y]/yn

where x = p1(SR), y = c1(SC), and SR → X, SC → CP n−1 are the tautological quotient bundles

(see e.g. Proposition C.2.3). Let σ be defined on the additive generators by σ(xi) := (pΓ
1 (SR) −

u2)i, where pΓ
∗ (SR) = p∗(BΓSR → BΓX) is the equivariant Pontryagin class. This σ is a Leray-

Hirsch section, and it satisfies the degree condition (DC), which can be shown by the following

computation. First,

BΓ(SR)|XΓ = BΓ(SR|XΓ) = BΓSC.

Since Γ acts on SC by complex multiplication, we can rewrite it as the tensor product of equivariant

bundles SC = S0
C ⊗C Ctw, where S0

C denotes SC with the trivial action and Ctw denotes the trivial

bundle, with the nontrivial Γ-action given by complex multiplication. Then as bundles over

BΓX
Γ = BΓ×XΓ,

BΓSC = S0
C ⊗C τ,

where BΓCtw = τ → CP∞ is the tautological bundle and we omit the notation for the pullbacks

to the product. Therefore

rpΓ
i (SR) = pi(BΓSC) = (−1)ic2i((S

0
C ⊗C τ)⊗R C)

and

c∗((S
0
C ⊗C τ)⊗R C) = c∗(S

0
C ⊗C τ)c∗(S0

C ⊗C τ) = (1 + y + u)(1− y − u),

so

rσ(xi) = r(pΓ
1 (SR)− u2)i = ((y + u)2 − u2)i = (2yu+ y2)i,

hence σ satisfies the degree condition, and (κ, σ) is a cohomology frame with κ(xi) = 2iyi.
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CHAPTER 2. HALVING SPACES

What happens to cycles? Fix a complete flag F• in R2n such that F2i is U(1)-invariant for all

i; then FC
• = (F0 ≤ F2 ≤ . . . ≤ F2n) is a complex flag. Let Z = σ (F•). Its Γ-fixed point set is

ZΓ = {L ∈ CP 1 : L ≤ FC
n−1} = σC(FC

• )

Similarly, for Z = σR
(2i,2i)(F•), Z

Γ is the set of complex lines contained in FC
n−i, so ZΓ = σC

i (FC
• ).

If QR → X and QC → XΓ denote the tautological quotient bundles,

[σR
(2i,2i)] = pi(QR) = (−x)i, [σC

i ] = ci(QC) = (−y)i, (2.3)

Summarizing, κ[Z] = 2i[ZΓ].

Remark 2.2.2. i) In equation (2.3), there is a sign ambiguity depending on the orientation of X =

Gr2k(R2n) chosen. Under appropriate orientation conventions, e.g. the lexicographical ordering of

the tangent bundle of X the equation holds, see Section D.1 for some further details on orientations.

ii) This proof generalizes to Gr2k(R2n) by a similar computation. We will prove this independently

by using the generalized Borel-Haefliger theorem in Theorem 4.2.2.

This example illustrates that in the case of circle spaces it is no longer true that κ[Z] = [ZΓ],

but there is a constant which appears. This constant is in fact an excess weight, as we will explain

below, but let us first examine more generally how the cohomology frame behaves with respect to

Γ-invariant cycles. Let X be a halving manifold with cohomology frame (κ, σ). Let Z ⊆ X be a

Γ-invariant cycle. We consider the following question:

When is κ[Z] = µ[ZΓ] for some 0 6= µ ∈ R and σ[Z] = [Z]Γ?

In case [Z] 6= 0, an immediate necessary condition for κ[Z] = µ[ZΓ] is that ZΓ has half the

codimension of Z, as was the case in the example above. We introduce a definition:

Definition 2.2.3. Let X be a Γ-manifold. A good Γ-invariant cycle Z ⊆ X (Definition 1.2.12)

of codimension type (2k, k) is called a halving cycle.

Remark 2.2.4. For Γ = U(1), a halving cycle Z has codimension divisible by 4. Indeed, the codimension

of Z ⊆ X has the same parity as the codimension of ZΓ ⊆ XΓ, by Remark 1.2.10, iii).

To answer our question, it turns out that being a halving cycle is sufficient:
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2.2. GEOMETRY

Proposition 2.2.5. Let (Γ, R) be (Z2,F2) or (U(1),Q). Let X be a halving manifold, and Z ⊆ X

be a halving cycle. Then

σ[Z] = [Z]Γ, κ[Z] = µ[ZΓ],

where w = µuk is the excess weight of Z (Definition 1.2.9) and Z has codimension 2Dk, u ∈ HD
Γ .

Proof. By the excess weight lemma (Lemma 1.2.14)

r[Z]Γ = w · [ZΓ] + deg<DkΓ , (2.4)

where deg<DkΓ denotes a polynomial in u of degree less than k.

By the degree lemma (Lemma 2.1.4) [Z]Γ = σ(x) for some x ∈ H2Dk(X). Since

[Z] = ρ[Z]Γ = ρσ(x) = x,

[Z]Γ = σ(x) = σ[Z]. Restricting, using the definition of κ (2.1) and (2.4),

κ[Z]uk + deg<DkΓ = rσ[Z] = r[Z]Γ = w · [ZΓ] + deg<DkΓ

therefore κ[Z] = µ[ZΓ], where w = µuk is the excess weight of Z.

Remark 2.2.6. The lemma also holds for the halving pair (Γ, R) = (Sp(1),Q), if one assumes that

ZΓ ⊆ XΓ is a cycle and that w 6= 0, see Remark 1.2.15.

We conclude by emphasizing that σ[Z] = [Z]Γ and κ[Z] = µ[ZΓ], µ 6= 0 does not hold if Z is

not of codimension type (2k, k). As we have already remarked, if [Z] 6= 0 then κ[Z] = µ[ZΓ] forces

Z to have codimension type (2k, k). However, even [Z] = 0 does not imply [Z]Γ = 0 nor [ZΓ] = 0.

This can already be seen for the class of the fixed point set Z = XΓ = RP 1 in the conjugation

space X = CP 1.

In the algebraic case, complexified cycles ZC, are Z2-halving cycles over R = F2, see Lemma

3.1.3.

2.2.2 Poincaré duality

In this section we give some sufficient conditions for a Γ-space X to be a halving space.
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CHAPTER 2. HALVING SPACES

Definition 2.2.7. We say that a Γ-space X is almost a halving space, if X has nonzero cohomology

only in degrees 2Di and X is equivariantly formal with a Leray-Hirsch section σ : H∗(X)→ H∗Γ(X)

satisfying a weaker form of the degree condition:

(DC-) for all x ∈ H2Di(X), rσ(x) is a polynomial of degree at most i where r : H∗Γ(X)→ H∗(XΓ)[u]

is the restriction map, u ∈ HD
Γ .

To put it simply, (DC-) allows the u-degree of rσ(x) to be smaller than i. The following lemma

can be found (implicitly) in van Hamel [VH07] for the case of conjugation spaces and its proof is

the same. For (Γ, R) = (U(1),Q) we also have to assume Poincaré duality/orientability:

Lemma 2.2.8 (Injectivity lemma). Let (Γ, R) = (U(1),Q), H∗Γ
∼= Q[u], u ∈ HD

Γ , D = 2. Let X

be a smooth Γ-manifold which is almost a halving space with σ. If X is compact, orientable and

dimX ≥ 2 dimXΓ, then X satisfies the degree condition (DC). In particular, X is a halving space

with the same σ, and κ defined by (2.1) is an isomorphism.

Proof. Since X has nonzero cohomology only in degrees 2Di, dimX = 2Dn. Let κ : H2∗(X) →
H∗(XΓ) be the degree halving R-module homomorphism κ(x) := degku(rσx) for x ∈ H2Dk(X). To

show (DC), it is enough to show that κ is injective.

Assume 0 6= β ∈ kerκ ∩ H2Dk(X). By Poincaré duality, there exists γ ∈ H2D(n−k)(X), such

that βγ 6= 0. Since

ρ(σ(β)σ(γ)) = (ρσ(β))(ρσ(γ)) = βγ 6= 0,

so σ(β)σ(γ) 6= 0. On the other hand, by (DC-) and the definition of κ:

rσ(β) = κ(β)uk + ηk+1u
k−1 + . . .+ η2k

for some ηi ∈ HDi(XΓ), where κ(β) = 0 by assumption, and

rσ(γ) = ξn−ku
n−k + ξn−k+1u

n−k−1 + . . .+ ξ2(n−k)

for some ξi ∈ HDi(XΓ). Then

r(σ(β)σ(γ)) = rσ(β)rσ(γ) = 0
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2.2. GEOMETRY

since multiplying the two equations, all u-coefficients are in H>Dn(XΓ) = (0), since dim(XΓ) ≤
Dn by assumption. Since X satisfies the localization theorem (Section 1.1.2), r is injective by

Proposition 1.1.5, so σ(β)σ(γ) = 0 which is a contradiction. So κ is injective.

Surjectivity of κ follows from its injectivity, which can be proved similarly to [VH07, p. 1563].

Remark 2.2.9. i) The lemma can be generalized to non-orientable Poincaré duality spaces [AP93,

Definition 5.1.1.] by replacing dim(X) with formal dimension fd(X). Indeed, compactness and

orientability was only used for Poincaré duality, which is satisfied by a larger class of spaces,

which need not be orientable nor compact. Note that the formal dimension of a manifold X can

be smaller than the dimension of X as a manifold. For example, RP 2n is a Q-Poincaré duality

space with formal dimension 0. More generally, all real partial flag manifolds FlRD are Q-Poincaré

duality spaces, see Appendix C.2. This allows us to extend the applications of the generalized

Borel-Haefliger theorem only slightly (see Proposition 4.2.8), so we didn’t add the extra conditions.

ii) For (Γ, R) = (Z2,F2), the same lemma holds, without having to assume orientability. Every

manifold satisfies F2-Poincaré duality – indeed, van Hamel’s original proof [VH07] does not assume

orientability.

iii) The lemma can also be generalized to Γ = Sp(1), if one makes the additional assumption that the

localization theorem holds for the manifold X, see Section 1.1.2.

2.2.3 Coefficients and Steenrod squares

Franz and Puppe [FP06] completely determined the coefficients in the restriction equation (2.2):

Theorem 2.2.10 (Franz-Puppe [FP06]). Let (Γ, R) := (Z2,F2) and X be a conjugation space

with cohomology frame (κ, σ). Then for all x ∈ H∗(X):

rσx = Sq(κ(x)),

where Sq : H∗(XΓ)→ H∗(XΓ)[u] denotes the (homogenized, total) Steenrod square:

Sq(y) =
d∑
i=0

Sqi(y)ud−i
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CHAPTER 2. HALVING SPACES

for y ∈ Hd(XΓ;F2). In particular, this implies

κ ◦ Sq2i = Sqi ◦κ (2.5)

for all i.

Equation (2.5) was conjectured by Borel and Haefliger [BH61, 5.17].

Together with the theorem of Van Hamel [VH07], this proves the topological version of a

classical theorem of Chow [Cho63], namely that [Z]|XΓ = [ZΓ]2. Using the Excess Intersection

Formula we can give a simple proof of a weaker version of Theorem 2.2.10, namely in the algebraic

case:

Proposition 2.2.11. Let X be the complexification of a real algebraic variety which is smooth,

and let Z ⊆ X be a complexified subvariety which is a smooth cycle. Then

rσ[Z] = Sq(κ[Z])

Proof. By the Excess Intersection Formula

[Z]Γ|XΓ = g!(eΓ(η)) = g!(w
u
∗ (ν)) = Sq[ZΓ],

where g : ZΓ ↪→ XΓ and wu∗ denotes the total homogenized Stiefel-Whitney class. Indeed, since Z

is a complexification, the excess bundle equivariantly is η = ν(ZΓ ⊆ XΓ)⊗R iR where iR denotes

the trivial line bundle with nontrivial Z2-action, since

ν(Z ⊆ X)|ZΓ = ν(ZΓ ⊆ XΓ)⊗R C.

Then eΓ(E⊗R iR) = wu∗ (E), and we conclude by Thom’s theorem [Tho50] saying that for i : Z ↪→
X: i!(w∗(ν)) = Sq[Z].

It would be nice to have a similar description of the coefficients for the case of circle spaces,

however there are no nontrivial stable rational cohomology operations. Preliminary computations

suggest that the coefficients are related to Landweber-Novikov operations in complex cobordism;

more precisely to the integral squaring operations discussed by Wood [Woo97], however this rela-

tionship remains to be explored.
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Chapter 3

Borel-Haefliger type theorems

The goal of this section is to state and prove generalizations of the Borel-Haefliger theorems.

The first, generalized Borel-Haefliger theorem relates the cohomology ring of Γ-spaces X to the

cohomology ring of their fixed point sets XΓ in terms of geometric cycles. The second, equivariant

Borel-Haefliger theorem states a similar relation, but involving an extra G-action on X compatible

with the Γ-action. This is already interesting if X is a vector space; indeed, this was the content

of the original Borel-Haefliger theorem.

In Section 3.1 we state and prove the generalized Borel-Haefliger theorem. In Section 3.2 we

state the equivariant Borel-Haefliger theorem and prove it using the “halving bundle lemma”,

whose proof can be found in the last part of this chapter.

3.1 Generalized Borel-Haefliger theorem

For the definitions of good invariant cycles and excess weight see Definitions 1.2.12 and 1.2.9.

Recall that for good invariant cycles Z there exists [Z]Γ and [ZΓ] by Proposition A.3.2 and Lemma

1.2.14.

Theorem 3.1.1 (Generalized Borel-Haefliger theorem). Let (Γ, R) be (Z2,F2) or (U(1),Q) and

H∗(BΓ;R) ∼= R[u], u ∈ HD
Γ . Let X be a smooth compact Γ-manifold, orientable if R = Q.

Assume that H∗(X) is nonzero only in degrees divisible by D and has a basis of halving cycles:
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CHAPTER 3. BOREL-HAEFLIGER TYPE THEOREMS

good Γ-invariant cycles Zi ⊆ X of codimension type (2Dki, Dki). Then X is a halving space with

cohomology frame

σ[Zi] = [Zi]Γ, κ[Zi] = µi[Z
Γ
i ] (3.1)

where µiu
ki 6= 0 is the excess weight of Zi ⊆ X. Furthermore, (3.1) holds for any halving cycle

Z ⊆ X.

Proof. Since H∗(X) is generated by halving cycles, it is equivariantly formal by Proposition 1.1.4.

By the excess weight lemma (Lemma 1.2.14),

rσ[Zi] = κ[Zi]u
ki + deg<DkiΓ , for all i,

where deg<DkiΓ denotes a polynomial in u of degree less than ki. Since [Zi] form a basis of H∗(X), X

is almost a halving space, cf. Definition 2.2.7. Since X is a compact orientable manifold, the class

of a point is a cycle which is represented by a halving cycle by assumption, so dimX = 2 dimXΓ.

Therefore X is a halving space with cohomology frame (κ, σ) by the injectivity lemma (Lemma

2.2.8). Finally, (3.1) holds for any halving cycle Z ⊆ X by Proposition 2.2.5.

Remark 3.1.2. i) The orientability assumption is not essential, see Remark 2.2.9. However, then

one has to add conditions on the formal dimensions: fd(X) ≥ 2 fd(XΓ), for the injectivity lemma

to hold.

ii) For (Γ, R) = (Sp(1),Q) there is an analogous theorem, if one makes additional assumptions: the

ZΓ
i have to be assumed to be cycles and the localization theorem must be satisfied (Section 1.1.2)

for the injectivity lemma to hold.

iii) To translate this to the Theorem stated in the Introduction of the thesis, recall that halving U(1)-

cycles have codimensions divisible by 4 by Remark 2.2.4. Also, the excess weight is multiplicative,

since µi = λki if the normal bundle has only one weight λ. Therefore [Zi] 7→ [ZΓ
i ] is multiplicative.

In order to make a connection with the original form of the Borel-Haefliger theorem we need

the following lemma (see Section A.5.1 for the definitions):

Lemma 3.1.3. Let XC be a nonsingular quasiprojective variety which is the complexification of

XR. A complexified subvariety ZC ⊆ XC is a halving cycle.
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3.1. GENERALIZED BOREL-HAEFLIGER THEOREM

Proof. This follows from Whitney’s lemma (Lemma A.5.1) stating that the real dimension of a

real (nonempty) algebraic variety ZR –in the sense specified above Lemma A.5.1– is the same as

the complex dimension of its complexification ZC. Cycleness follows from Borel and Haefliger’s

theory. It is also a good cycle: it is clearly conjugation invariant, so it remains to show that it

has an invariant fat nonsingular set. Since the singular subset ΣC of the complexification ZC is

defined over R and has at least one complex codimension in ZC, its real part has at least one real

codimension in ZR. So the nonsingular subset UC ⊆ ZC is a conjugation invariant fat open, whose

real part is a fat open in ZR.

For further details, see Appendix A.5.

Theorem 3.1.4 (Borel-Haefliger, Proposition 5.15 in [BH61]). Let X be a nonsingular projective

variety over C, which is the complexification of its real part, let Γ = Z2 act on X by complex

conjugation. Assume that all x ∈ H∗(X;F2) and y ∈ H∗(XΓ;F2) can be represented by algebraic

cycles defined over R and real algebraic cycles respectively. Then the complexification map (of real

algebraic cycles) induces a degree doubling ring isomorphism:

λ : H∗(XΓ;F2)→ H2∗(X;F2).

Proof. By the previous Lemma 3.1.3, every complexified subvariety Z is a halving cycle. Since X

is compact, it is a halving space by Theorem 3.1.1, satisfying κ[Z] = [ZΓ] (0 6= µ ∈ F2 ⇒ µ = 1),

which is the inverse of the complexification map λ.

Remark 3.1.5. i) Strictly speaking Van Hamel’s theorem [VH07] is slightly weaker than the origi-

nal Borel-Haefliger theorem in the following sense. Van Hamel’s theorem proves that for a basis of

complexifications κ[Zi] = [ZΓ
i ] holds, whereas the Borel-Haefliger theorem proves this for all com-

plexifications. The additional ingredient we used to obtain the full theorem is Proposition 2.2.5

which involved the degree lemma (Lemma 2.1.4), in particular to show that σ[Z] = [Z]Γ.

ii) Borel-Haefliger only assumed that X is quasi-projective, however we will not need this generality.

iii) Analogously to spherical conjugation complexes, if a Γ-manifold has a cell decomposition, such

that all cells and attaching maps are Γ-equivariant and all cells are 4i-dimensional with half-

dimensional fixed point set, then X is a circle space, this follows from the generalized Borel-

Haefliger theorem. However not all circle spaces are of this form, as we will see in the case of even
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CHAPTER 3. BOREL-HAEFLIGER TYPE THEOREMS

real flag manifolds FlR2D; they have torsion cohomology in odd degrees, so they cannot have such a

decomposition. Nevertheless, the generalized Borel-Haefliger theorem still applies to even real flag

manifolds with rational coefficients. For this reason we didn’t develop the analogue of spherical

conjugation complexes, besides the fact that it would also require developing the analogue of

conjugation pairs.

3.2 Equivariant Borel-Haefliger theorem

In this section we discuss the equivariant Borel-Haefliger theorem, regarding halving spaces equipped

with an additional G-action. It states that if G is a halving group (Definition 3.2.5) and X is

a halving G-manifold (Definition 3.2.8), then BGX is a halving space with a cohomology frame

(κ, σ) and fixed point set BGΓXΓ. This also implies that the G-equivariant cohomology of X and

the GΓ-equivariant cohomology of XΓ are isomorphic by a degree halving isomorphism. For a

similar theorem in the context of conjugation spaces, see [HHP05, Corollary 7.6].

Furthermore, if Z ⊆ X is a halving G-cycle (Definition 3.2.9), then κ maps [Z]G to µ[ZΓ]GΓ

where µ is its excess weight.

In Section 3.2.1, we define halving groups and Γ-approximations of BG. In Section 3.2.2 we

state the equivariant Borel-Haefliger theorem and prove it using the halving bundle lemma, which

we prove in Section 3.3. This section involves (generalized) equivariant principal bundles as in

tom Dieck [tD87, Chapter I.8] and Lashof-May [LM86], we collected some of their properties in

Appendix E.

3.2.1 Halving groups

In a first approximation, a halving group is a Lie group G, such that EG → BG has the struc-

ture of a Γ-equivariant principal G-bundle, such that BG is a halving space. However, to prove

statements about the G-equivariant fundamental classes, the actual definition we will use involves

Γ-approximations of EG → BG, which are based on approximations of Edidin-Graham–Totaro

[EG98], [Tot99].
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3.2. EQUIVARIANT BOREL-HAEFLIGER THEOREM

Let Γ, G be topological groups and let α : Γ → Aut(G) be a group homomorphism, such

that the map Γ × G → G sending (γ, g) 7→ α(γ)(g) is continuous and in the following always

assume this about group homomorphisms α : Γ→ Aut(G). Set S := Goα Γ. An S-space P is a

Γ-equivariant principal G-bundle (or (Γ, G)-bundle in short) if P → P/G is a principal G-bundle.

In other words, the principal G-bundle is also equipped with a compatible Γ-action.

Example 3.2.1. Consider Z2 acting on GL(n,C) by complex conjugation. The conjugation action

on BG = Grn(C∞) lifts to the tautological principal GL(n,C)-bundle Inj(Cn,C∞)→ BG, giving

it the structure of a (Γ, G)-bundle; this bundle is in fact a universal (Γ, G)-bundle, see Proposition

E.2.15. For more details, see Appendix E. ♣

Definition 3.2.2. Let EG → BG have the structure of a (Γ, G)-bundle. We say that (Ek →
Bk, ιk,Kk) is a Γ-approximation of EG→ BG, if

• pk : Ek → Bk are smooth (Γ, G)-bundles,

• Kk : Bk → BG are Γ-equivariant classifying maps, i.e. there are (Γ, G)-bundle maps K̃k :

Ek → EG covering Kk with the property that

π∆
j (Kk) : π∆

j (Bk)
∼=−→ π∆

j (BG),

for all j < k and ∆ ≤ Γ,

• ιk : Bk → Bk+1 are Γ-equivariant maps such that Kk = Kk+1 ◦ ιk.

We will often omit ιk and Kk from the notation of a Γ-approximation.

Example 3.2.3. In Example 3.2.1 above, the tautological principal GL(n,C)-bundles over finite

Grassmannians EN = Inj(Cn,CN) → Grn(CN) = BN with the complex conjugation action are a

Γ-approximation of the (Γ, G)-bundle Inj(Cn,C∞)→ Grn(C∞). ♣

Remark 3.2.4. i) In general, there exists a universal (Γ, G)-bundle EG → BG, where BG is

uniquely defined up to Γ-homotopy, see [tD87], [LM86], see also Theorem E.2.4. We do not require

that EG → BG be universal as a (Γ, G)-bundle, even though in some of our examples this is the

case, as in the case of Z2 acting on GL(n,C), see Proposition E.2.15. In the other cases, universality

holds in a weaker sense, see Proposition E.2.16.
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CHAPTER 3. BOREL-HAEFLIGER TYPE THEOREMS

ii) Note that by definition, π∆
j (Y ) = [Sn, Y ]∆ = [Sn, Y ∆] = πj(Y

∆).

If Y is an S-space, denote by

Y (k) := Ek ×G Y (3.2)

which is a Γ-equivariant fiber bundle over Bk. Approximations allow us to study BGX using

arguments from the smooth (or algebraic) category. The following proposition illustrates this

principle; for its proof, we refer to the Appendix, Proposition E.2.19:

Proposition. Let EG → BG have the structure of a (Γ, G)-bundle and let Ek → Bk be a Γ-

approximation of EG → BG. Let X be an S-space and let K̃k : X(k) → BGX be the map

covering Kk : Bk → BG where X(k) is defined as in (3.2). Then

K̃∗k : Hj
∆(BGX)

∼=−→ Hj
∆(X(k))

is an isomorphism for all j < k − 1, ∆ ≤ Γ. (As always, H∗∆(Y ) = H∗(B∆Y ).)

We define halving groups via Γ-approximations:

Definition 3.2.5. Let Γ = Z2 or U(1) and α : Γ → Aut(G). We say that a triple (Γ, α,G) is a

halving group if EG→ BG has the structure of a (Γ, G)-bundle such that

• (EG)Γ is contractible and

• EG→ BG has a Γ-approximation Ek → Bk, where Bk are halving spaces with cohomology

frame (κk, σk).

Example 3.2.6. Z2 acting on GL(n,C) by complex conjugation is a halving group, if Z2 acts

by complex conjugation on the universal principal bundle Inj(Cn,C∞) → BG which has a Γ-

approximation by the finite Grassmannians which are conjugation spaces. For further details, see

Example 5.1.1. We will give further examples of halving groups in Section 5.1. ♣

When the Γ-action is clear from the context, we will simply say that G is a halving group. See

Section 5.1 for explicit descriptions of examples.

Remark 3.2.7. i) IfG is a halving group, with a (Γ, G)-structure on EG→ BG, then (EG→ BG)Γ

is a model of the universal GΓ-bundle since EGΓ is contractible and it is a GΓ-principal bundle by

Lemma E.1.6. In other words, (EG→ BG)Γ = E(GΓ)→ B(GΓ).
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3.2. EQUIVARIANT BOREL-HAEFLIGER THEOREM

ii) If G is a halving group, then BG is a halving space with cohomology frame (lim←−κk, lim←−σk) by

Proposition 2.1.7.

iii) We could alternatively define a halving group by the condition that BG is a halving space, and this

would already imply that BGX is a halving space by the halving bundle lemma (Lemma 3.3.2).

However, we will use the Γ-approximation to prove the statement about cycles: κ[Z]G = [ZΓ]GΓ .

iv) We expect that if Γ acts onG and EG→ BG has the structure of a (Γ, G)-bundle, then it always has

a Γ-approximation by an Edidin-Graham–Totaro type construction [EG98], [Tot99]. In particular,

we expect that if BG is a halving space, then it has a Γ-approximation by halving spaces. However,

we don’t require this as in our examples we will only use the explicit descriptions given in Section

5.1.

3.2.2 The equivariant Borel-Haefliger theorem

In this section, we state and prove the equivariant Borel-Haefliger theorem using halving groups

(Definition 3.2.5) and halving G-manifolds, which are halving manifolds with an additional G-

action:

Definition 3.2.8. Let (Γ, R) = (Z2,F2) or (U(1),Q). Let Γ act on G by automorphisms. If Γ

and G act on a manifold X compatibly (γ.(g.x) = (γ.g).(γ.x)), such that for the Γ-action it is a

halving space, we call X a halving G-manifold .

Definition 3.2.9. Let (Γ, R) = (Z2,F2) or (U(1),Q). Let Γ act on G by automorphisms and

let X be a halving G-manifold. If Z ⊆ X is a G-invariant halving cycle (Definition 2.2.3) whose

Γ-invariant fat nonsingular subset Y ⊆ Z is also G-invariant, and if Z is a G-cycle (Definition

A.3.1), then we say that Z is a halving G-cycle.

Before stating the equivariant Borel-Haefliger theorem, let us make some preliminary remarks.

If G is connected, and Z is a halving G-cycle, then [Z]G exists, see Proposition A.3.2. For G not

connected, a sufficient condition for the existence of [Z]G is given if G acts on the normal bundle

ν(U ↪→ X) of a G-invariant nonsingular fat subset U ⊆ Z in an orientation preserving way, see

Proposition A.3.3. If Z = G.x is the closure of a G-orbit which is Γ-invariant, then the orbit G.x

is a Γ and G-invariant fat nonsingular subset; this will be the case in our applications.
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CHAPTER 3. BOREL-HAEFLIGER TYPE THEOREMS

If P → B is a (Γ, G)-bundle and Γ and G act on X compatibly, then P ×G X → B is a

Γ-equivariant fiber bundle, and

(P ×G X)Γ = P Γ ×GΓ XΓ,

see Proposition E.1.7. In particular, if G is a halving group, (BGX)Γ = BGΓXΓ.

Theorem 3.2.10 (Equivariant Borel-Haefliger). Let (Γ, R) be either (Z2,F2) or (U(1),Q). Let G

be a halving group and X be a halving G-manifold, which is G-equivariantly formal. If Γ = Z2,

assume in addition that BGX is Γ-equivariantly formal.

Then BGX is a halving space for the Γ-action induced on BGX = EG ×G X with fixed point

set (BGX)Γ = BGΓXΓ. Denote the cohomology frame (κ, σ), where κ : H2∗
G (X) → H∗GΓ(XΓ).

Furthermore, if Z ⊆ X is a halving G-cycle with excess weight µui, then

κ[Z]G = µ[ZΓ]GΓ .

The proof uses the following halving bundle lemma, whose proof we defer to the next section.

Lemma (Halving bundle lemma). Let (Γ, R) be either (Z2,F2) or (U(1),Q). Let Γ act on G by

automorphisms and let S := G o Γ. Let P → X be a Γ-equivariant principal G-bundle over a

halving space X. Let F be an S-space, such that for the Γ ≤ S-action it is a halving space. Assume

E := P ×GF → X is a Leray-Hirsch bundle and E is Γ-equivariantly formal. Then E is a halving

space.

Proof of theorem. Let Ek → Bk be a Γ-approximation of EG → BG given by the definition of

halving groups. For an S-space Y , recall the notation Y (k) := Ek ×G Y .

The Γ-manifold X(k) is a halving manifold by the halving bundle lemma, whose conditions

are satisfied: G-formality of X implies that X(k)→ Bk is Leray-Hirsch by Proposition 1.1.3 and

X(k) is Γ-equivariantly formal by Proposition 1.1.2 or by assumption if Γ = Z2. So by the halving

bundle lemma X(k) is a halving space for all k, denote by (κk, σk) the corresponding cohomology

frames. By naturality of halving spaces (Corollary 2.1.6), κk and σk are compatible as k varies.

Since Hj
Γ(BGX)

∼=−→ Hj
Γ(X(k)) for k large enough (Proposition E.2.19), one can define

(κ, σ) := (lim←−
k

κk, lim←−
k

σk) (3.3)
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3.2. EQUIVARIANT BOREL-HAEFLIGER THEOREM

as in Proposition 2.1.7 and BGX is a halving space.

To show the second part of the theorem let Z ⊆ X be a halving G-cycle with excess weight µ.

Then Z(k) ⊆ X(k) is also a halving cycle with excess weight µ by Proposition E.1.11. Therefore

κ[Z]G = lim←−
k

κk[Z(k)] = lim←−
k

µ[Z(k)Γ] = µ[ZΓ]GΓ

by definition of κ, Proposition 2.2.5 and since EΓ
k → BΓ

k is an approximation of EGΓ → BGΓ

(Proposition E.2.20).

Remark 3.2.11. i) We conjecture that the condition that BGX is equivariantly formal is not

needed in the Γ = Z2 case, see also the discussion following Proposition 3.3.3. In the Leray-

Serre spectral sequence of BΓBGX → BΓ, BΓ is not simply connected, so local coefficients have

to be examined. It also has F2-cohomology in odd degrees, so that Proposition 1.1.2 can no longer

be applied.

ii) In the proof we did not use that π∆
j are isomorphisms for all ∆ ≤ Γ, only that πj and πΓ

j are.

Indeed, this is all that is needed from Proposition E.2.19. However, we found it more natural to

impose a Γ-equivariant universality property on EG → BG, especially since this distinction does

not make a difference in any of our examples. See Appendix E.2 for further discussion.

Corollaries

We deduce some corollaries of the equivariant Borel-Haefliger theorem. First, in the case of

conjugation spaces we get back the classical Borel-Haefliger theorem about Thom polynomials.

For the definitions of Thom polynomials and complexification, see Sections 5.2 and A.5.1.

Theorem 3.2.12 (Borel-Haefliger, Theorem 6.2 in [BH61]). Let ηC ⊆ Jk(Cn,Cp) be the complex-

ification of a real singularity type ηR ⊆ Jk(Rn,Rp) where Jk denotes the k-jet space. Then their

Thom polynomials are given by the same polynomial mod 2:

tp(ηC; mod 2) = p(c∗, c
′
∗; mod 2) ⇐⇒ tp(ηR) = p(w∗, w

′
∗)

Proof. We check the conditions of the equivariant Borel-Haefliger theorem. First, Diffn×Diffp is

homotopy equivalent to G = GL(n,C)×GL(p,C) with the conjugation action, which is a halving
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CHAPTER 3. BOREL-HAEFLIGER TYPE THEOREMS

group by Example 5.1.1. The jet space V = Jk(Cn,Cp) is trivially a halving G-manifold and G-

equivariantly formal since its cohomology is trivial, and similarly, BGV is Γ-equivariantly formal

(BG is since G is a halving group).

The Thom polynomials are the G and GΓ-equivariant fundamental classes of ηC and ηR. Since

ηC is a complexification, it is a G-equivariant halving cycle. So by the previous theorem, κ[ηC]G =

[ηR]GΓ (excess weight is 1). By Example 5.1.7, κ(ci) = wi (ci is taken mod 2). So applying κ to

[ηC]G = p(c∗, c
′
∗), we get

[ηR]GΓ = κp(c∗, c
′
∗) = p(κc∗, κc

′
∗) = p(w∗, w

′
∗).

In the case Γ = U(1), we get the following analogue. We do not need to assume that the

ambient space is a vector space, only that it is a halving G-manifold (this is also true for the case

Γ = Z2). Recall, that if X is a G-equivariantly formal space with a Leray-Hirsch section σ and

xi ∈ H∗(X) is a basis, then any α ∈ H∗G(X) can be uniquely written as a linear combination

α = q(σ(xi), p∗) =
∑

αi(p∗)σ(xi),

where the coefficients αi(p∗) ∈ H∗G ∼= Q[p∗] are polynomials in characteristic classes.

Theorem 3.2.13. Let Γ = U(1) act on G = GL(2ni,R) by conjugation, where U(1) ↪→ G via

the diagonal circle subgroup, with fixed point set GΓ = GL(ni,C) (Section 4.1.2). Let X be a

halving G-manifold.

a) If H∗(X) has a basis [Zi] of halving G-cycles Zi, then BGX is a halving space with a coho-

mology frame (κ, σ) and fixed point set BGΓXΓ.

b) Furthermore, if all normal weights of XΓ ⊆ X are 2u, then for any halving G-cycle Z,

[Z]G =
∑

qi(p∗)[Zi]G ⇐⇒ [ZΓ]GΓ =
∑

qi(c∗)[Z
Γ
i ]GΓ

In words, the coefficients qi(p∗) ∈ H∗G of [Z]G in the basis [Zi]G are described by the same

polynomials as the coefficients qi(c∗) ∈ H∗GΓ of [ZΓ]GΓ in the basis [ZΓ
i ]GΓ . Here p∗ abbreviates the

set of Pontryagin classes plj in H∗G and c∗ abbreviates the Chern classes clj in H∗GΓ and κ(plj) = 2jclj

for each GL(2nl,R).
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3.3. HALVING BUNDLES

Proof. The conditions of the equivariant Borel-Haefliger theorem are satisfied: X isG-equivariantly

formal by [Zi] 7→ [Zi]G, so BGX is a halving space, proving a). Then

κ[Zi]G = 2ki [ZΓ
i ],

where [Zi]G ∈ H4ki
G (X). If Z is an arbitrary halving G-cycle with excess weight (µu)k, write

[Z]G = q([Zi]G, p∗), then

κ[Z]G = κq([Zi]G, p
l
j) = q(2ki [ZΓ

i ]GΓ , 2jclj) = 2k[ZΓ]GΓ .

In particular, if X is a vector space, then q is a polynomial in solely Chern/Pontryagin classes.

The theorem holds for other halving groups, such as Z2 acting on products of GL(ni,C), U(1)

acting on products of GL(ni,H) - the proof is the same. We will give several applications of these

theorems in the last chapter.

3.3 Halving bundles

In this section we prove the halving bundle lemma, which states that if F → E → B is a fiber

bundle, such that F and B are halving spaces, then E is a halving space. We use this lemma in

the equivariant Borel-Haefliger theorem, to show that for halving groups G and halving spaces X,

(Definition 3.2.5) BGX is a halving space.

In the case of conjugation spaces, a similar theorem can be found in [HHP05, Proposition 5.3],

involving spherical conjugation complexes – informally, these are Z2-equivariant cell complexes

built out of even dimensional cells Ci with half-dimensional fixed point set CΓ
i . In order to

adapt the proof in [HHP05] to circle spaces, one would have to develop an analogue of spherical

conjugation complexes. However one of our more interesting examples, real flag manifolds cannot

be built up from cells of dimension 4i, so we needed a different approach. Our proof of the halving

bundle lemma is more algebraic in nature and is fairly technical. One of the trade-offs is that it

does not require developing the theory of pairs of halving spaces, their main properties and the

analogue of spherical conjugation complexes [HHP05, pp. 934–942], although they should adapt

readily. We work with cohomology with field coefficients.
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3.3.1 Halving bundle lemma

We are going to need the following Proposition in the proof of the halving bundle lemma.

Proposition 3.3.1. Let

E
ϕ //

πE
��

E ′

πE′

��
X

ϕ // X ′

be a pullback of Leray-Hirsch fiber bundles with fiber F . Assume that ϕ∗ : H∗(X ′)→ H∗(X) has a

section σX (is surjective). Let σ be a Leray-Hirsch section of E. Then there exists a Leray-Hirsch

section σ′ making the following diagram commute

H∗(E ′)

ϕ∗

��
H∗(F ) σ //

σ′
99

H∗(E)

Proof. We have a surjective map of graded vector spaces

H∗(E ′)→ H∗(E)→ H∗(F ).

Therefore the section σ : H∗(F )→ H∗(E) can be lifted to σ′ : H∗(F )→ H∗(E ′).

Lemma 3.3.2 (Halving bundle lemma). Let P → X be a Γ-equivariant principal G-bundle over

a halving space X. Let S := Go Γ act on F , such that for the Γ ≤ S-action it is a halving space.

Assume E := P ×G F → X is a Leray-Hirsch bundle and E is Γ-equivariantly formal. Then E is

a halving space.

Proof. The idea of the proof is very simple: we build a cohomology frame (κ̂, σ̂) from the coho-

mology frames (κX , σX) and (κF , σF ) using that E is Leray-Hirsch. However, the fair amount

of Leray-Hirsch sections involved requires some careful bookkeeping and renders the proof a bit

technical. To alleviate notation we assume that D = 1, this can be achieved by dividing the

grading by D.
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3.3. HALVING BUNDLES

Since X is a halving space, it has a fixed point, so there is a commutative diagram as follows:

H∗Γ(X)
π∗Γ //

ρX
��

H∗Γ(E)
i∗Γ //

ρE
��

H∗Γ(F )

ρF
��

H∗(X)

σX

EE

π∗ // H∗(E) i∗ // H∗(F )

σF

YY

σΓ

ee

σ
ii

where σX and σF are the halving space sections. We will construct σΓ, such that it is a lift of σF

with an additional property (P) (see below) and we will define σ to be ρE ◦ σΓ. Commutativity of

i∗Γ ◦ π∗Γ ◦ σX = σF ◦ i∗ ◦ π∗ follows from naturality of the halving space structure (Corollary 2.1.6),

since π ◦ i : F → X is an equivariant map between halving spaces.

We also use the notation σ0 : H∗(F Γ)→ H∗(EΓ) for a Leray-Hirsch section and π0 : EΓ → XΓ

(we will show in a moment that EΓ → XΓ is Leray-Hirsch).

To prove the proposition, we want to show that E is a halving space, i.e. there exist (κ̂, σ̂),

σ̂ : H∗(E) → H∗Γ(E) Leray-Hirsch section, κ̂ : H2∗(E) → H∗(EΓ) injective satisfying the degree

condition

r̂σ̂x̂ = κ̂(x̂)ud + l.d.t. (DC)

for all x̂ ∈ H2d(E), where l.d.t. denotes lower degree terms in u.

We claim that if (σΓ, σ0) are Leray-Hirsch sections of BΓE → BΓX and EΓ → XΓ respectively

satisfying property

r̂σΓ(f) = σ0κF (f)ud + l.o.t. (P)

then σ := ρE ◦ σΓ is a Leray-Hirsch section of E → X (this is trivial) and that (κ̂, σ̂) defined by

σ̂(π∗x · σ(f)) := π∗ΓσX(x) · σΓ(f)

and

κ̂(π∗x · σ(f)) := π∗0κX(x) · σ0κF (f)

form a cohomology frame for E (these definitions extend to H∗(E) uniquely using that σ is a

Leray-Hirsch section). First, σ̂ is a section:

ρEσ̂(π∗x · σ(f)) = ρEπ
∗
ΓσX(x) · ρEσΓ(f) = π∗ρXσX(x) · σ(f) = π∗x · σ(f)
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CHAPTER 3. BOREL-HAEFLIGER TYPE THEOREMS

satisfying the degree condition:

r̂σ̂(π∗x · σ(f)) = r̂π∗ΓσX(x) · r̂σΓ(f) = (π∗0κX(x)ui + l.d.t.)(σ0κF (f)ud + l.d.t.) (DC)

using (P) and that r̂π∗Γ = π∗0rX . Finally κ̂ is injective since H∗(EΓ) is a free π∗0-module and κX

and κF are injective.

Now we turn to constructing a pair (σΓ, σ0) satisfying (P).

Using Proposition 3.3.1 (here we use that E is Γ-equivariantly formal), let σΓ be an arbitrary

section which restricts to σF :

H∗Γ(E) r̂ //

ρ̂

��

H∗Γ(EΓ)

ρ=ρ0⊗id
��

H∗Γ(F )
rF //

��

H∗Γ(F Γ)

��
H∗(F ) //

σΓ

;;

σF

EE

H∗(F Γ)

We construct the correct (σΓ, σ0) by induction on the degree. The induction step consists of

two phases. In the first phase, we modify σΓ, so that it satisfies degu r̂σΓ(f) ≤ d for all f ∈ H2d(F )

(and it still satisfies ρ̂ ◦ σΓ = σF ). In the second phase we define σ0(y) := degdu(r̂σΓκ
−1
F (y)), and

show that this is indeed a section, in particular EΓ → XΓ is Leray-Hirsch. Then (σΓ, σ0) satisfy

property (P) in degree 2d.

As the first step of the induction, σΓ satisfies r̂σΓ(1) = 1 on H0(X), therefore property (P).

For the induction step, assume that (σΓ, σ0) satisfy property

r̂σΓ(f) = σ0κF (f)ui + l.d.t. (P)

for f ∈ H2i(F ), i ≤ d− 1 (σ0 is defined up to degree d− 1). Now we describe the induction step.

First phase. Let f ∈ H2d(F ). Then

r̂σΓ(f) =
2d∑
i=k

ξiu
2d−i
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3.3. HALVING BUNDLES

with ξi ∈ H i(EΓ). If k < d, then ξk ∈ ker(ρ0 : H∗(EΓ) → H∗(F Γ)) by the upper square in the

diagram above (since rFσF (f) satisfies degree condition).

Then ξk ∈ ker ρ0 = π∗0H
>0(XΓ) ·H∗(EΓ), so we can write

ξk =
r∑
i=1

π∗0βi · σ0(yi).

for some βi ∈ H>0(XΓ), and yi ∈ H<k(F Γ).

Let

σ′Γ(f) := σΓ(f)−
r∑
i=1

π∗ΓσXκ
−1
X (βi) · σΓ(κ−1

F (yi))u
2d−2k.

This is also a section satisfying ρ̂ ◦ σ′Γ = σF , as ρ̂ maps H>0(X) to zero.

Since X is a halving space,

r̂π∗ΓσXκ
−1
X (βi) = π∗0rXσX(κ−1

X (βi)) = βiu
deg βi + l.d.t.

and by the induction step,

r̂(σΓ(κ−1
F (yi))) = σ0(yi)u

deg yi + l.d.t.

so

deg2d−k
u r̂σ′Γ(f) =

r∑
i=1

βi · σ0(yi)−
r∑
i=1

βi · σ0(yi) = 0

and the degree decreases. Let σΓ := σ′Γ, and repeat this, until k = d for all f ∈ H2d(F ). This

finishes the first step.

Second phase. Define σ0(y) := degdu(r̂σΓκ
−1
F (y)). We claim that ρ0σ0(y) = y. The following

diagram commutes by naturality of Künneth formula:

H∗Γ(EΓ)
∼= //

ρ

��

H∗(EΓ)⊗H∗Γ
ρ0⊗id
��

H∗Γ(F Γ)
∼= // H∗(F Γ)⊗H∗Γ
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CHAPTER 3. BOREL-HAEFLIGER TYPE THEOREMS

We need the following relations:

degdu ρ = ρ0 degdu which follows from ρ = ρ0 ⊗ id,

ρr̂σΓ = rFσF which follows from ρr̂ = rF ρ̂ and ρ̂σΓ = σF

Using these, we get:

ρ0σ0(y) = ρ0 degdu(r̂σΓκ
−1
F (y)) = degdu ρr̂σΓκ

−1
F (y)

as claimed. This finishes the induction argument, and we get (σΓ, σ0) satisfying (P), which finishes

the proof.

Hausmann, Holm and Puppe proved a similar Theorem ([HHP05, Proposition 5.3]) over spher-

ical conjugation complexes. These are Z2-equivariant cell complexes built from conjugation cells

(closed unit disks D2k ⊆ Ck with complex conjugation Z2-action). Let us recall this Theorem:

Proposition 3.3.3 (Proposition 5.3 in [HHP05]). Let (Γ, R) = (Z2,F2). Let P → X be a Γ-

equivariant principal G-bundle over a spherical conjugation complex X. Let F be an S-space,

such that for the Γ ≤ S action it is a conjugation space, S := G oα Γ. Then E = P ×G F is a

conjugation space.

In the context of conjugation spaces, the halving bundle lemma (Lemma 3.3.2) is formally

stronger than Proposition 3.3.3: the conditions of Proposition 3.3.3 guarantee the conditions of

the halving bundle lemma. We need to check two conditions: Leray-Hirschness and Z2-equivariant

formality of E. X is simply connected since it is a spherical conjugation complex (it has no one-

cells) and therefore E is Leray-Hirsch by Proposition 1.1.2. Although we did not manage to prove

Z2-equivariant formality of E directly, we know it holds, since E is a conjugation space by Propo-

sition 3.3.3. It would be interesting to find an independent direct proof of Z2-equivariant formality

of E under the conditions of Proposition 3.3.3.
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Chapter 4

Applications - Borel-Haefliger theorem

In this chapter we discuss applications of the generalized Borel-Haefliger theorem. Since conju-

gation spaces are discussed in [HHP05], we concentrate on the case of circle spaces. Our main

type of application is the following: we deduce the cohomology ring structure of X from that of

XΓ, in particular we determine the structure constants of Schubert cycles in X from the structure

constants of the Schubert cycles in XΓ.

The discussion of our examples follows the following pattern: for a candidate halving space X,

we describe its geometry in Appendix B, generators for its cohomology (additively) in Appendix

C. In this chapter, we define the Γ-actions on X and for each example we show that the additive

generators [Zi] can be chosen such that they are halving cycles with respect to the Γ-action. We

decided to put these topics in the Appendix, since they are somewhat lengthy and would distract

from our main focus, namely the generalized Borel-Haefliger theorems.

In Section 4.1 we define the group actions for our main examples of halving spaces. Then,

in Section 4.2 we apply the generalized Borel-Haefliger theorem to show that these spaces are

circle spaces. In Section 4.3 we give further examples for circle spaces, which are quaternionic

halving spaces as well. Computing intersection products of cycles has consequences in enumerative

geometry; we conclude this chapter by discussing these in Section 4.4.
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CHAPTER 4. APPLICATIONS - BOREL-HAEFLIGER THEOREM

4.1 The group actions

In this short section we introduce the group actions that provide most of our examples of halving

spaces. We will refer to them as Galois type and pseudo Galois type actions.

4.1.1 Galois type actions

There are four normed division R-algebras Fi, i = 1, 2, 3, 4:

R ⊆ C ⊆ H ⊆ O.

In each case, there is a subgroup Γ ∼= O(Fi−1) of the algebra automorphisms Aut(Fi), such that

the fixed point set FΓ
i is the previous division algebra Fi−1, i = 2, 3, 4 – hence the name “Galois

type”. Here O(Fi) denotes the subgroup of elements of norm one in Fi. Explicitly, these actions

can be described as follows.

Example 4.1.1. The group of (continuous) automorphisms is Γ = Aut(C) = Z2, acting on F = C
by complex conjugation with fixed point set R. ♣

Example 4.1.2. Γ = U(1) ≤ Aut(H) = SO(3) acts on F = H with fixed point set C. ♣

Proof. By the Skolem-Noether theorem, all ring automorphisms of H are inner, and are in fact

R-algebra automorphisms. Inner automorphisms leave pure quaternions invariant, which shows

that the automorphism group is Aut(H) = Sp(1)/Z2
∼= SO(3). Then Γ = U(1) ≤ Sp(1) acts on

H by weight 2 by left-right conjugation, where the inclusion Γ ≤ H is the U(1) spanned by (1, i).

The fixed point set HΓ is the centralizer of U(1) in H, which is C = 〈1, i〉.

Example 4.1.3. Γ = Sp(1) ≤ Aut(O) = G2 and Γ′ = U(1) ≤ Γ both act on F = O with fixed

point set FΓ = FΓ′ = H. Here G2 denotes the compact real form. ♣

For the proof, see Proposition B.4.1.

We deduce some facts from these actions. First of all, these actions induce an action GL(n,Fi),
except on “GL(n,O)”, which is not defined:

Proposition 4.1.4. Γ = O(Fi−1) acts on GL(n,Fi) via group automorphisms with fixed point set

GL(n,Fi−1), i = 2, 3.
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4.1. THE GROUP ACTIONS

Proof. GL(n,Fi) can be represented by n× n matrices with entries in Fi, and the induced action

acting entry-wise is compatible with matrix multiplication, so the fixed point set is as claimed.

The Galois type actions Γ acting on Fi induce an action on linear subspaces of FNi , and therefore

on their flag manifolds: Z2 acts on FlD(CN), U(1) acts on FlD(HN):

Proposition 4.1.5. Γ = O(Fi−1) acts on FlD(FNi ) with fixed point set FlD(FNi−1), i = 2, 3.

For the proof, see Appendix D.2.

For i = 4, the octonionic case, vector space structure and subspaces are not defined. Flag

manifolds FlD also only make sense for D ∈ {(1, 1), (1, 2), (1, 1, 1)} and are usually defined via

Jordan algebras. There is an induced Sp(1)-action on octonionic flag manifolds, but an alternative

proof is required, see Proposition B.4.2. We will refer to all the actions defined in this section

collectively as Galois type actions.

4.1.2 Pseudo Galois type actions

There is another type of action we will be interested in, for lack of a standard name, we call them

“pseudo Galois type actions” (no relation to pseudo-Galois extensions). Namely each Fi-module

V is an R-vector space (i = 2, 3). Furthermore, Fi-submodules W ≤ V are those R-subspaces

which are Γ := O(Fi)-invariant, essentially by definition. Therefore

Proposition 4.1.6. Γ = O(Fi) acts on FlδD(RδN) with fixed point set FlD(FNi ), where δ = dimR Fi,
i = 2, 3.

Since O(Fi) acting on Fni is R-linear, it acts on GL(δn,R) via inner conjugation. The following

Proposition follows from the definition of complex/quaternionic linear transformations:

Proposition 4.1.7. Γ = O(Fi) acts on GL(δn,R) via group automorphisms with fixed point set

GL(n,Fi), where δ = dimR Fi, i = 2, 3. Similarly, Γ acts on HomR(Rδk,Rδl) with fixed point set

HomFi(Fki ,Fli).

For us, the most important action is U(1) acting on FlδD(RN). We will refer to these actions

collectively as pseudo Galois actions.
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CHAPTER 4. APPLICATIONS - BOREL-HAEFLIGER THEOREM

4.2 Examples: circle spaces

All our examples of circle spaces are homogeneous spaces, in particular they are all R-spaces, more

commonly known as (generalized) real flag manifolds. In this thesis, we reserve the terminology

real flag manifolds to FlD(RN), which are also R-spaces.

Out of the R-spaces, we have four main classes of examples of circle spaces: spheres S4n, even

real flag manifolds, quaternionic and octonionic flag manifolds. We describe them in this order.

4.2.1 Warm-up: spheres S4n

Let U(1) act on R4n+1 as the linear orthogonal representation, which splits into n weight one and

2n+ 1 trivial representations; S4n ⊆ R4n+1 is U(1)-invariant.

Proposition 4.2.1. With this Γ-action S4n is a circle space with fixed point set S2n.

Proof. The fixed point set of S4n is S4n∩R2n+1 = S2n. Since H∗(S4n) = Z[x]/(x2) is generated by

a Γ-invariant halving cycle, namely the class of a fixed point, by the generalized Borel-Haefliger

theorem, S4n is a circle space.

This example illustrates the general method of proof we will apply in the following.

4.2.2 Even real flag manifolds

The next example is given by even real flag manifolds , i.e. flag manifolds Fl2D(R2n), where all

dimensions are even. In the first part of this section we give a brief overview of what is known

about the cohomology of real flag manifolds, and in the second part we show that Fl2D(R2n) is a

circle space and deduce consequences. For the notation and geometry of real flag manifolds, see

Appendix B.2.

Overview

Complex flag manifolds have a cell decomposition given by the Bruhat cells, which are the complex

B+-orbits. Since all cells are even dimensional, all boundary maps are trivial, and all cohomology

is concentrated in even degrees. The closures of the Bruhat cells are the Schubert varieties, which
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4.2. EXAMPLES: CIRCLE SPACES

are all cycles and their fundamental cohomology classes generate additively the cohomology ring

of complex flag manifolds. Their multiplicative structure constants are given by Schubert calculus

which is a classical and well-developed theory [KL72].

Real flag manifolds also have a cell decomposition, however the boundary maps are no longer

trivial. The boundary maps have been first examined by Ehresmann [Ehr37]: he computed them

completely for the case of real Grassmannians Grp(Rp+q) = Flp,q [Ehr37, p. 80], up to sign for flag

manifolds of type Flp,q,r [Ehr37, p. 85] and he determined the cycles in the case of Fl1,q,r [Ehr37,

p. 87]. There is a summary of Ehresmann’s computations for the case of the Grassmannian in

Chern [Che51, p. 73].

General R-spaces also have a Bruhat cell decomposition [DKV83], see Appendix B.1.2. If all

multiplicities of the restricted roots are greater than 1, then there are no cells of neighboring

dimensions [DKV83]. Therefore, the boundary relations of this cell decomposition are trivial, so

additively its cohomology is freely generated by the closures of the Bruhat cells. If the multi-

plicities are not such (as in the case of real flag manifolds), the boundary relations are no longer

trivial. Kocherlakota [Koc95] computed the boundary relations for general R-spaces up to sign

by Morse theoretic methods. As he remarks, the open cells determined by the Morse function

coincide with the Bruhat cells, so his computations determine the incidence coefficients, up to

sign. There is a modern treatment in Casian-Stanton [CS99] connecting the question to the in-

finite dimensional representation theory of real reductive groups. In the case of Grassmannians

the incidence coefficients are described combinatorially (up to sign) in Casian-Kodama [CK13].

The latest development is [RM18], who complete Kocherlakota’s computation for R-spaces by

determining the signs of the incidence coefficients via a CW homology approach. In Appendix

C.1 we also compute the incidence coefficients via a slightly different approach, namely using the

geometry of the Schubert cell description.

Once the incidence coefficients are known, it is a nontrivial combinatorial problem to deter-

mine what the homology groups are and which Schubert varieties are cycles. The only infinite

families where we can determine which Schubert varieties are nonzero rational cycles is the case

of even flag manifolds FlR2D and Grassmannians, see Propositions C.1.9 and 4.2.7. We compute

some further small examples in Appendix F.
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CHAPTER 4. APPLICATIONS - BOREL-HAEFLIGER THEOREM

Once the cycles have been determined, the next step is to determine the structure constants of

the cycles. We will carry this out for the cycles of FlR2D with rational coefficients, see Corollary 4.2.3.

Returning to the complex case, another kind of description of the cohomology ring of the

complex flag manifolds is given in terms of characteristic classes of their tautological bundles.

Namely, H∗(FlD(CN);Z) is generated as an algebra by the Chern classes ci(Dj) of the tautological

quotient bundles Dj = Sj/Sj−1. In modern language, this can be formulated as surjectivity of

the Kirwan map [Kir84]. The relations between these generators are given by the graded parts

of
∏m

j=1 c∗(Dj), see e.g. [BT82, Chapter 23]. In the case of the Grassmannians, the relationship

between these two descriptions is given by the Giambelli formula

[σλ] = det(cλi+j−i(Q)).

In the real case, Pontryagin classes do not always generate the cohomology ring H∗(G/P ;Q);

this is only the case if G and P have the same rank, i.e. even real flag manifolds FlR2D. In other

words, the “rational real Kirwan map” is no longer surjective in general. Whenever it is surjec-

tive, we express [σλ] in terms of Pontryagin classes, see Corollary 4.2.4. The intersection theory of

real Grassmannians, more precisely their Chow-Witt rings have been recently considered in [Wen].

We can summarize the previous discussion in the following questions:

Q1a) Which Schubert varieties are cycles? Which ones are Q-cycles?

Q1b) What are their structure constants?

Q2) What are the relations between Pontryagin classes? What are the additional generators and

what are the relations?

Q3) How to express one set of generators from the other? σλ(pi) =? pi(σλ) =?

Casian-Kodama [CK13] examined the incidence relations in the case of Grassmannians (FlRD,

D = (k, l)), and made a conjecture about the ring structure of H∗(Grk(Rn)). This has been

answered in the form of Q2) for the case of Grassmannians using different approaches by Takeuchi
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4.2. EXAMPLES: CIRCLE SPACES

[Tak62], equivariantly by He [He16] using a generalized GKM theory, Sadykov [Sad17] using Borel’s

theorem and Carlson [Car16] following Cartan’s methods.

In Section 4.2.3 we settle the geometric part of Casian-Kodama’s conjecture for Grassmannians,

namely we answer Q1a) Q1b) and Q3) rationally.

In Appendix C.1.7 we answer Q1a) for D even and R = Q using two approaches: one by

resolutions (Remark 5.4.8) and another by using the Vassiliev complex. For D not even, the

answer is more complicated, as we illustrate on some small examples in Appendix F. In Section

C.2 we answer Q2) for general D by Cartan’s model. In this section, using the generalized Borel-

Haefliger theorem and the computations of Appendix C.1.7 which answer Q1a), we deduce Q1b),

Q3) for D even, see Corollaries 4.2.3 and 4.2.4.

Note, that Q1a), Q2) and Q3) imply Q1b) rationally, at least in theory; in practice giving

combinatorial rules to compute the structure constants is not immediate and has been extensively

studied in the complex case for different kind of cohomology theories by Littlewood-Richardson

rules, checkers, puzzles [Ful97], [Buc02], [Vak06], [KT03].

FlR2D are circle spaces

Recall the pseudo Galois type Γ = U(1)-action on real flag manifolds: the identification of R2n ↔
Cn as real Γ-representations induces an action on FlE(R2n), E = (e1, . . . , er). The flag manifold

FlE(RN) has a Schubert cell decomposition

ΩI(A•) = {F• ∈ FlE(RN) : dimFi ∩ Ak = rI(i, k)}, (4.1)

where

I ∈ OSP(E) = SN/(Se1 × . . .× Ser)

is an ordered set partition, and rI(i, k) = #{l ∈ I1 ∪ . . . ∪ Ii : l ≤ k}, see also Section B.2.1. If

2D = (2d1, 2d2, . . . , 2dr) and I ∈ OSP(D), then the doubled ordered set partition DI ∈ OSP(2D)

is obtained by replacing each i ∈ Ij by (2i− 1, 2i) ∈ DIj. A double Schubert variety σR
DI ⊆ FlR2D is

a Schubert variety corresponding to DI ∈ OSP(2D). In the case of the Grassmannian D = (k, l),

DI ∈
(

2(k+l)
2k

)
corresponds to the Young diagram obtained by subdividing each square into 2 × 2

squares in the Young diagram corresponding to I ∈
(
k+l
k

)
, see Figure 4.1.
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CHAPTER 4. APPLICATIONS - BOREL-HAEFLIGER THEOREM

⇒

Figure 4.1: The double of a Young diagram

By Proposition C.1.9, the double Schubert varieties σR
DI are cycles and their classes form a

basis of H∗(FlR2D;Q). Using circle spaces we can deduce their structure constants.

Theorem 4.2.2. With the pseudo Galois type action, Γ acting on Fl2D(R2n) is a circle space,

with fixed point set FlD(Cn). Furthermore

κ[σR
DI ] = 2|I|[σC

I ],

where [σC
I ] ∈ H2|I|(FlD(CN)).

Proof. By the generalized Borel-Haefliger theorem, it is enough to show that a) for an appropriate

complete real flag F•, the Schubert varieties σR
DI(F•) are halving cycles, b) form a basis of rational

cohomology and c) have fixed point set σC
I (FC

• ). The [σR
DI ] form a basis by Proposition C.1.9, so

b) holds. It remains to choose a flag F• satisfying a) and c).

a) Let F• be a complete flag in R2n, such that F2i are Γ-invariant, and let FC
• denote the

corresponding complex flag (F0, F2, . . . , F2n) in Cn by the identification R2n ↔ Cn. Then, σR
DI(F•)

are halving cycles. Indeed, by the rank conditions (4.1), the complex points of σR
DI(F•) are the

points of σC
I (FC

• ) since

dimR(W ∩W ′) = 2k ⇐⇒ dimC(W ∩W ′) = k

for any Γ-invariant subspaces W,W ′ ≤ R2n. Therefore for this choice of F•, the σR
DI(F•) are

Γ-invariant and (σR
DI(F•))

Γ = σC
I (FC

• ), so c) holds. A dimension count shows

codimR σ
R
DI(F•) = 2 codimR σ

C
I (FC

• )

and since ΩC
I is the unique top stratum of σC

I , the σR
DI are good and therefore halving cycles by

Example 1.2.13. Finally, the computation in Section D.3.1 shows that the normal weights are all

2.
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4.2. EXAMPLES: CIRCLE SPACES

Corollary 4.2.3 (Littlewood-Richardson coefficients).

[σR
DI ] · [σR

DJ ] =
∑
K

cKIJ [σR
DK ]

where cKIJ are the same Littlewood-Richardson coefficients as in

[σC
I ] · [σC

J ] =
∑
K

cKIJ [σC
K ].

Proof. By the Theorem and multiplicativity of κ,

κ([σR
DI ] · [σR

DJ ]) = κ([σR
DI ]) · κ([σR

DJ ]) = 2|I|+|J |[σC
I ] · [σC

J ]

Applying κ to the basis expansion, one gets

κ

(∑
K

cKIJ [σR
DK ]

)
= 2|I|+|J |

∑
K

cKIJ [σC
K ]

Corollary 4.2.4 (Giambelli formula type description).

[σR
DI ] = q(p∗(S

R
i )) ⇐⇒ [σC

I ] = q(c∗(S
C
i )),

that is the same polynomial describes the double real Schubert classes and complex Schubert classes

in terms of Pontryagin and Chern classes.

Proof. Since κ is a ring isomorphism and SR
i is associated to a Γ-equivariant principal GL(2si,R)-

bundle (Example E.1.9), which has a Γ-equivariant classifyng map K : X → BG, the claim follows

from Proposition 5.1.5 and Example 5.1.9.

Corollary 4.2.5.

H∗(FlR2D) = Q[p∗(S
R
i )]/R(p∗(S

R
i )) ⇐⇒ H∗(FlCD) = Q[c∗(S

C
i )]/R(c∗(S

C
i )),

where R(xi∗) denotes an ideal in the variables xij, that is the same polynomial relations hold in

the two cohomology rings in terms of Pontryagin and Chern classes of the respective tautological

bundles.
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CHAPTER 4. APPLICATIONS - BOREL-HAEFLIGER THEOREM

Proof. Since pj(S
R
i ) are algebra generators, and κ(pj(S

R
i )) = 2jcj(S

C
i ), this follows from multi-

plicativity of κ.

Corollary 4.2.6 (Equivariant Giambelli formula). For the case of Grassmannians FlR2D = Gr2k(R2(k+l)),

D = (k, l), the (doubled) Giambelli formula holds, even Γ-equivariantly

[σDλ]Γ = det

∣∣∣∣∣∣∣∣∣∣
[σDλ1 ]Γ [σD(λ1+1)]Γ . . . [σD(λ1+k)]Γ

[σD(λ2−1)]Γ [σDλ2 ]Γ . . . [σD(λ2+k−1)]Γ
...

...
. . .

...

[σD(λk−k)]Γ . . . . . . [σDλk ]Γ

∣∣∣∣∣∣∣∣∣∣
where Dλ denotes the double of the partition λ ⊆ k × l and Da = (2a, 2a) for a ∈ Z.

Proof. Nonequivariantly, this follows from the complex Giambelli formula and from X being a cir-

cle space with κ[σR
Dλ] = 2|λ|[σC

λ ]. Equivariantly, this follows from σ being multiplicative (Corollary

2.1.5) and from the generalized Borel-Haefliger theorem, σ[σDλ] = [σDλ]Γ.

4.2.3 Real Grassmannians

The Casian-Kodama conjecture [CK13] concerns the cohomology ring structure of real Grassman-

nians. The characteristic class description was completely settled even equivariantly by [He16],

[Sad17], [Car16]. However, it seems that the question of the cohomology ring structure in terms of

Schubert cycles (fundamental classes of Schubert varieties) has not yet been addressed. We com-

plete this description by using the generalized Borel-Haefliger theorem, and via the computation

of incidence coefficients in Appendix C.

First, we describe the additive structure, see Proposition 4.2.7. To deduce the multiplicative

structure, we show that GrK(RN) are circle spaces, except when K is odd, N is even, see Propo-

sition 4.2.8. This gives some examples for nonorientable circle spaces. For K odd, N even, we use

an additional geometric argument to deduce the multiplicative structure, see Proposition 4.2.9.

Additive structure

A convenient way to parametrize the Schubert varieties in Grassmannians is by Young diagrams

λ ⊆ K × (N − K). One has the following conversion formulas between λ ⊆ K × (N − K) and
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4.2. EXAMPLES: CIRCLE SPACES

⇒

• • • • •
•
•
•

Figure 4.2: The L-operation on λ = (3, 1, 0) ⊆ 3× 4

I ∈
(
N
K

)
:

λj = N −K + j − Ij, Ij = N −K + j − λj. (4.2)

Before stating the Schubert cycle description of H∗(GrK(RN);Q) it is convenient to introduce

the L-operation on Young diagrams: given λ ⊆ K × (N −K), let Lλ ⊆ (K + 1) × (N −K + 1)

be the partition

Lλ := (N −K + 1, λ1 + 1, λ2 + 1, . . . , λK + 1).

In terms of Young diagrams, the diagram contains the first row and column, and the comple-

ment of this L-shape is the Young diagram λ, see Figure 4.2 (the added L-shape is marked with

bullet points). We call the corresponding Schubert varieties σLλ L-Schubert varieties. Recall the

definition of the double Dλ ⊆ 2k × 2(n− k) of a Young diagram λ ⊆ k × (n− k) (Figure 4.1).

Proposition 4.2.7.

H∗(GrK(RN);Q) =

Q
〈

[σDλ], [σL(Dλ)] : λ ⊆ k × (n− k)
〉

N even K odd

Q
〈

[σDλ] : λ ⊆ k × (n− k)
〉

else.

where k = bK/2c, n = bN/2c.

Proof. The computation of the incidence coefficients in Appendix C is summarized in equation

(C.3) (modulo sign). For Grassmannians, it can be rewritten in terms of Young diagrams as

follows (see also [CK13]). If µ is a partition obtained from λ by increasing λj by 1, then

[σλ, σµ] =

0 λj − j odd

±2 λj − j even

In particular, it follows that σλ is a cycle if and only if for all partitions µ obtained by increasing

λj by 1, λj− j is odd. Pictorially this means that the ’inner’ corners on the Young diagram λ only
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CHAPTER 4. APPLICATIONS - BOREL-HAEFLIGER THEOREM

lie on even antidiagonals. This implies that double Schubert varieties σDλ and double L-Schubert

varieties σL(Dλ) are cycles – possibly torsion.

However, the boundary relations imply that the coefficient of σDλ in every incidence relation

vanishes:

[σDλ, σµ] = 0

for all dimσµ = dim σDλ + 1, so each [σDλ] do not appear in any relations and therefore are

linearly independent. A similar computation shows that if K odd and N even, [σL(Dλ)] appear

with zero coefficient in every incidence relation, so each of them generates a free Q-submodule.

The Cartan description of Section C.2 implies that

dimQH
∗(GrK(RN);Q) =

2
(
n
k

)
N even K odd(

n
k

)
else.

which implies that these Schubert classes form a basis.

Multiplicative structure

The GrK(RN) are circle spaces unless K is odd and N is even. If K and N is even, this is contained

in Theorem 4.2.2. The remaining cases: K odd N even and K even N odd are both nonorientable,

see Corollary B.2.9. This gives examples of nonorientable circle spaces.

Identify R2n+1 = R⊕Cn as Γ = U(1)-representations; let the trivial representation be the first

coordinate R = 〈e1〉. This induces actions on Gr2k+1(R2n+1) and Gr2k(R2n+1), whose fixed point

set can be identified with Grk(Cn).

Proposition 4.2.8. The natural inclusions induce isomorphisms

H∗(Gr2k(R2n)) ∼= H∗(Gr2k(R2n+1)) ∼= H∗(Gr2k+1(R2n+1))

compatibly with the descriptions given in Corollaries 4.2.3, 4.2.4, 4.2.5.

Proof. Let FR
• ∈ Fl(R2n+1) be the standard complete flag. Then by our definition of the U(1)-

action, FC
• = (〈e2, e3〉, 〈e2, e3, e4, e5〉, . . . , 〈e2, . . . , e2n+1〉) is a complete complex flag FC

• ∈ Fl(Cn).

The rank description (B.3) implies that double Schubert varieties σDλ(F
R
• ) are halving cycles, with

fixed point set σC
λ (FC

• ).
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4.2. EXAMPLES: CIRCLE SPACES

Since we are no longer in the orientable case, in order to use the generalized Borel-Haefliger

theorem, we need that the Grassmannians are Poincaré duality spaces and that fd(X) = 2 fd(XΓ)

according to Remark 3.1.2 i). Both of these follow from the Cartan description (Section C.2): any

flag manifold is a Poincaré duality space, and fd(X) = 4k(n− k) and fd(XΓ) = 2k(n− k). Then

one can apply the generalized Borel-Haefliger theorem as in the proof of Theorem 4.2.2.

Finally, that the natural inclusions induce the isomorphisms can be shown as follows: the

characteristic classes are mapped into each other via the natural inclusions, so there is a system

of generators mapped into a system of generators with the same relations. For example,

i : Gr2k(R2n) ↪→ Gr2k(R2n+1)

pulls back i∗pj(S
2n+1) = pj(S

2n) and i∗pj(Q
2n+1) = pj(Q

2n) (even though the pullback i∗Q2n+1 =

Q2n ⊕ ε.)

Proposition 4.2.9. The structure constants of [σDλ] and [σL(Dλ)] in H∗(Gr2k+1(R2n)) are com-

pletely determined by the Littlewood-Richardson structure constants of [σDλ] (Corollary 4.2.3) and

[σDλ] · [σL0] = [σL(Dλ)], [σL0]2 = 0.

Proof. Since [σL0] ∈ H2n−1 lives in odd degree, and multiplication is graded commutative, [σL0]2

is 2-torsion, therefore zero rationally.

To show [σDλ] · [σL0] = [σL(Dλ)], we use the following lemma.

Lemma 4.2.10. In Grk(Rn), for appropriate transverse flags E•, F• there exists a flag G•, such

that

σL0(E•) ∩ σλ(F•) = σLλ(G•) (4.3)

Proof. Let E• be the standard flag, F• the opposite flag

F• = 〈en〉 ≤ 〈en, en−1〉 ≤ . . . ≤ 〈en, en−1, . . . e2〉 ≤ 〈en, en−1, . . . , e1〉

and G• be obtained from F• by exchanging e1 and en:

G• = 〈e1〉 ≤ 〈e1, en−1〉 ≤ . . . ≤ 〈e1, en−1, . . . e2〉 ≤ 〈e1, en−1, . . . , e3, e2, en〉.
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CHAPTER 4. APPLICATIONS - BOREL-HAEFLIGER THEOREM

E• and F• are transverse flags, which imply that the Schubert varieties σL0(E•) ∩ σλ(F•)
intersect transversely. The rank conditions defining σL0(E•) translate to

U ∈ σL0 ⇐⇒ E1 ≤ U ≤ En−1

in particular, σL0(E•) is a subGrassmannian Grk(Rn−2). The following observation allows us to

conclude: if E1 ≤ U ≤ En−1, then

dim(U ∩ Fj) = k ⇐⇒ dim(U ∩Gj) = k + 1

By comparing the rank conditions defining σλ and σLλ the two sides of (4.3) are equal.

Remark 4.2.11. i) The previous lemma was stated for arbitrary k and n; a simple verification

shows that the subGrassmannian σL0 is always coorientable and therefore a cycle. However, the

computation which shows that it appears in every incidence relation with zero coefficient only holds

if k is odd and n is even, otherwise [σL0] is a 2-torsion element.

ii) If one defines the usual U(1)-action on R2n by identifying it with Cn, the induced action on

Gr2k+1(R2n) has no fixed points; indeed, Cn has no real odd dimensional invariant subspaces.

Gr2k(R2n+1) has zero Euler characteristic so it cannot be a circle space, see also Section 4.2.5.

Richardson varieties

The original Borel-Haefliger theorem states that for any complexified subvariety Z ⊆ Grk(Cn),

κ[Z] = [ZΓ] holds, and not only for the basis of Schubert varieties. For example, one could consider

Richardson varieties

σC
λ,µ := σC

λ (F•) ∩ σC
µ (F ′•)

for transversal real flags F• t F ′•, λ, µ ∈
(
n
k

)
. Applying the mod 2 Borel-Haefliger theorem yields

that expressing the fundamental class of a complex Richardson variety [σC
λ,µ] in tautological Chern

classes agrees with the real [σR
λ,µ] in tautological Stiefel-Whitney classes, as in the proof of Corollary

4.2.4.

By the generalized Borel-Haefliger theorem, the same type of relation holds in the case of circle

spaces. In particular, for real double Richardson varieties in Gr2k(R2n):

Proposition 4.2.12.

κ[σR
Dλ,Dµ] = 2|λ|+|µ|[σC

λ,µ].
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4.2. EXAMPLES: CIRCLE SPACES

4.2.4 Quaternionic flag manifolds

Recall the Galois type Γ = U(1)-action on quaternionic flag manifolds. Let Hn be a (right)

quaternionic vector space. Then Γ = U(1) ⊆ C = 〈1, i〉 ≤ H acts on H via inner (left-right)

conjugation, which induces an action on Hn and FlD(Hn), with fixed point set FlD(Cn). The flag

manifold FlD(Hn) has a Schubert cell decomposition σH
I where I ∈ OSP(D), see Section B.3.

Theorem 4.2.13. With the Galois type Γ = U(1)-action (from the left), FlD(Hn) is a circle space,

with fixed point set FlD(Cn). Furthermore

κ[σH
I ] = 2|I|[σC

I ],

where [σC
I ] ∈ H2|I|(FlD(Cn)).

Proof. Similarly to the case of real even flag manifolds, by the generalized Borel-Haefliger theorem

it is enough to show that a) the Schubert varieties σH
I (F•) are halving cycles with respect to an

appropriate complete flag F• ∈ Fl(Hn), b) [σH
I ] form a basis of rational cohomology and c) they

have fixed points σC
I (FC

• ).

a) If FC
• is a complex flag, then F• := FC

• ⊗C H is a quaternionic flag, which is Γ-invariant,

therefore the σH
I (F•) are also Γ-invariant. Here being a good cycle is more straightforward by

Example 1.2.13, as all strata are even dimensional and Γ-invariant, whose fixed point sets give a

stratification of FlD(Cn). This also implies b).

c) The fixed point sets of σH
I (F•) are σC

I (FC
• ) by the observation that for any complex subspaces

W,W ′ ≤ Cn,

dimH(WH ∩W ′
H) = k ⇐⇒ dimC(W ∩W ′) = k.

Then the rank conditions describing Schubert varieties imply c). To conclude part a), a dimension

count shows that the σH
I (F•) are halving cycles. The normal weights are all 2u as the computation

in Section D.3.2 shows.

Corollary 4.2.14 (Littlewood-Richardson coefficients).

[σH
I ] · [σH

J ] =
∑
K

cKIJ [σH
K ]
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CHAPTER 4. APPLICATIONS - BOREL-HAEFLIGER THEOREM

where cKIJ are the same Littlewood-Richardson coefficients as in

[σC
I ] · [σC

J ] =
∑
K

cKIJ [σC
K ].

Proof. Exactly the same as Corollary 4.2.3.

Corollary 4.2.15 (Giambelli formula type description).

[σH
I ] = q(p∗(S

H
i )) ⇐⇒ [σC

I ] = q(c∗(S
C
i )),

where p∗ denotes quaternionic Pontryagin classes. In words, the same polynomial describes the

quaternionic and complex Schubert varieties in terms of characteristic classes.

In the case of Grassmannians, this was already noticed by Pragacz-Ratajski [PR97]; as they

remark, the proof of the Pieri formula in Griffiths-Harris [GH78] can be replicated in the quater-

nionic case implying the same description of the cohomology rings (complex and quaternionic)

with degrees doubled.

4.2.5 Further examples - remarks

We conclude this section by some remarks on finding further examples.

First, no complex projective variety X can be a circle space; H2(X) contains the non-zero

hyperplane section, which violates the condition of having nonzero cohomology groups only in

degrees 4i.

Second, if Γ acting on a homogeneous space X = G/H is a circle space, then rk(G) = rk(H).

Indeed, it is classical (e.g. [GHZ06]), that the Euler-characteristic of a homogeneous space is zero if

rk(G) > rk(H), which means that X has nonzero cohomology in some odd degree, again violating

the condition on even degrees. Indeed, all of the examples above satisfied this condition.

In the case of Γ = Z2, smooth toric manifolds are conjugation spaces [HHP05, Example

8.7]. There is a quaternionic analogue of toric varieties introduced by Scott [Sco95], which come

naturally equipped with an SO(3)-action. The cohomology of such a space is degree-doubling

isomorphic to its complex counterpart [Sco93, Theorems 3.3.2. and 5.5.1], which suggests that

these are also circle spaces (via the SO(2) ≤ SO(3)-action). This still needs to be verified. I am

indebted to Matthias Franz for recommending this example.
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4.3. QUATERNIONIC HALVING SPACES

A remark on the weights

In the main examples of circle spaces encountered the normal weights were equal to 2, one might

wonder whether this has some deeper geometric meaning. The answer is no: the actions above

can be modified in such a way to obtain circle spaces of arbitrary normal weights.

This follows from the following trivial remark. Any action α : Γ → Aut(X) factors through

Γ/ ker(α). This applies to Γ = U(1) acting on X = Gr2k(R2n); it is not hard to see that there

are two types of orbits: U(1)/Z2 and fixed points, so ker(α) = Z2. In particular, with this action

U(1)/Z2
∼= U(1) acts semi-freely on X.

For a semi-free action, all normal weights are one, which can be shown using the slice theorem.

Conversely, given a semi-free action, by precomposing with the n-fold cover πn : U(1) → U(1),

one can obtain any normal weight n. Explicitly, the whole Borel construction factors through this

lift: Bπ2 : EΓ×π2 Γ→ EΓ induces a commutative diagram

H∗Γ
//

Bπ∗2
��

H∗Γ(X̃) r̃ //

B̃π
∗
2

��

H∗Γ(XΓ)

��
H∗Γ

// H∗Γ(X) r // H∗Γ(XΓ)

where X̃ denotes X as a Γ-space with the modified action α̃ : Γ→ Aut(X), and

B̃π2 : BΓX = (EΓ×π2 Γ)×α̃ X → EΓ×α̃ X.

However, notice that the U(1)-action on Gr2k(R2n) only lifts to the tautological bundle SR

when this weight is even. This also indicates the natural appearance of the powers of 2 in the

proof of Example 2.2.1. When an extra G-action is involved as in the equivariant Borel-Haefliger

theorem, the Γ and G-actions can only be modified together so that the actions remain compatible.

4.3 Quaternionic halving spaces

In this section we give some examples for quaternionic halving spaces, i.e. halving spaces for

Sp(1): the octonionic flag manifolds. We will also show that they are circle spaces by restricting

to U(1) ≤ Sp(1). These are the only two examples of quaternionic halving spaces that we are

aware of.
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CHAPTER 4. APPLICATIONS - BOREL-HAEFLIGER THEOREM

4.3.1 Octonionic flag manifolds

By octonionic flag manifolds we mean the following three examples: OP 1,OP 2,Fl(O)(= Fl(O3)).

Nonassociativity of octonions leads to the fact that there are no analogues of higher dimensional

octonionic flag manifolds. We briefly summarize what we need about these spaces in Appendix

B.4 and refer to [Bae02], [Fre85], [Esc], [MW13] for further details. Since OP 1 ∼= S8 which is

easily seen to be both a circle space and a quaternionic halving space, we start with OP 2.

Octonionic projective plane: OP 2

In the case of OP2 a purely topological proof can be given using Hopf fibrations.

Proposition 4.3.1. The Hopf fibrations are Γ-equivariant principal G-bundles (in the sense of

Appendix E) each with fixed point set the previous Hopf fibration:

• π2 : S1 → S3 → S2 is Γ = Z2-equivariant with fixed point set π1 : S0 → S1 → S1

• π3 : S3 → S7 → S4 is Γ = U(1)-equivariant with fixed point set π2 : S1 → S3 → S2

• π4 : S7 → S15 → S8 is Γ = Sp(1)-equivariant with fixed point set π3 : S3 → S7 → S4

Proof. The definition of these bundles involves the division algebra structure of F, so they are

naturally Aut(F)-equivariant. The fixed point sets follow from the Galois type actions: Examples

4.1.1, 4.1.2, 4.1.3.

Corollary 4.3.2. OP 2 is a halving space with the Galois type U(1)-action, with fixed point set

HP 2.

Proof sketch. The projective planes FP2 can be obtained by gluing along the Hopf fibrations:

RP 2 = D2
∐
π1

S1, CP 2 = D4
∐
π2

S2, HP 2 = D8
∐
π3

S4, OP 2 = D16
∐
π4

S8

and the Γ-action descends to the projective planes, with fixed point set the the previous one.

From the naturally occurring cell decompositions we get that each space is a halving space with

the fixed point set the previous one, in particular we get that OP 2 is a quaternionic halving/circle

space. Alternatively, one can adapt the proof of the next section.
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Octonionic flag manifold: Fl(O)

OP 2 has a description by (restricted) homogeneous coordinates as follows. The points of OP 2

are triples (a, b, c) ∈ O3, such that at least one of them is real, modulo the relation that two

such elements are equal if they differ by left-multiplication by an element of O. The lines (OP 2)∗

of OP 2 are defined similarly, but now the equivalence relation is right multiplication. A point

x = (x1, x2, x3) ∈ OP 2 is incident to the line l = (l1, l2, l3) ∈ (OP 2)∗ denoted x ∈ l, if x1l1 +

x2l2 + x3l3 = 0 for representatives chosen such that at least two of the sets {xi, li} contain a real

number. The flag manifold Fl(O) can be defined as the set of incident point-lines:

Fl(O) := {(x, l) : x ∈ l} ⊆ OP 2 × (OP 2)∗.

Remark 4.3.3. The description in terms of coordinates is in fact isomorphic to the usual model of OP 2

by the exceptional Jordan algebra h3(O), see [Fre64], [GOMV94], [MW13]. These identifications are due

to [Asl91], [All97], see also [Ros97, Theorem 7.2], [CK11].

There is a Γ = Sp(1)-action on O, with fixed point set OΓ = H, see Proposition B.4.1. This

induces a coordinate-wise action on Y = OP 2 with fixed point set Y Γ = HP 2. Since the action is

compatible with the incidence relation, it also induces an action on X = Fl(O) with fixed point

set XΓ = Fl(H3). For further details, see Proposition B.4.2.

Theorem 4.3.4. With the Galois type Γ = Sp(1)-action, Fl(O) is a quaternionic halving space,

with fixed point set Fl(H3). Furthermore

κ[σO
w ] = [σH

w ]

where w ∈ S3 and [σH
w ] ∈ H2|w|(Fl(H3)).

Proof. The theorem follows from Proposition B.4.3 stating that for d• ∈ Fl(O)Γ = Fl(H3), the flag

manifold Fl(O) has a decomposition into Γ-invariant Schubert 8i-cells ΩO
w(d•), defined by incidence

relations, whose fixed point sets are ΩH
w(d•). In particular, the closures of the Schubert cells are

Γ-invariant halving cycles σO
w(d•) by a dimension count.

The conditions of the generalized Borel-Haefliger theorem for Γ = Sp(1) have to be checked

according to Remark 3.1.2 ii). First, the Schubert cycles are Sp(1)-invariant halving cycles and
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their fixed point sets are cycles (this is straightforward). Second, Fl(O) satisfies the localization

theorem for Sp(1) by [tD87, Theorem III.3.8.], see also [MW13, Theorem 1.3].

Remark 4.3.5. i) By the general theory, Fl(O) has a Bruhat cell decomposition asN -orbits ([DKV83],

[MW13], see also Appendix B.1.2). This agrees with the Schubert cell decomposition - this can be

verified through the Jordan algebra model of OP 2.

ii) These examples are also examples of circle spaces. Indeed, one can restrict the action of Γ = Sp(1)

to a ∆ = U(1)-action, with the same fixed point set.

4.4 Enumerative geometry: Schubert problems

The cohomology ring structure in terms of Schubert classes gives information about enumerative

geometric Schubert problems :

Given generic complete flags F 1
• , . . . , F

r
• in FN , what is the cardinality of∣∣∣∣∣
r⋂
j=1

σIj(F
j
• )

∣∣∣∣∣ =?

for σj := σIj of total dimension FlD(FN) (F = R,C,H)? Ij ∈ OSP(D).

The word generic is a subtle point here: we will say that the flags are generic, if the corre-

sponding Schubert varieties are transversal. This is an open condition in the configuration space

by the Kleiman-Bertini theorem. The main property of generic configurations G relevant to us is

that the number of solutions is locally constant on G.

In the case of two flags, if the flags are transversal, then they are generic. This is no longer

true if multiple Schubert varieties are involved, as we will illustrate below in Section 4.4.4.

4.4.1 Complex Schubert problems

In the complex case F = C, a Schubert problem can be solved by multiplying Schubert cycles:

since everything is complex, at a smooth transversal intersection all tangent spaces have canon-

ical orientations, therefore all intersections come with the same sign. Therefore the cohomology
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product of [σj] is an element n[∗] of H top(FlD(CN)) ∼= Z〈[∗]〉, and this number n is the answer to

the Schubert problem.

4.4.2 Real Schubert problems - lower bounds

In the real case F = R, there are no canonical orientations, therefore each transversal intersection

p comes with a sign, depending on whether the orientation of the tangent spaces Tpσj agrees with

the orientation of the tangent space Tp Fl. Therefore the cohomological calculation only gives a

signed sum of the points, hence a lower bound to the Schubert problem. The actual number of

solutions depends on the configuration (the choice of the flags F i
•), and there is a range of numbers

that might appear as the number of solutions. This range is not known in general, a special class

of examples has been computed via elementary methods in the case of Grassmannians [FM16].

Recently [Wen] considered similar problems for Grassmannians using Chow-Witt rings. For ex-

ample, in Gr8(R16) the number of solutions to the Schubert problem σ4
λ for λ = (4, 4, 4, 4) can be

{6, 14, 30, 70}, see [FM16].

The dependence of the number of solutions on the given configuration has the following explana-

tion. In the complex case, the singular configurations form an at least one complex codimensional

subvariety of the configuration space, so the space of nonsingular configurations is connected. In

the real case, the singular configurations can be one real codimensional, in which case the config-

uration space falls apart into connected components (chambers).

An upper bound for the range is given by the number of solutions for the corresponding generic

complex Schubert problem. Here some caution is required when discussing genericity: one has to

show that there exist real generic flags which are complex generic when regarded as complex flags.

Indeed, this is the case: the subset of complex nongeneric configurations can be defined by real

equations, so there exist real flags F j
• which are complex generic. For such flags, all intersections of

σC
j (F j

• ) are transverse, therefore so are those of σR
j (F j

• ), so such configurations are also real generic.

It is a natural question, whether a real enumerative problem is maximal/fully real [Sot97], i.e.

whether there exists a configuration for which the number of solutions agrees with the number of
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solutions for the same complex problem. This is true for real Schubert problems in Grassmannians

as shown in [Vak06].

Another natural question in real enumerative geometry, is to find a lower bound for the range

of solutions [Wel05], [HHS13], and as we have already mentioned, the cohomology calculation gives

such a lower bound. By the description of the real Littlewood-Richardson coefficients (Corollary

4.2.3) we have:

Proposition 4.4.1. The number of solutions of a double real Schubert problem (DIj) is bounded

below by the number of solutions to the half sized complex one (Ij).

The cohomology of real Grassmannians (and flag manifolds) with integer coefficients contains

Z2-torsion [He17]. If in a Schubert problem all Schubert varieties are cycles, but one of them is

Z2-torsion, then the corresponding cycles multiply to zero in cohomology (at least if the flag man-

ifold is orientable), which is uninteresting as a lower bound. Note however that the corresponding

Schubert problem can be, and usually is nontrivial. Summarizing: for the purpose of obtaining

enumerative lower bounds, we don’t lose anything by working with rational coefficient cohomology.

Alternatively, using the original Borel-Haefliger theorem over R = F2, one can obtain mod 2

information about a Schubert problem:

Proposition 4.4.2. The number of solutions of a real Schubert problem has the same parity as

the number of solutions of the corresponding complex Schubert problem.

We conclude with a question:

Question 1. Is the lower bound of Proposition 4.4.1 sharp?

We make some remarks without giving a complete answer. Take real complete flags F j
• ∈

Fl(Rn), such that F j
2i are U(1)-invariant. Then the set of solutions

S :=
⋂
j

σR
DIj

(F j
• )
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is a U(1)-invariant subset. If S is finite, then each point W ∈ S is a U(1)-fixed point, i.e. complex.

Therefore, it is a solution to the corresponding half sized complex Schubert problem

W ∈ SC =
⋂
j

σC
Ij

(F j
•,C).

This reduces the question to one about genericity: Does there exist a complex generic config-

uration of flags F j
•,C, which as real flags F j

•,R are real generic (for the double sized real problem)?

4.4.3 Quaternionic Schubert problems

In the quaternionic case F = H the situation can be reduced to the complex case:

Proposition 4.4.3. The number of solutions of a quaternionic Schubert problem is the same as

the corresponding complex Schubert problem.

Proof. If the Schubert varieties σj(F
H
• ) are transverse, then since the tangent spaces are canonically

oriented (they are complex via U(1) ≤ H), the cohomology computation gives the exact number

of solutions. We can conclude by the Littlewood-Richardson coefficients of Corollary 4.2.14.

Modulo a question on genericity left unanswered, we also give an elementary proof attempt by

a direct reduction to the complex case:

Proof sketch. Consider the complex problem and its solutions W1, . . . ,Wr ∈ FlD(CN). Tensoring

everything by ⊗CH, we get a (right) quaternionic Schubert problem, w.r.t. flags F j
• ⊗C H whose

solutions are Wj ⊗C H. Indeed, for any complex subspace W ≤ Cn, dimCW = dimH(W ⊗C H).

To show that there are no more solutions, notice that the set of solutions S to such a problem

is U(1)-invariant (the flags F j
• are). If there are finitely many solutions, then each quaternionic

subspace U ∈ S is U(1)-fixed. Linear algebra shows that then it is of the form W ⊗C H, so every

solution must come from a complex solution (see Proposition D.2.3). It remains to answer the

following question:

Question 2. Given a generic complex Schubert problem, is its quaternionification generic?

Although the complex intersections will remain transverse, it could be the case that S has

further components in FlD(HN)\FlD(CN). One can modify the definition of complex genericity as

those complex problems whose quaternionification is generic; hopefully this is an open condition.
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CHAPTER 4. APPLICATIONS - BOREL-HAEFLIGER THEOREM

4.4.4 An example

We illustrate the subtleties concerning genericity on the following problem:

Problem 1. How many lines intersect four given lines in HP 3?

By Proposition 4.4.3, the answer is the same as in the complex case, which is 2. Forgetting

the quaternionic structure and remembering only the complex structure, we can ask the double of

this problem:

Problem 2. How many W ∈ Gr4(C8) intersect four given Ui ∈ Gr4(C8) in 2 dimensions?

If the configuration is complex generic, this has more solutions, namely 6. 2 of these solutions

are going to be Sp(1)-invariant as subspaces, however note that the Sp(1)-action does not descend

to Gr4(C8), since the Sp(1)-action does not commute with the complex structure. The Sp(1)-

action does descend to Gr8(R16), so we can forget the complex structure, and consider the double

sized real problem:

Problem 3. How many W ∈ Gr8(R16) intersect four given Ui ∈ Gr8(R16) in 4 dimensions?

Since the Ui obtained by forgetting the complex structure are U(1)-invariant, the set of real

solutions S is U(1)-invariant. If the configuration is real generic, then there are finitely many

solutions S, which are U(1)-fixed points, therefore solutions to Problem 2. It follows that the

number of real solutions is six.

On the other hand, the problem was obtained from a quaternionic problem by forgetting the

quaternionic structure, so the Ui are Sp(1)-invariant, and so is the set of solutions S. As before,

S is Sp(1)-invariant ergo quaternionic, therefore by this argument there should only be 2 real

solutions, which is a contradiction. The resolution of this seeming contradiction is that complex

and real problems obtained by forgetting the quaternionic structure are usually not real generic.

A notable exception is if we intersect two Schubert varieties, as this is equivalent to the flags

being transverse. For example, two lines in HP 2 always intersect in a point.

On this concrete example, nongenericity can be seen even more explicitly as follows. To a

given configuration U1, . . . , U4, one can associate a real linear map ϕ : U1 → U1 with the property
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that the problem is real generic iff all four eigenvalues of this map are distinct, and different from

0 and 1, see [FM16, Remark 4.14]. If the Ui are complex (U(1)-invariant), the corresponding map

ϕ : U1 → U1 is complex linear. In case the complex eigenvalues of ϕ contain no complex conjugate

pairs, then the problem is also real generic. However, if the Ui are quaternionic (Sp(1)-invariant)

the map is quaternionic linear, and the real eigenvalues of ϕ ∈ Sp(1) = SU(2) are of the form

{λ, λ, λ, λ}, so the problem is not real generic.
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Chapter 5

Applications - Equivariant

Borel-Haefliger

In this chapter we discuss applications of the equivariant Borel-Haefliger theorem (Theorem

3.2.10). The equivariant Borel-Haefliger theorem provides a degree-halving ring ismorphism be-

tween H∗G(X) and H∗GΓ(XΓ), when X is a halving G-manifold and G is a halving group. We will

give examples of halving groups in Section 5.1. We relate the characteristic classes of G and GΓ in

the formalism of halving spaces. In the rest of the chapter, we give applications of the equivariant

Borel-Haefliger theorem for Γ = U(1). These include (real, rational) Thom polynomials (Section

5.2), Quiver Thom polynomials (Section 5.3), Matrix Schubert varieties (Section 5.4) and some

applications when X is not a vector space (Section 5.5).

5.1 Halving groups

Recall that Γ acting onG by automorphisms is a halving group, if EG→ BG has a Γ-approximation

Ek → Bk with Bk halving spaces and (EG)Γ is contractible. Our main application of halving

groups is the equivariant Borel-Haefliger theorem, which relates the G-equivariant cohomology of

a halving space X with the GΓ-equivariant cohomology of its fixed point set XΓ.
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CHAPTER 5. APPLICATIONS - EQUIVARIANT BOREL-HAEFLIGER

5.1.1 Examples

In all examples below, it is well-known from characteristic class theory that there is a degree

halving ring isomorphism between H∗G and H∗GΓ . However, being a halving group is more, as

this also involves the Γ-equivariant cohomology structure of BG. According to our definition of

halving groups, we give Γ-approximations of BG which we already know are halving spaces and

using Proposition 2.1.7 we can pass to the limit.

Conjugation-halving groups

Cohomology is taken with F2 coefficients.

Example 5.1.1. Let Γ = Z2 act on

a) G = U(1) by complex conjugation with fixed point set GΓ = Z2.

b) G = U(1)n by complex conjugation with fixed point set GΓ = Zn2 .

c) G = GL(n,C) by complex conjugation with fixed point set GΓ = GL(n,R).

Then G is a halving group. ♣

Proof. Let Γ act on

a) EG = InjC(C,C∞)→ CP∞ = BG

b) EG = InjC(C,C∞)×n → (CP∞)×n = BG

c) EG = InjC(Cn,C∞)→ Grn(C∞) = BG

by complex conjugaton. Then EG → BG is a (Γ, G)-bundle with fixed point set the universal

bundle over BGΓ which is a) RP∞, b) (RP∞)×n c) Grn(R∞). The (Γ, G)-bundle EG→ BG has a

Γ-approxmation by conjugation spaces via the natural inclusions, a) lim−→N
CPN , b) lim−→N

(CPN)×n

c) lim−→N
Grn(CN+n). Clearly (EG)Γ is contractible, so G is a halving group. (The Γ-fixed point

sets are the real Grassmannians, which approximate BGΓ.) These examples already appear in

[HHP05, Section 7].
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5.1. HALVING GROUPS

In [Esh09, Section 2.4.5] the following question was considered. For which compact simply

connected simple Lie groups G can BG be a conjugation space? Example 5.1.1 c) corresponds

to SU(n), which is the type A simple Lie group, and Z2 acting on Sp(n) is type C (note that

this action extends to the U(1)-action of Example 5.1.2 b) giving us further information about its

rational cohomology). Since for all other types H∗(BG;F2) contains odd degree elements (except

G2!), they cannot be halving groups, with the possible exception of G2.

Circle-halving groups

We describe two halving groups with fixed point set GL(n,C): they are GL(2n,R), GL(n,H). H∗G

is generated by Pontryagin classes and quaternionic Pontryagin classes respectively. Cohomology

is taken with Q coefficients.

Example 5.1.2. Let Γ = U(1) act on

a) G = GL(2n,R) by the pseudo Galois type action, with fixed point set GL(n,C).

b) G = GL(n,H) by the Galois type action, with fixed point set GL(n,C).

Then G is a halving group. ♣

Proof. Let Γ act on

a) EG = InjR(R2n,R∞)→ Gr2n(R∞) = BG

b) EG = InjH(Hn,H∞)→ Grn(H∞) = BG

by the left-right conjugation action. Then EG → BG is a (Γ, G)-bundle with fixed point set

the universal bundle over BGΓ = Grn(C∞) in both cases. The (Γ, G)-bundle EG → BG has a

Γ-approxmation by a) lim−→N
Gr2n(R2n+N), b) lim−→N

Grn(Hn+N) which are circle spaces by Theorems

4.2.2 and 4.2.13. Since (EG)Γ is contractible, therefore G is a halving group. (The Γ-fixed point

sets are the complex Grassmannians, which approximate BGΓ.)

Remark 5.1.3. i) We conjecture that G = Sp(2n,C) is a U(1)-halving group, with fixed point

set GΓ = GL(n,C). It is not hard to give a U(1)-action on G satisfying GΓ = GL(n,C), and

the characteristic classes of G are the symplectic Pontryagin classes. What is missing is the Γ-

approximation of EG→ BG.
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The maximal compact subgroup of both Sp(2n,C) and GL(n,H) is Sp(n), which is U(1)-invariant.

It is interesting to note that the U(1)-action extends in both cases to the whole group, even though

there is no containment between the groups [BtD85, Diagram 1.14].

ii) It would be also interesting to find a Lie theoretical explanation of a group G being a halving

group, in terms of Weyl groups and roots.

Let us conclude with the following easy Proposition, which allows us to get further examples

of halving groups. Its proof relies on the fact that the product X × Y of halving spaces X, Y is a

halving space with the product action (e.g. by the halving bundle lemma), we omit the details of

the proof.

Proposition 5.1.4. Let G,H be halving groups for Γ. Then G × H is a halving group for the

product action.

5.1.2 Characteristic classes

Let X be a paracompact halving space, Γ acting on G a halving group and P → X a Γ-equivariant

principal G-bundle, assume it is classified via a Γ-equivariant K : X → BG. Then the charac-

teristic classes c ∈ H∗G of P relate to the characteristic classes of the fixed, principal GΓ bundle

P Γ → XΓ as follows:

Proposition 5.1.5.

κX(c(P )) = κG(c)(P Γ)

where κG := κBG.

Proof. The claim follows from naturality of κ applied to the Γ-equivariant classifying map of P

between the halving spaces K : X → BG:

κX(c(P )) = κX(K∗c) = (KΓ)∗κG(c) = κG(c)(P Γ)

using also (KΓ)∗(EG)Γ = (K∗EG)Γ = P Γ, see Appendix E.

In the following examples we determine explicitly the value of κG on the usual generators of

H∗G: Chern classes, Pontryagin classes.
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5.1. HALVING GROUPS

Conjugation halving groups

Example 5.1.6. Let Γ = Z2 act on G = GL(1,C) by the Galois type action, with coefficients of

cohomology R = F2, then

κG(eC) = eR.

♣

Proof. Indeed, by Example 5.1.1, BG has a Γ-approximation by halving spaces CP n and κ maps

[CP n−1] to [RP n−1]. Since eC(S∗C) = lim←−n[CP n−1] and eR(S∗R) = lim←−n[RP n−1], the claim follows by

Proposition 2.1.7.

Example 5.1.7. Let Γ = Z2 act on G = GL(n,C) by the Galois type action, with coefficients of

cohomology R = F2, then

κG(ci) = wi.

♣

Proof. By Example 5.1.1, BG is a conjugation space. Take a Γ-invariant maximal torus ι : T ↪→ G.

Then Bι : BT → BG is a Γ-map between conjugation spaces, so by naturality and multiplicativity

of κT ,

(BιΓ)∗κG(ci) = κT (Bι∗ci) = κT (si(t∗)) = si(u∗)

where sj is the jth elementary symmetric polynomial, t∗ and u∗ are the Chern and Stiefel-Whitney

roots, κT (t∗) = u∗ by the previous example. Using injectivity of (BιΓ)∗ (F2-splitting principle),

κG(ci) = wi. Alternatively, as in the previous example one can identify Schubert classes in the

approximations with Chern and Stiefel-Whitney classes. We will do this explicitly in the case of

circle halving groups.

Remark 5.1.8. [Equivariant Chern classes] In the previous example Γ-equivariant Chern classes as

Chern classes of BΓSC → BΓ GrnC∞ do not make sense, since the Z2-action on the fibers of SC are not

complex linear, see Appendix E. However, it is possible to construct such objects, by using equivariant

cohomology with twisted coefficients. They have been first considered in [Kah87] and from a conjugation

space perspective in [PS13].
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Circle halving groups

Example 5.1.9. Let Γ = U(1) act on G = GL(2k,R) by the pseudo Galois type action with

coefficients of cohomology R = Q, then

κG(pr) = 2rcr.

♣

Proof. This can be seen using the degeneracy locus description of Pontryagin and Chern classes

as follows. Let k > r and let SR → Gr2k(R2n) denote the tautological bundle. Fix a linear form

ϕ ∈ HomR(R2(k−r+1), (R2n)∗). It defines a section of the bundle E := HomR(R2(k−r+1), S∗) by

restriction |W : (R2n)∗ → W ∗:

sϕ(W ) := ϕ|W , sϕ ∈ Γ(E).

By the degeneracy locus description of Pontryagin classes, for a generic section sϕ:

pr(S
∗
R) = [Σ2

R(sϕ)] = [σR
22r ]

where the last equality can be seen explicitly by taking ϕ : R2(k−r+1) → (R2n)∗ to be the last

2(k − r + 1) coordinates x2(n−k−r)−1, . . . , x2n on R2n and taking σR
22r with respect to the standard

flag. Then κ maps [σR
22r ] to 2r[σC

1r ] = 2rcr(S
∗
C) by the generalized Borel-Haefliger theorem. By

Example 5.1.2 a), BG has a Γ-approximation by halving spaces lim−→n
Gr2k(R2n) and the claim

follows by Proposition 2.1.7 using pr = lim←−n pr(S
∗
R) and cr = lim←−n cr(S

∗
C).

Example 5.1.10. Let Γ = U(1) act on G = GL(n,H) by the Galois type action, with coefficients

of cohomology R = Z, then κG(qi) = 2ici. ♣

Proof. A similar computation as in the previous example.

5.2 Thom polynomials

The Thom polynomial of a singularity type η in a jet space Jk(n, p) is its equivariant fundamental

cohomology class [η]A. Let us briefly recall these notions.
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The jet space of order k is the space of polynomials maps of degree at most k from V to W

sending 0 to 0:

Jk(V,W ) := Pol≤k(V,W ) = HomC

(⊕
j≤k

Symj V,W

)
We denote Jk(m,n) := Jk(Cm,Cn). Jets Jk(n, n) form a semigroup with identity under composi-

tion, so they have a group of units denoted Diffk(n). Let Ak(m,n) := Diffk(m)×Diffk(n), which

comes with a natural representation on Jk(m,n). We call a singularity type η an Ak-invariant

subset in Jk(m,n). If (the closure of) η is a cycle, it defines a polynomial in Chern classes

[η ⊆ Jk]Ak ∈ H∗Ak(J
k) ∼= H∗GL(m,n) = Z[a1, . . . , am, b1, . . . , bn],

since Ak(m,n) is homotopy equivalent to GL(m,n) = GL(m,C)×GL(n,C). The same definitions

make sense over R, however being a cycle over Z is a more restrictive condition. Using Borel-

Haefliger’s theory (cf. Appendix A.5), we get that if a singularity type is real algebraic, then it is

a cycle over F2. Not all singularity types are real algebraic, for example Σi,j
R ⊆ JR(2, 1) is not in

general, see [Lev71].

To apply the U(1)-equivariant Borel-Haefliger theorem (Theorem 3.2.10) to the case of Thom

polynomials, one needs to find singularity types η ⊆ Jk which are halving cycles. Such examples

are given by Σ2i
R ⊆ J1

R(2m, 2n) with fixed point set Σi
C ⊆ J1

C(m,n). Applying the equivariant Borel-

Haefliger theorem, we recover a theorem of Ronga [Ron71] on first order real Thom-Boardman

singularities of even degree with rational coefficients:

Theorem 5.2.1 (Ronga, [Ron71]). The rational Thom polynomial of Σ2i
R ⊆ HomR(R2m,R2n) is

given by

[Σ2i
R ]G = q(p1, . . . , pm, p

′
1, . . . , p

′
n) ⇐⇒ [Σi

C]GΓ = q(c1, . . . , cm, c
′
1, . . . , c

′
n)

where G = GL(2m,R) × GL(2n,R) and GΓ = GL(m,C) × GL(n,C). In particular, in quotient

Pontryagin classes

[Σ2i
R (2`)]G = det[p`+i+k−l]k,l

where ` = n−m and k, l = 1, . . . , i.
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Proof. Take the pseudo Galois type action of Γ = U(1) on HomR(R2m,R2n) as described in Sec-

tion 4.1.2. Namely, let Γ act by left-right conjugation via a diagonal circle subgroup U(1) ≤
GL(2m,R)×GL(2n,R), with fixed point set HomC(Cm,Cn). Since for complex maps ϕ, rkR ϕ =

2 rkC ϕ, the Γ-fixed point set of Z := Σ2i
R is ZΓ = Σi

C. To use the equivariant Borel-Haefliger

theorem, we have to show that Z is a halving G-cycle.

The proof of G-cycleness of Z is the same as in Ronga: the stratum neighboring the top

stratum in the stratification of Σ2i
R has codimension at least 3, therefore it is enough to show that

Σ2i
R is G-coorientable.

The maximal compact subgroup of the stabilizer subgroup of Σ2i
R in G can be shown to be

O(2i)×O(2i+ 2`)×O(2m− 2i) and the normal isotropy representation is the left-right represen-

tation on the normal space N = HomR(R2i,R2(i+`)), the factor O(2m− 2i) acting trivially. These

statements follow from Proposition 5.3.7. Since the normal space N is an even-even dimensional

HomR-space, the normal isotropy representation is oriented, so Σ2i
R is a G-cycle by Proposition

A.3.3.

Since codimR Σ2i
R (2`) = (2i)(2i + 2`) and codimC Σi

C(`) = i(i + `), Z is a halving G-cycle, so

the equivariant Borel-Haefliger theorem 3.2.13 allows us to conclude.

The codimension of higher order real Thom-Boardman singularities ΣI(`), I = (i1 ≥ i2 ≥
. . . ≥ ir) is given by the following formula due to Boardman (cf. [Mat73, Proposition 3]):

codim ΣI(`) = (`+ i1)µ(i1, . . . , ir)− (i1 − i2)µ(i2, . . . , ir)− . . .− (ir−1 − ir)µ(ir)

where µ(is, . . . , ir) is the number of integer sequences js ≥ . . . ≥ jr such that iu ≥ ju ≥ 0 for all

u, and js > 0. For example:

codim Σ(i,j) = (ij + i− j2/2 + j/2)`+ (i2j + i2 − ij2/2− ij/2 + j2).

These computations indicate that among the higher order real Thom-Boardman singularities

there is no evident example of halving cycles. However a natural generalization of the Ronga

theorem arises in the context of quiver Thom polynomials.
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5.3. QUIVER THOM POLYNOMIALS

5.3 Quiver Thom polynomials

Quiver Thom polynomials are equivariant fundamental classes of orbit closures [G.x]G ∈ H∗G(V ) in

a quiver representation V , which have been investigated in the complex case see [BF99], [FR02a],

[KMS06]. Our aim is to use the equivariant Borel-Haefliger theorem to determine such classes

in the real case, see Theorem 5.3.6. As usual, in the real case one has to verify that the orbit

closures are cycles. In the case of equioriented An quivers for n > 2, we are no longer in the simple

situation where cycleness follows from the fact that there are no strata of neighboring dimension.

Instead, to prove cycleness, we use resolutions, as in Proposition A.4.3. In particular, we will use

the resolution given by Reineke [Rei03]. We briefly recall some notions and notation about quiver

representations; for further details we refer to [Rei03], [Buc02], [Rim14].

5.3.1 Quiver representations

A quiver is a oriented graph Q = (Q0, Q1) where Q0 denotes the set of its vertices and Q1 the

set of its edges. An oriented edge a ∈ Q1 connects a : t(a) → h(a), its tail t(a) ∈ Q0 and head

h(a) ∈ Q0. The dimension vector of a Q0-graded vector space V = ⊕i∈Q0Vi is the function γ ∈ NQ0

such that γ(i) = dimVi. The (left-right) conjugation action of GL(|γ|) on End(F|γ|) restricts to

an action

GLγ :=
i∈Q0

GL(γ(i)) y Repγ :=
⊕
a∈Q1

Hom(Fγ(t(a)),Fγ(h(a))) (5.1)

A quiver representation of Q is a pair (γ ∈ NQ0 , ϕ ∈ Repγ). Less formally, it is an assignment to

each vertex i ∈ Q0 a vector space Vi and to each edge a linear map between the vector spaces on

the vertices. Given two quiver representations of Q, one can define their direct sum in an obvious

manner. A morphism of quiver representations f : V = (γ, ϕ) → V ′ = (γ′, ϕ′) is a linear map

f = ⊕ifi, where fi : Vi → V ′i such that ϕ′a ◦ ft(a) = fh(a) ◦ ϕa for all a ∈ Q1. Denote the resulting

abelian category by Rep(Q).

It follows from the definitions that the orbits of the action (5.1) are in one-to-one corre-

spondence with the isoclasses of quiver representations with dimension vector γ. Given such an

isomorphism class M ∈ Rep(Q), it decomposes uniquely (up to isomorphism) as a direct sum of

indecomposables M = ⊕Dmi
i . So isomorphism classes M ∈ Rep(Q) correspond to an N-valued
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function on the indecomposables Di ∈ Rep(Q), so it is enough to understand these.

By Gabriel’s theorem, for a Dynkin quiver Q, isomorphism classes Mβ of indecomposable

quiver representations correspond to positive roots β ∈ Φ+ of the Dynkin diagram; the positive

roots are the dimension vector of such Mβ. In particular, the representation has finitely many

orbits. Gabriel’s theorem also states the converse: if the representation has finitely many orbits,

its underlying graph is Dynkin. Summarizing, the orbits of a fixed dimension vector γ can be

parametrized by Kostant partitions of γ; functions m ∈ NΦ+
such that

∑
mββ = γ. We will

denote the GLγ-orbits by Ωm, where m ∈ NΦ+
.

Quiver representations can also be described as representations of the path algebra PQ of a

quiver, however for us this point of view is not important.

5.3.2 Reineke’s resolution

We briefly describe Reineke’s [Rei03] resolution of quiver orbit closures Zm := Ωm of an orbit Ωm,

m ∈ NΦ+
. The variant we present follows [Rim18].

Let γ = (γ1, . . . , γr) ∈ (NQ0)×r be a list of dimension vectors and let γ =
∑r

j=1 γj, component-

wise. Let

Flγ := ×i∈Q0 Flγ(i), Flγ(i) = {F• = (Fs0 ≤ Fs1 ≤ . . . ≤ Fsr = Fγ(i))},

for i ∈ Q0, where sj =
∑

k≤j γk(i); this is consistent with the usual notation Flγ(i) = FlD for

D = γ(i) (cf. Section B.2). Let

Σγ := {(F i
•, ϕa) ∈ Flγ ×Repγ : ϕa(F

t(a)
j ) ⊆ F

h(a)
j } ⊆ Flγ ×Repγ,

where i ∈ Q0, j = 1, . . . , r and a ∈ Q1. Note that Σγ is smooth, as it is a vector bundle over

Flγ. It also has a projection πγ to the second factor Repγ. Reineke’s resolution of an orbit closure

Zm ⊆ Repγ, consists of an appropriate choice of dimension vectors γ, such that πγ is a resolution

of Zm. Given a GLγ-orbit closure Zm, this choice is constructed as follows.

Definition 5.3.1. An ordering > on the set of positive roots Φ+ = {βi} is a Reineke order, if

for all i > j: Hom(Mβj ,Mβi) = 0 and Ext(Mβi ,Mβj) = 0, where Mβi ∈ Rep(Q) denotes the

indecomposable isomorphism class corresponding to βi.
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5.3. QUIVER THOM POLYNOMIALS

More generally, Reineke defines directed partitions of the positive roots. For any orientation of

a Dynkin quiver, it has a Reineke order [Rei03]; it is not unique in general. Reineke’s resolution

[Rei03] can be stated as follows, see also [Rim18, Proposition 3.6]:

Proposition 5.3.2. Let Q be a Dynkin quiver and let β1 < . . . < βN be a Reineke order on the

positive roots. Let Ωm ⊆ Repγ be an orbit, where m =
∑
miβi is a Kostant partition of γ. Let

δm = (m1β1, . . . ,mNβN).

Let Σm := Σδm and πm := πδm. Then

πm : Σm → Zm ⊆ Repγ

is a resolution of the orbit closure Zm := Ωm.

Remark 5.3.3. The Reineke resolution is a resolution defined over R.

Example 5.3.4. Consider the equioriented quiver (Q, γ) = 6 → 6 → 8 and the orbit Ωm corre-

sponding to

m = 4(1, 0, 0) + 2(1, 1, 1) + 4(0, 1, 1) + 2(0, 0, 1).

A Reineke order is given by

(1, 0, 0) < (1, 1, 0) < (0, 1, 0) < (1, 1, 1) < (0, 1, 1) < (0, 0, 1),

so

δm = ((4, 0, 0), (2, 2, 2), (0, 4, 4), (0, 0, 2)).

Then

Σδm = {(U•, V•,W•, ϕ1, ϕ2) : compatible} ⊆ Flδm ×Repγ

i.e. satisfying 

ϕ1(U4) = 0,

ϕ1(U6) ⊆ V2,

ϕ2(V2) ⊆ W2,

ϕ2(V6) ⊆ W6.

where U• ∈ Fl4,2, V• ∈ Fl0,2,4,0, W• ∈ Fl0,2,4,2 and the subscripts in U• denote the dimensions. ♣
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5.3.3 An quivers

We will be concerned with equioriented An quivers • → • → . . .→ •. To translate the discussion

to the real case, the following Proposition can be used, which is a special case of the Noether-

Deuring theorem (e.g. [CR06, Theorem 29.7]):

Proposition 5.3.5. Let k be an arbitrary field and K := k be its algebraic closure. Let Q be a

quiver. If x, y ∈ Repγ(k) ⊆ Repγ(K) are in the same GLγ(K)-orbit, then they are in the same

GLγ(k)-orbit.

Therefore the real GLR
γ -orbits ΩR

m in RepR
γ are also parametrized by m =

∑
µiβi, if βi denote

the positive roots. The next application of the equivariant Borel-Haefliger theorem is the following:

Theorem 5.3.6. Let Q be the equioriented An quiver. Let γ ∈ Nn be a dimension vector and

Zm ⊆ RepC
γ be a GLC

γ -orbit closure, m =
∑
µijlij, where lij ∈ Φ+ are the positive roots. Then

[ZC
m ⊆ RepC

γ ]GLC
γ

= q(c∗) ⇐⇒ [ZR
2m ⊆ RepR

2γ]GLR
2γ

= q(p∗)

in H∗(BGLC
γ ;Q) and H∗(BGLR

2γ;Q) respectively where 2γ = (2γ1, . . . , 2γr) and 2m =
∑

2µijlij.

Proof. Using the equivariant Borel-Haefliger theorem in the form Theorem 3.2.13, it is enough to

show the following:

i) There is a Γ = U(1)-action on RepR
2γ with fixed point set RepC

γ , compatible with GLR
2γ acting

on RepR
2γ in (5.1),

ii) ZR
2m are GLR

2γ-halving cycles: GLR
2γ-cycles, which are also good Γ-invariant cycles, with half-

dimensional Γ-fixed point set ZC
m.

The pseudo-Galois action as defined in Section 4.1.2 satisfies i). The rest of this section is devoted

to proving ii). To break the proof down, we need to show the following points, where C stands for

cycleness and H for halving cycleness:

C1) The Reineke resolution ΣR
2m is oriented ⇒ ZR

2m is a cycle, representing a class [ZR
2m]

C2) The normal isotropy representation G2m → GL(NR
2m) of ΩR

2m is oriented ⇒ ZR
2m is a GLR

2γ-

cycle, representing a class [ZR
2m]GLR

2γ
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5.3. QUIVER THOM POLYNOMIALS

H1) ZR
2m is Γ-invariant and its Γ-fixed point set is ZC

m and half dimensional.

H2) ZR
2m is a good Γ-invariant cycle: the orbit ΩR

2m is connected.

In C1), the conclusion ⇒ holds, since an oriented resolution of ZR
2m defined over R proves

cycleness, see Propositions A.4.3, A.5.4 and Remark 5.3.3. The conclusion ⇒ in C2) follows from

Propositions A.3.2 and A.3.3.

First, we sketch why C1) holds. The key observation is that the Reineke resolution ΣR
2m is

a vector bundle over a product of flag manifolds, which splits as a direct sum of even-even rank

Hom-bundles, which are orientable by Proposition B.2.6.

C2) follows from the following Proposition, which is the real version of Propositions 3.6, 3.11,

3.12 and Lemma 4.4. from [FR02a], its proof is similar:

Proposition 5.3.7. Let Ωm ⊆ RepR
γ be an An-quiver orbit, m =

∑
µijlij. The maximal compact

subgroup of its stabilizer subgroup is

Gm
∼=

i≤j

O(µij).

The normal isotropy Gm-representation Nm of Ωm is isomorphic to

Nm
∼=

⊕
i+1≤k≤j+1≤l

Hom(Rµij ,Rµkl),

via the natural Gm-action (O(µij) acts on Rµij).

Since every µij is even, Nm is an even-even Hom-space, therefore the source-target representa-

tion has positive determinant by Proposition D.1.2, implying C2).

To show H1), the GLγ-orbit closures Zm are clearly Γ-invariant, since Γ ≤ GLγ. The codimen-

sions are halved by Proposition 5.3.7:

dimRN
C
m = 2

∑
rij,kl 6=0

µijµkl, dimRN
R
2m =

∑
rij,kl 6=0

(2µij)(2µkl)

so dimRN
R
2m = 2 dimRN

C
m, where NR

2m denotes the real normal space of ΩR
2m ⊆ RepR

γ .

H2) is also satisfied, since the stabilizer subgroup G2m contains an element from each connected

component of GL2γ, so GL2γ /G2m is connected. We can conclude by the equivariant Borel-

Haefliger theorem.
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5.4 Matrix Schubert classes

In the complex case, a matrix Schubert variety Mw ⊆ V := End(Cn) is the closure of a B− ×B+-

orbit Ωw = B−.w.B+, w ∈ SN in V , see [Ful92]. Their classes are related to Schubert varieties

σw ⊆ Fl(Cn) as follows. Since Fl(Cn) = End(Cn)//B+, it has a classifying mapK : Fl(Cn)→ BB+,

in particular, the classifying map of the principal bundle B+ → GL(n,C) → Fl(Cn). Then

K∗[Mw]B+ = [σw] via the Kirwan map K∗ [Kir84].

We will discuss a similar example in the real case, matrix Schubert varieties over real Grass-

mannians GrK(RN). Let Σ0 := Inj(RK ,RN), the injective linear maps. Consider the principal

GL(K,R)-bundle π : Σ0 → GrK(RN), where i : Σ0 ↪→ Hom(RK ,RN) =: V . The matrix Schubert

varieties are defined as

Zλ := π−1σλ
V
.

They are orbit closures of the natural G0 := GL(K,R) × B+(N,R)-action on V . Fixing the

standard flag F• in RN ,

π−1σλ(F•) = {ϕ ∈ Σ0 : dim(Imϕ ∩ FI(j)) ≥ j, j = 1, . . . , K}, (5.2)

where I(j) = N −K + j − λj.
Not all matrix Schubert varieties are cycles, similarly to the case of Grassmannians. How-

ever, ZDλ turn out to be cycles; our aim is to compute their equivariant fundamental class. Let

DB+(N) := GL(DN) ≤ GL(N,R) be the parabolic subgroup corresponding to DN = (2, 2, . . . , 2)

or DN = (2, 2, . . . , 2, 1) depending on the parity of N . ZDλ are orbit closures of a larger group

action, namely the natural representation of G = GL(K,R)×DB+(N) on Hom(RK ,RN).

Our aim is to compute the class [ZDλ]G. We will use the equivariant Borel-Haefliger theorem

– as usual, we have to show that ZDλ is a G-cycle. We will use fibered resolutions.

5.4.1 Fibered resolutions

Definition 5.4.1. Let V be a real G-representation and Y ⊆ V a G-invariant stratified subman-

ifold. A G-equivariant resolution ϕ : Ỹ → V of Y is called a fibered resolution of Y if E = Ỹ is
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5.4. MATRIX SCHUBERT CLASSES

the total space of a G-equivariant sub-vector bundle p : E →M of πM : M × V →M , such that

E
i
//

ϕ

##

p
##

M × V πV
//

πM
��

V

M

We describe a fibered resolution of the double matrix Schubert varieties ZDλ ⊆ V , see also

[Kőm10]. Let Dλ ⊆ K×(N−K) be a double Young diagram, where λ = (λ1, . . . , λk), k := bK/2c,
n = bN/2c, let F• be the standard flag in RN .

In the notation of Definition 5.4.1, let M := FlD(RK) for D = (2, 2, . . . , 2) or D = (2, 2, . . . , 2, 1)

depending on the parity of K. Let Y := ZDλ ⊆ V := Hom(RK ,RN), and

E := {(A•, ϕ) : ϕ(Aj) ⊆ FI(j), j = 1, . . . , k} ⊆M × V,

where I(j) = N − K − 2λj + 2j. Define p : E → M by restricting p := πM |E. Then E is a

subbundle of M × V , namely

E =
l⊕

j=1

Hom(Dj,RI(j))

where l := dK/2e with the convention that I(l) = N if K odd.

Orientability

The subbundle E is G-invariant, so ϕ := πV |E : E → V is a G-equivariant fibered resolution of

ZDλ.

Proposition 5.4.2. ϕ : E → Y = ZDλ is an orientable resolution, i.e. E is orientable as a

manifold.

Proof. Note that TE is orientable iff w1(TM) = w1(E), since TE ∼= p∗E(E⊕TM). Let us compute

both. Let l = dK
2
e. By Proposition B.2.8:

w1(TM) =
l∑

i=1

(K − di)w1(Di).
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By the decomposition of E above,

w1(E) =
l∑

j=1

I(j)w1(Dj). (5.3)

We distinguish two cases: K even or odd. If K even, then w1(TM) = 0, since K and di are all

even. On the other hand, I(j) ≡ N mod 2, so by the relation
∑
w1(Dj) = 0, w1(E) = 0 as well.

Now assume that K is odd. Then di = 2 for all i, except dl = 1. So

w1(TM) = w1(Dl) +
l∑

i=1

w1(Di) = w1(Dl),

again by the relation
∑
w1(Dj) = 0. On the other hand, by (5.3), since I(j) ≡ N − 1 mod 2 for

all j, except I(l) ≡ N , w1(E) = w1(Dl) = w1(TM), proving the claim.

Given an oriented fibered resolution of Z ⊆ V , it follows that Z is a nonequivariant cycle, see

Proposition A.4.3. To show that Z ⊆ V is a G-cycle in case G is not connected, some further work

is needed. One method is to compute [Z]G0 for the connected component G0 of G and show that it

is the restriction of a nonzero element in HG(V ) - this implies that Z is a G-cycle by Proposition

A.3.4. Alternatively –as we did in the case of quivers – if Z = G.X is a G-orbit closure, one can

show that the normal isotropy representation at x is oriented, see Proposition A.3.3. We will use

the second approach in the even case, and the first approach in the odd case.

5.4.2 Double matrix Schubert classes - even case

In case when K and N are even, the equivariant Borel-Haefliger theorem can be applied to compute

[ZDλ]G - once one knows that they are G-cycles.

Theorem 5.4.3 (Matrix Schubert classes). Let K,N be even, and let G := GL(K,R)×DB+(N)

act on Hom(RK ,RN) via the natural left-right representation. Then ZDλ ⊆ V are halving G-cycles.

Then

[ZR
Dλ]G = q(p∗, x∗) ⇐⇒ [ZC

λ ]GΓ = q(c∗, y∗)
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where H∗G
∼= Q[p∗, x∗] and H∗GΓ

∼= Q[c∗, y∗], G
Γ = GL(k,C)×B+

C . In particular,

[ZDλ]GL(K,R) = det(pλ′i+j−i)

where λ′ denotes the conjugate partition (reflection on the diagonal).

Proof. Using the equivariant Borel-Haefliger theorem in the form Theorem 3.2.13, it is enough

to show that ZR
Dλ are G-halving cycles: G-cycles, which are also good Γ-invariant cycles, with

half-dimensional Γ-fixed point set ZC
λ .

To break the proof down, we have to show the following points, as in the proof of quiver Thom

polynomials. Again, C stands for cycleness and H for halving cycleness:

C1) The fibered resolution E → ZDλ is oriented ⇒ ZR
Dλ is a cycle, representing a class [ZR

Dλ]

C2) The normal isotropy representation GDλ → GL(NR
Dλ) of the G-orbit ΩR

Dλ is oriented ⇒ ZR
Dλ

is a G-cycle, representing a class [ZR
Dλ]G

H1) ZR
Dλ is Γ-invariant with half dimensional Γ-fixed point set ZC

λ .

H2) ZR
Dλ is a good Γ-invariant cycle: the orbit ΩR

Dλ is connected.

C1) is the content of Proposition 5.4.2. A computation similar to [FR03, p. 426] shows that the

maximal compact subgroup of the stabilizer GDλ is O(2)n (n = N/2), acting on a direct sum

of even-even Hom-spaces, acting by conjugation for 2 × 2 identity blocks in Hom(RK ,RN), and

otherwise acting only on the target. Since a source-target action on even-even Hom-spaces has

positive determinant (Proposition D.1.2), C2) follows.

H1) holds since Γ is a subgroup of G, and ZΓ
Dλ = ZC

λ follows from the rank condition description

of matrix Schubert varieties as in (5.2). Finally, H2) is satisfied, sinceGDλ contains an element from

each connected component of G. Therefore ZDλ are halving G-cycles, and one can conclude from

the equivariant Borel-Haefliger theorem and the complex description of [ZC
λ ]GΓ , see [FR03].

5.4.3 Double matrix Schubert classes - odd case

In fact, given a fibered resolution, one can use Atiyah-Bott–Berline-Vergne (ABBV) localization

to compute double matrix Schubert classes in the other cases as well.
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Theorem 5.4.4. ZDλ ⊆ HomR(RK ,RN) is a G-cycle for G = GL(K,R) and

[ZDλ]G(p1, . . . , pk) = det(pλ′i+j−i)

where λ′ denotes the conjugate partition (reflection on the diagonal).

We devote the rest of this section to proving this theorem via ABBV localization. First, given

a fibered resolution, one has (see [BS12] or [FR12, Section 5]):

Proposition 5.4.5. If ϕ : E → V is a fibered resolution of a G-cycle Y , then

[Y ]G = co∗V (coM)!eG(V /E),

where V denotes the trivial V -bundle over M . Here coX : X → pt denotes the collapse map.

First, we will compute [Y ]T for the maximal torus T = T (k+n) ≤ G whose action has finitely

many fixed points on M by applying the ABBV formula:

[Y ]T = (coM)!eT (V/E) =
∑
π∈MT

eT (V/Eπ)

eT (TπM)

Fixed points Let k := bK
2
c and l := dN

2
e. Write RK = ⊕lj=1Wi, where Wi are T -invariant

subspaces with all dimWi = 2 except if K odd, dimWl = 1. Let F• ∈ M be the standard double

flag in RK where Fi :=
⊕i

j=1 Wj. M has finitely many T (k)-fixed points, indexed by permutations

π ∈ Sk, namely F π
• where F π

i =
⊕i

j=1Wπ(j). We are going to use the abuse of notation and denote

both the permutation and the flag by π.

Denominator Recall (Corollary B.2.2)

TM =
l−1⊕
i=1

l⊕
j=i+1

Hom(Di, Dj)

Restricted to the fixed point corresponding to a permutation π ∈ Sk, if K even,

TπM =
k−1⊕
i=1

k⊕
j=i+1

Hom(Wπ(i),Wπ(j))
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and if K odd,

TπM = Hom(RK−1,Wl)⊕
k−1⊕
i=1

k⊕
j=i+1

Hom(Wπ(i),Wπ(j))

The weight on HomR(Wi,Wj) is (αj + αi + 2u)(αj − αi) by Proposition D.3.1. If K is odd, the

weight on Hom(RK−1,Wl) is ∆ :=
∏k

i=1(−αi).

Numerator We have to compute for a T -fixed flag π ∈MT

eT (V/Eπ) = [Eπ ⊆ V ]T .

By definition,

V/E = Hom(RK ,RN)

/ l⊕
j=1

Hom(Dj,RI(j)) =
l⊕

j=1

Hom(Dj,RN/RI(j))

and for π ∈MT and using that I(l) = N ,

V/Eπ =
k⊕
j=1

Hom(Wπ(j),RN/RI(j)).

The weight on Hom(Wi,RN/RI(j)) is (−αj)N−I(j) by the same argument as above, except here β

acts trivially.

Summarizing, if K even

[ZDλ]T =
∑
π∈Sk

∏k
j=1(−απ(j))

N−I(j)∏k−1
i=1

∏k
j=i+1 α

2
π(j) − α2

π(i)

=

∑
π∈Sk(−1)π

∏k
j=1 α

2(k−j+λj)
π(j)

V (α2
1, . . . , α

2
k)

where V (x1, . . . , xk) denotes the Vandermonde polynomial and if K = 2k + 1,

[ZDλ]T =

∑
π∈Sk(−1)π

∏k
j=1(−απ(j))

N−I(j)

∆ · V (α2
1, . . . , α

2
k)

=

∑
π∈Sk(−1)π

∏k
j=1 α

2(k−j+λj)
π(j)

V (α2
1, . . . , α

2
k)

.

In both cases, this is by definition the Schur polynomial

[ZDλ]T =
det(α

2(k−j+λj)
i )

V (α2
1, . . . , α

2
k)

= sλ(α
2
1, . . . , α

2
k)
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Using that the Pontryagin classes are elementary symmetric polynomials in α2
j , the (second)

Jacobi-Trudy formula gives

[ZDλ]G(p1, . . . , pk) = det(pλ′i+j−i)

as claimed. Since this expression is a nonzero element in H∗G, we can conclude the proof by noting

that [ZDλ] is a G-cycle by Proposition A.3.4. (This must be verified, since G is not connected.)

Remark 5.4.6. If one proves that GL(2k+ 1,R) are halving groups, one could also use the equivariant

Borel-Haefliger theorem in the odd case as well.

Relation to Schubert classes

As in the case of complex matrix Schubert classes, if K : GrK(RN)→ BGL(K,R) is the classifying

map of the tautological bundle, then

K∗[ZDλ]GL(K,R) = [σDλ].

Thus we obtain an alternative proof for

Theorem 5.4.7 (Real Giambelli formula). The σDλ are cycles and

[σDλ] = det(pλ′i+j−i(SR))

Remark 5.4.8. This gives an alternative proof of cycleness of σDλ. However, from this proof it is not

immediately clear that [σDλ] 6= 0; the relations between Pontryagin classes must be known from another

approach (e.g. the Cartan model, Section C.2). This is one advantage of the Vassiliev complex approach,

a disadvantage being the lengthy computations of Section C.1.

5.5 Equivariant intersection theory

We use the term equivariant intersection theory in a fairly liberal sense: we compute equivariant

fundamental cohomology classes in the case when the ambient space is no longer a vector space.

We give two applications of Theorem 3.2.13.
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Real flag manifolds

The torus equivariant cohomology of real Grassmannians Grk(Rk+l) = FlRD, D = (k, l) has been

considered by GKM methods in [He16]. Let us first describe the compatible G and Γ-action we

consider on Fl2D(R2n). Let G := n GL(2,R) act on X by restricting the GL(2n,R)-action, where

G ≤ GL(2n,R) as the subgroup consisting of 2×2 blocks on the diagonal. The diagonal subgroup

Γ := U(1) ≤ G acts on G via inner conjugation with centralizer GΓ = n GL(1,C) and Γ acts on

X compatibly with G by restriction. The Γ-action is the pseudo Galois type action described in

Section 4.1.2.

Proposition 5.5.1. Let Γ = U(1) act on X = Fl2D(R2n) by the pseudo Galois type action and let

G = n GL(2,R) act on X compatibly with Γ in the way described above. The Schubert varieties

σR
DI(F•) form a basis of halving G-cycles of H∗(Fl2D(R2n);Q) for an appropriate complete flag

F• ∈ Fl(R2n). Then BGX is a circle space and there is a degree-halving ring isomorphism

κ : H2∗
G (Fl2D(R2n))

∼=−→ H∗GΓ(FlD(Cn)).

Furthermore, if Z ⊆ X is a halving G-cycle, then

[Z ⊆ Fl2D(RN)]G = q(yi, [σ
R
DI ]G) ⇐⇒ [ZΓ ⊆ FlD(Cn)]GΓ = q(xi, [σ

C
I ]GΓ)

where H∗G
∼= Q[y1, . . . , yn] and H∗GΓ

∼= Q[x1, . . . , xn].

Proof. We can use the equivariant Borel-Haefliger theorem, in the form of Theorem 3.2.13. First,

we have to prove that σR
DI(F•) are G-cycles for an appropriate F•. Fix F• ∈ Fl(R2n) such that

every F2i is G-invariant. The σR
DI(F•) are G-invariant, since G stabilizes the partial flag DF• =

(F2 ≤ F4 ≤ . . . ≤ F2n) and the rank conditions describing σR
DI only depend on DF•, cf. (B.3).

The σR
DI are halving cycles by Theorem 4.2.2 and form a basis of H∗(X;Q) by Proposition C.1.9.

The σR
DI(F•) are also G-cycles by Proposition A.3.2: the normal space of the orbit ΩDI is a direct

sum of even-even rank Hom-spaces, see Proposition B.2.4.

We can conclude by Theorem 3.2.13, whose conditions are satisfied: H∗(X) is generated by the

halving G-cycles [σR
DI ] and the normal weights are all 2u as we have verified in Theorem 4.2.2.

Remark 5.5.2. By homotopy equivalence, the conclusion holds for the larger group DB+ the “real

double Borel subgroup” of GL(2n,R), i.e. the parabolic subgroup DB+ = GL(D), for D = (2, 2, . . . , 2)
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using the notation of Section B.2.1. Its fixed point set is B+
C ≤ GL(n,C) the usual complex Borel

subgroup. However, the action of DB+ has finitely many orbits on X and therefore there are finitely

many DB+-cycles, so the second part of the theorem is uninteresting for DB+.

One could also take the even larger halving group G = GL(2n,R) and get a degree halving isomor-

phism between the G-equivariant cohomology of FlR2D to the GΓ = GL(n,C)-equivariant cohomology of

FlCD - but again, from a geometric point of view this is uninteresting, as there are no nontrivial G-invariant

cycles.

Quaternionic manifolds

Our next example concerns quaternionic flag manifolds. The TH = Sp(1)N -equivariant cohomol-

ogy of complete quaternionic flag manifolds Fl(HN) has been first described in [Mar08] by GKM

methods, and the existence of an abstract degree halving isomorphism between H∗(Fl(HN)) and

H∗(Fl(CN)) has also been observed. From the point of view of the Borel-Haefliger theorem, this

isomorphism becomes concrete. We can apply the equivariant Borel-Haefliger theorem to obtain

a geometric description of all partial quaternionic flag manifolds FlD(HN), and relate it to the

TC = U(1)N -torus equivariant cohomology of the complex flag manifold FlD(CN).

Let us describe the compatible G and Γ-actions we consider on X = FlD(HN). Let G =

TH = N Sp(1) act on X by restricting the GL(N,H)-action, where G ≤ GL(N,H) is the

“quaternionic maximal torus” consisting of diagonal quaternionic matrices with unit quaternions

on the diagonal (Sp(1)N). The diagonal subgroup Γ = U(1) ≤ G acts on G via inner conjugation

with GΓ = N U(1) and Γ acts on X by the Galois type action (Section 4.1.1) compatibly with

G.

Proposition 5.5.3. Let Γ = U(1) act on X = FlD(HN) by the Galois type action and let G =

TH = Sp(1)N act on X compatibly with Γ in the way described above. The Schubert varieties

σH
I (F•) form a basis of halving G-cycles of H∗(FlD(HN);Q) for an appropriate complete flag F• ∈

Fl(HN). Then BGX is a circle space and there is a degree halving isomorphism

κ : H2∗
TH(FlD(HN))

∼=−→ H∗TC(FlD(CN)).

Furthermore, if Z ⊆ X is a halving TH-cycle, then the same polynomial describes the classes

[Z ⊆ FlD(HN)]TH = q(yi, [σ
H
I ]TH) ⇐⇒ [ZΓ ⊆ FlD(Cn)]TC = q(xi, [σ

C
I ]TC)
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5.5. EQUIVARIANT INTERSECTION THEORY

where H∗TH
∼= Z[y1, . . . , yN ] and H∗TC

∼= Z[x1, . . . , xN ].

Proof. The proof repeats the proof of Proposition 5.5.1 above; the choice of the complete flag

F• ∈ Fl(HN) must be taken to be U(1)-invariant.
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Future directions

We conclude the core part of the thesis with a list of problems.

• Give an interpretation of the coefficients of the restriction equation rσ(x) of circle spaces,

similar to Theorem 2.2.10.

• Determine for general D, which sums of Schubert varieties are cycles rationally for real flag

manifolds FlD, as in Section F.

• Find a Lie theoretical interpretation of a group G being a halving group in terms of Weyl

groups and roots.

• Give an Edidin-Graham–Totaro [EG98], [Tot99] type construction of approximations of Γ-

equivariant principal bundles.

• Motivic characteristic classes: examine whether κcSM(Z) = wS(ZΓ) holds, where cSM de-

notes the Chern-Schwartz-MacPherson class and wS denotes Sullivan’s mod 2 motivic char-

acteristic class.

• Generalized cohomology theories: Can the methods generalize to complex vs. real oriented

theories and quaternionic vs. complex oriented theories?
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Appendix A

Fundamental classes of real varieties

The Borel-Haefliger theorems involve cohomology classes of real and complex algebraic varieties,

and there are slightly different approaches in defining these. We use the definitions of singular

topological varieties of the original Borel-Haefliger paper [BH61] and van Hamel [VH07]. More

precisely, we use a variation, in the sense that we work in cohomology instead of homology; in

particular we use coorientability instead of orientability.

Another approach relevant to us, is fundamental cohomology classes of stratified submanifolds

as developed by [Whi65], [Tho69], [Mat73], [Gor81], [Vas88]. We discuss stratified submanifolds

and their relationship to the Borel-Haefliger definition in Section A.2.

Finally we discuss extensions of fundamental classes to equivariant cohomology.

This section is standard and well-known to experts, however because of the slight variations

of these notions, we found it reasonable to include some details at least to fix terminology.

We work in the smooth category so by manifold and submanifold we always mean smooth

manifolds and submanifolds. We expect that with enough care, most of the discussion generalizes

to topological, even cohomological manifolds, however we will not need this generality.

A.1 Borel-Haefliger’s fundamental class

Borel-Haefliger define fundamental classes for a class of topological spaces they call singular topo-

logical varieties (or in their notation V Sn spaces). This is a class of topological spaces which
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APPENDIX A. FUNDAMENTAL CLASSES OF REAL VARIETIES

includes analytic manifolds and algebraic varieties; both real and complex. They are defined as

spaces X which have a fat open subset U which is an n-dimensional manifold. Fat open subset

means that its complement has small cohomological dimension.

In this section we attempt to make this introduction precise. Throughout the discussion, fix a

smooth ambient manifold X and a principal ideal domain K (typically K = Z or a field Fp,Q,R),

and all cohomology is taken with K-coefficients.

A.1.1 Cohomology class of a submanifold

A submanifold Z ↪→ X is cooriented, if its normal bundle is oriented. Let Z ↪→ X be a cooriented

submanifold with normal bundle ν. By the tubular neighbourhood theorem there exists an open

neighbourhood U ⊆ X, such that t : (ν, ν\Z) ∼= (U,U\Z). This gives rise to a quotient map

q : X → (Th ν, pt) where Th is the Thom space of ν.

Definition A.1.1. The fundamental cohomology class [Z] ∈ Hk(X,X\Z) is the unique class

which restricts via the excisive map e : (U,U\Z) ↪→ (X,X\Z) to the Thom class of ν using t.

We remark that this object is sometimes called refined fundamental class [Ful97, B.3.] and

denoted [[Z]] ∈ Hk(X,X\Z); we will abuse terminology and call both [[Z]] and its restriction

[Z] ∈ Hk(X) fundamental classes. We hope that this does not cause confusion.

Alternatively, we could define [Z] ∈ Hk(X) as the pullback of the Thom class τν via the

quotient map q : X → (Th ν, pt):

Proposition A.1.2.

[Z] = q∗τν ,

where τν ∈ H̃k(Th ν) is the Thom class of ν, and q : X → Th ν is the quotient map.

Proof. Omitting the details, a diagram-chase on the following commutative diagram:

(U, ∂U)

����

� u

((

� � htop. // (U,U\Z) �
� exc // (X,X\Z)

(U/∂U, pt) oooo (X, ∂U ∪ U c) oo ? _
) 	

77

X
?�

i

OO

q

jjjj
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A.1. BOREL-HAEFLIGER’S FUNDAMENTAL CLASS

Remark A.1.3. It can be shown that if Z ↪→ X is a k-codimensional (closed, not necessarily orientable)

submanifold, then

H i(X,X\Z) = 0, i < k,

using either Thom isomorphism in the orientable case or Thom spaces in the unorientable case.

Thom isomorphism implies the following trivial, but useful remark:

Remark A.1.4. Let Z ⊆ X be a connected, cooriented k-codimensional submanifold, with a tubular

neighborhood U . Let Dy ⊆ U be a k-dimensional disk centered around y, intersecting Z transversally in

the single point y. Then the restriction

Hk(X,X\Z)→ Hk(Dy, Dy\y)

is an isomorphism.

Remark A.1.5. Let

0 // A // B
q // C // 0

be a short exact sequence of bundles over some X, with A and B oriented. Then there is a unique

compatible orientation of C, under which all splittings j : C → B of q, the orientation of B agrees with

the orientation of A⊕ j(C). Notice that the orientation of A⊕ j(C) and j(C)⊕A can be different we fix

once and for all this ordering convention.

Although we will not need this generality, we remark that the arguments in this section can be

generalized to any complex oriented cohomology theory, when Z ↪→ X has a complex coorientation,

compare with Section A.4.

A.1.2 Singular topological varieties

Let X be a smooth, connected manifold, not necessarily orientable.

Definition A.1.6. Σ ⊆ X has cohomological codimension codimK Σ ≥ k if H i(X,X\Σ) = 0 for all

i ≤ k−1. It has cohomological codimension codimK Σ = k, if codimK Σ ≥ k and codimK Σ 6≥ k+1.
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APPENDIX A. FUNDAMENTAL CLASSES OF REAL VARIETIES

We use the convention codimK ∅ = ∞. If Z ↪→ X is a smooth, connected k-codimensional

submanifold which is not coorientable, then codimZ Z ≥ k + 1.

Definition A.1.7. A connected, closed subset Z ⊆ X is a topological subvariety of codimension

k if there exists an open subset Y ⊆ Z which is a k-codimensional submanifold in X and its

complement Σ := Z\Y has codimK Σ ≥ k+ 1. Such a set Y ⊆ Z is called a fat nonsingular open.

More generally, a closed subset Z ⊆ X is a topological subvariety of codimension k if each of its

connected components is.

Topological subvarieties behave similarly to algebraic ones: if Z ⊆ X is a topological subvariety

of codimension k, then it has a set of points regular points ZR, which are the points having

neighbourhoods that are locally submanifolds. Then the singular points ZS = Z\ZR are contained

in the complement Σ of any fat nonsingular open, and the long exact sequence of (X,X\ZS, X\Σ)

shows that ZR is also a fat nonsingular open, using also Remark A.1.3.

Although the definition may seem inconvenient at first, we will see that algebraic subvarieties

(real and complex) and stratified submanifolds are all examples of topological subvarieties over

K = Z, see Example A.2.2, Propositions A.2.5.

Definition A.1.8. Let Z ⊆ X be a topological subvariety of codimension k with fat open subset

Y , let y ∈ Y . A normal disk Dy ⊆ X to y ∈ Y is a k-dimensional disk Dy ⊆ X centered at y,

intersecting Y in the single point y transversally.

As is standard, we will later extend this notion to the singular set under some regularity

assumptions and define normal slices, see Definition A.2.9.

Remark A.1.9. [Remarks on the definitions] To define cohomological dimension, [BH61] uses the notion

of Φ-supported sheaf (co)homology HΦ
∗ (X;S), where Φ is a family of supports, with particular emphasis

on compactly supported cohomology. Also, they consider fundamental homology classes as opposed to

cohomology classes. Since our final aim is to compute intersection products, we translated everything to

cohomology.

A.1.3 Fundamental class

The following construction is an extension of the fundamental cohomology class of Definition A.1.1

to topological subvarieties.
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A.1. BOREL-HAEFLIGER’S FUNDAMENTAL CLASS

Definition A.1.10. Let Z ⊆ X be a k-codimensional topological subvariety over K and Dx a

normal disk of ZR at x. A local coorientation at x ∈ ZR is a generator of Hk(Dx, Dx\x).

Although this definition depends on the normal disk, the following property does not: let

U ⊆ X be an open set containing two normal disks Dx, D
′
x and α ∈ Hk(U,U\Z); then α|(Dx,Dx\x)

is a local coorientation iff α|(D′x,D′x\x) is one. We are led to the following definition:

Definition A.1.11. Let Z ⊆ X be a k-codimensional topological subvariety over K. A fun-

damental cohomology class (over K) is an element [[X]] ∈ Hk(X,X\Z;K) whose restriction to

Hk(Dx, Dx\x;K) is a generator for all regular points x ∈ ZR, where Dx is a normal disk over x.

If such a fundamental class exists, we say that Z is a cycle.

Notice that the definition extends the notion of Thom class: if Z ↪→ X is a submanifold,

then it is a cycle iff it is coorientable. Even if a topological subvariety Z ⊆ X is a cycle, the

(non-refined class) [Z] ∈ Hk(X) can be zero (although this cannot happen to the refined class

[[Z]] ∈ Hk(X,X\Z)). In this section we distinguish the notation of refined class [[Z]] and [Z], but

later we will not.

The following characterization can be useful:

Proposition A.1.12. Let Z ⊆ X be a k-codimensional topological subvariety. Let A ⊆ ZR be

a subset intersecting each component of ZR, and for each a ∈ ZR let Da be a normal disk to ZR

at a. A cohomology class α ∈ Hk(X,X\Z) is a fundamental class if and only if it restricts to a

generator of Hk(Da, Da\a) for all a ∈ A, and α is uniquely determined by these restrictions.

Proof. Let C be a component C ⊆ ZR, assume it is not coorientable. Then Hk(U,U\C) = 0 for a

tubular neighborhood U of C, so α|Da,Da\a cannot be a generator. Therefore all components are

coorientable, hence the restrictions of α determine it uniquely by the Thom isomorphism

Hk(X\Σ, X\Z) ∼=
⊕
C⊆ZR

H0(C)

for connected components C ⊆ ZR.

This implies in particular by a Mayer-Vietoris argument, that given open sets Ui ⊆ X covering

Z and a compatible system of fundamental classes αi on Ui, Z has a fundamental class restricting
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APPENDIX A. FUNDAMENTAL CLASSES OF REAL VARIETIES

to the αi. We state two propositions that will be used in later characterizations, see Propositions

A.2.8 and A.4.3.

Proposition A.1.13. Let Z ⊆ X be a k-codimensional topological subvariety, with fat nonsingular

open Y and Σ := Z\Y . Then Z is a cycle if and only if Y ⊆ X\Σ is a cycle and has a fundamental

class [[Y ]] such that δ[[Y ]] = 0, where

δ : Hk(X\Σ, X\Z)→ Hk+1(X,X\Σ)

is the connecting homomorphism of the triple (X,X\Σ, X\Z).

Proof. This follows directly from the previous proposition and the LES of (X,X\Σ, X, \Z).

Proposition A.1.14. Let Z ⊆ X be a k-codimensional topological subvariety, with fat nonsingular

open Y and Σ := Z\Y . Then Z is a cycle if and only if

• Y ⊆ X\Σ is a cycle with a refined class [[Y ]] ∈ Hk(X\Σ, X\Z), and

• there exists [Z] ∈ Hk(X), such that [Z]|X\Σ = [Y ] ∈ Hk(X\Σ).

In this case, [[Y ]] has a unique lift to a refined class [[Z]] ∈ Hk(X,X\Z), and this class restricts to

[Z].

Proof. A diagram chase on the LES of the pairs (X,X\Z) and (X\Σ, X\Z).

The following proposition summarizes some existence and uniqueness properties of fundamental

classes, which follow from the previous discussion.

Proposition A.1.15. Let Z ⊆ X be a k-codimensional topological subvariety with a fat open

subset U , Σ = Z\U .

• Uniqueness: Given a fundamental class [[U ]] ∈ Hk(X\Σ, X\Z), Z has at most one funda-

mental class [[Z]] restricting to [[U ]].

• Uniqueness for K = F2: If K = F2, then Z has at most one fundamental class [[Z]].

• Existence: If U has a fundamental class [[U ]], and if codimK Σ ≥ k + 2, then X has a

fundamental class restricting to [[U ]].
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Remark A.1.16. If Z is a complex subvariety, then there is a canonical choice for the fundamental class

- the complex structure induces an orientation on the normal bundle of the smooth part. If K = F2, then

by the previous proposition, the fundamental class is unique. However, for K = Z, if Z is a connected

topological subvariety, there are no longer canonical orientations and there is a sign ambiguity in the

choice of the fundamental class. In this case, any result involving fundamental classes inherently contains

such a sign ambiguity.

The last important property that we will prove after introducing Gysin maps, is that if Z ⊆ X

has an oriented resolution f : Z̃ → X, then Z is a cycle and f!1 ∈ H∗(X) is a fundamental class

(cf. Proposition A.4.3).

Unless we have some extra knowledge as in Propositions A.1.15, A.4.3 or A.5.3 it is not an easy

task to decide whether a given topological subvariety is a cycle. In the next section we describe a

general method that in some cases helps [Ohm94], [FR02b].

A.2 Stratified submanifolds

Whenever a Lie group G acts nicely on X (e.g. algebraically, with finitely many orbits), a natural

stratification of X arises given by the orbit structure. In particular, orbit closures Z = G.x are

topological subvarieties, with G.x ⊆ Z a fat open subset. Vassiliev [Vas88] introduced a chain

complex associated to the group action which is a free Z-module generated by the orbits, with the

property that the closure of the orbit is a cycle in the sense of Definition A.1.11 if and only if it

is a cycle in this chain complex.

In this section we give a very brief introduction to stratified spaces and their cycles. For further

details on stratified spaces see [Mat73], [Wal75], [GWdPL76] or [GM88], and for their cycles we

refer to [Gor81] and [Vas88].

A.2.1 Definition, main examples

Definition A.2.1. Let X be an n-dimensional manifold. A stratification (Xα)α∈A of X is a

locally finite partition of X into disjoint submanifolds Xα called strata (not necessarily closed or
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APPENDIX A. FUNDAMENTAL CLASSES OF REAL VARIETIES

connected), which satisfy the frontier condition:

Xα ∩Xβ 6= ∅ ⇒ Xα ⊆ Xβ\Xβ and kα > kβ

where kα := codimXα.

A closed subset Z ⊆ X is a k-codimensional stratified submanifold of X if there exists a

stratification (Xα)α∈A of X, such that Z = Xα, kα = k.

In particular, a stratified submanifold is a disjoint union of strata. Our main examples are the

following.

Example A.2.2. [The singular stratification] Let Z ⊆ X be a complex k-codimensional closed

algebraic subset of a smooth n-dimensional variety X. Then Z has a stratification obtained as

follows. Let S be the system of constructible subsets containing Z and closed under the following

operations:

• taking singular subset of an irreducible component (C ⊆ A ∈ S component⇒ Sing(C) ∈ S),

• taking intersections and differences, (A,B ∈ S ⇒ A ∩B ∈ S, A\B ∈ S),

• taking closures (A,B ∈ S ⇒ A ∈ S)

Using the observation that the singular subset of a variety has smaller dimension, it is not hard to

see that S consists of finitely many subsets of Z and that the minimal subsets of S are nonsingular

and form a stratification of Z, (in particular they satisfy the frontier condition).

The analogous theorem in the real case is more complicated and uses Whitney’s condition, see

e.g. [GWdPL76, Section 2.7]. ♣

Example A.2.3. [Orbit stratification] Let G be a Lie group acting smoothly on a smooth manifold

X semialgebraically and with finitely many orbits. Then the orbit structure gives a stratification

of X: the frontier condition is satisfied, since the frontier of an orbit consists of smaller dimensional

orbits by [Dim87, Remark 4.9] and local finiteness clearly holds. The stratification is also Whitney

regular, see e.g. [DK00] for a more general theorem. ♣

To relate stratifications to topological varieties, first we need a lemma:
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A.2. STRATIFIED SUBMANIFOLDS

Lemma A.2.4. Let Y be a manifold with a codimension stratification (Y i). Then for all i < k

H i(Y, Y \Y k) = 0.

Proof. Prove this by downward induction on k. For k > dimY , this is clearly true. Assume that

it holds for k + 1, let i < k. Consider the following segment of the long exact sequence of the

triple (Y, Y \Y k+1, Y \Y k):

H i(Y, Y \Y k+1)→ H i(Y, Y \Y k)→ H i(Y \Y k+1, Y \Y k)

The first term is zero by assumption, and since Y k ⊆ Y \Y k+1 is a closed k-codimensional sub-

manifold, the last term is zero by Remark A.1.3.

A direct consequence is

Proposition A.2.5. Let Z = Xk be a k-codimensional stratified submanifold of X. Then it is a

k-codimensional topological variety (over Z) with a fat open subset Xk.

We conclude this section by commenting on the assumptions used in the definition of stratified

submanifolds, in particular on Whitney stratifications.

Remark A.2.6. [Remarks on the definitions] The definition of stratification used here is closest to

[Vas88, Definition 7.1].

The frontier condition used here is stronger than the usual one, kα > kβ is often not included in the

definition. However, condition kα > kβ follows from Whitney condition b) [Mat12, Proposition 4.5]. For

building the spectral sequence in the next section we only require this property from our stratification

and not the whole Whitney condition. This is not an important distinction, as a large class of spaces

have been proven to have Whitney stratifications, we mention real/complex analytic/algebraic varieties

and semialgebraic varieties, see [ Loj65], [GWdPL76].

For our purposes the main application of Whitney stratifications is that it enables a computation of

the incidence coefficients using local topological structure of the strata. For a precise formulation, see

Section A.2.3.

The locally finite condition and the stronger version of the frontier condition implies that the union

Xk of all k-codimensional strata is a k-codimensional submanifold; this induces another stratification,
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APPENDIX A. FUNDAMENTAL CLASSES OF REAL VARIETIES

which we call codimension stratification (Xk)k; the stratum Xk is a k-codimensional submanifold, closed

in X\Xk+1.

It is also customary to call the connected components of a stratification strata, and require the frontier

condition for these connected components - note that this is not automatic. Since we also want to deal

with examples when a stratum is not connected we do not assume connectedness.

Being submanifolds, the strata are locally closed (e.g. [Mat73] assumes only this and does not assume

that they are submanifolds).

As a final side remark, local finiteness and Whitney condition b) imply the frontier condition, [Mat12,

Corollary 10.5].

A.2.2 Spectral sequence of a filtration

In nice cases, the spectral sequence of the open filtration associated to a codimension stratification

(X i)i reduces to the bottom row of the E1-page, also called the Vassiliev complex. We describe

the spectral sequence and the degeneration conditions.

Let F = {Fi : i ∈ N} be a finite filtration of X:

F0 ⊆ F1 ⊆ . . . ⊆ Fn = X.

Then there is a cohomological spectral sequence

Ep,q
∞ ⇒ Hp+q(X)

with E1-term

Ep,q
1 = Hp+q(Fp, Fp−1).

In particular,

Ep,q
∞ = Fp−1H

p+q(X)/FpH
p+q(X),

where

FiH
r(X) = ker(Hr(X)→ Hr(Fi))

is the filtration induced on Hr(X).
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A.2. STRATIFIED SUBMANIFOLDS

Let X be an n-dimensional manifold with a codimension stratification (X i). Take the open

filtration F = (Fi) given by

Fi := X\X i+1 =
∐
j≤i

Xj

which for i > 0 are open submanifolds of X. Note that (Fj)j≤i is a filtration of the n-dimensional

manifold Fi and that Fi\Fi−1 = X i ⊆ Fi is a closed i-codimensional submanifold of Fi. Applying

Lemma A.2.4 to Y = Fp implies that

Ep,q
1 = Hp+q(Fp, Fp\Xp) = 0, for q < 0

that is Ep,q
∞ is a first quadrant spectral sequence.

Example A.2.7. [Vassiliev complex] We say that the stratification (Xα)α∈A satisfies Vassiliev’s

condition, if all strata are connected and contractible. Let (X i)i be the associated codimension

stratification and F = (Fi)i be the associated open filtration. Then all strata are clearly coori-

entable, so by Thom isomorphism

Ep,q
1 = Hp+q(Fp, Fp\Xp) ∼= Hq(Xp) ∼=

Zcp , q = 0

0, q 6= 0

where cp denotes the cardinality of strata Xα of codimension p. So the E1-page consists of a single

row, which is a chain complex. In singularity theory this chain complex is also often called the

Vassiliev complex. Therefore this spectral sequence degenerates on the E2-page, E2 = E∞, hence

computing the cohomology of the Vassiliev complex completely computes the additive structure

of H∗(X;Z).

Denote by d1 the differential on E1; it is the connecting homomorphism of the long exact

sequence of the triple (Fp+1, Fp, Fp−1)

d1 : Hp(Fp, Fp\Xp)→ Hp+1(Fp+1, Fp+1\Xp+1)

It is completely determined by the incidence coefficients [Xα, Xβ], defined by

d1Xα =
∑

kβ=kα+1

[Xα, Xβ]Xβ

where kα = codimXα. In the next section we describe a geometric way of computing these

incidence coefficients. ♣
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Finally, to show that the Vassiliev complex actually computes when a stratified submanifold

Z represents a cohomology class [Z] ∈ Hk(X), we have

Proposition A.2.8. Let (Xα)α∈A be a stratification of X satisfying Vassiliev’s condition and let

Y be a union of equidimensional cooriented strata. Then the stratified submanifold Z = Y is a

cycle in the sense of Definition A.1.11 if and only if Y is a cycle in the Vassiliev complex.

Proof. As before, let Σ := Z\Y and (Xk) be the codimension stratification. Using Proposition

A.1.13, both directions follow from commutativity of

Hk(X\Σ, X\Z)

ρ
��

δ // Hk+1(X,X\Σ)� _

ρ′

��

Hk(X\Xk+1, X\Xk)
d1 // Hk+1(X\Xk+2, X\Xk+1)

and ρ[Y ] = [Y ]. The injectivity of ρ′ follows from the LES’s of (X,X\Σ, X\Xk+1) and

(X,X\Xk+2, X\Xk+1).

We remark that in case a stratification does not satisfy Vassiliev’s condition, the corresponding

filtration gives a spectral sequence which does not degenerate.

A.2.3 Vassiliev complex - incidence coefficients

Throughout this section let (Xα)α∈A be a Whitney stratification of X satisfying Vassiliev’s con-

dition. We recall a geometric description of the incidence coefficients dαβ of neighboring strata

Xβ ⊆ ∂Xα in the Vassiliev complex (Example A.2.7). The procedure is the following. Take a

normal slice Nb of Xα at some b ∈ Xβ, which is a finite union of cooriented curves Li, whose closure

contains b. Then comparing each coorientation of Li to that of b gives a signed sum nαβ ∈ Z.

By Proposition A.2.10 below, these two coefficients agree: dαβ = nαβ. To make this introduction

precise, we have to elaborate on some technical points: independence of the normal slice on the

choice of b, how to compare the two coorientations, and finally dαβ = nαβ.

Let Z := Xα and B := Xβ ⊆ ∂Xα be a connected stratum. Using Whitney regularity, take

a small enough tubular neighborhood p : U → B intersecting all strata of Z transversely. Then
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A.3. EQUIVARIANT FUNDAMENTAL CLASSES

E := U ∩ Z is a stratified submanifold, and by Thom’s first isotopy lemma, E → B is a locally

trivial fibration (see [GM88, 1.11].) This allows us to extend normal slices (Definition A.1.8) to

lower dimensional strata as follows.

Definition A.2.9. A normal disk to the stratum Xβ ⊆ ∂Xα of a Whitney stratified submani-

fold Z = Xα at b ∈ Xβ, is a kβ-dimensional open disk Db centered at b, intersecting all strata

transversely, in particular Db ∩Xβ = {b}. A normal slice of Z to Xβ at b is Nb := Db ∩ Z.

The previous discussion shows that the the topological type of the normal slice Nb ∩Z is inde-

pendent of the choice of b. For the computation of incidence numbers we will need normal slices

in the special case when the strata are of neighboring dimensions.

Next, we define nαβ in more detail. Let A := Xα be a k-codimensional and B := Xβ ⊆ Xα be

a k+1-codimensional cooriented stratum, with normal bundles να, νβ respectively. Let D := Dk+1

be a normal disk to B at b ∈ B, let L := D ∩ A which by transversality is a disjoint union of

connected curves Li, whose closure contains b. For each Li, choose a splitting of the quotient map

TX → να|Li , such that

TD|Li = να|Li ⊕ TLi.

Then TLi is oriented by taking the orientation pointing towards b and να is oriented by the

coorientation of A, so they determine an orientation of TD|Li which determines an orientation of

TD at b as well. Since D is a normal disk, the orientation of νβ|b determines an orientation of

TD|b. If these two orientations agree for Li, then set niαβ := +1, otherwise −1. Set nαβ :=
∑

i n
i
αβ.

The following Proposition states that the two coefficients agree:

Proposition A.2.10.

dαβ = nαβ

The proof uses the transversal pullback property; we omit the details.

A.3 Equivariant fundamental classes

In this section, we examine equivariant lifts [Z]Γ of fundamental classes [Z].
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Definition A.3.1. Let X be a Γ-space. We say that a Γ-invariant cycle Z ⊆ X is a Γ-cycle, if

there exists [Z]Γ ∈ Hk
Γ(X,X\Z) restricting to [Z] ∈ Hk(X,X\Z).

If Γ is a connected Lie group, this definition is redundant, by the following Proposition. We

introduce this definition, since we will be concerned with nonconnected Lie groups as well. In

this case a Γ-invariant cycle is not always a Γ-cycle as the example of the Γ = Z2-invariant cycle

0 ↪→ R shows for the reflection action.

Proposition A.3.2. Let X be a Γ-manifold and let Z ⊆ X be a Γ-invariant cycle with fundamental

class [Z] ∈ Hk(X,X\Z). If (Γ, R) is

a) (Γ,F2), Γ arbitrary Lie group,

b) (Γ,Q), Γ connected Lie group,

c) (Γ,Q), Γ arbitrary Lie group and if Γ acts on ν := ν(ZR ↪→ X) in an orientation preserving

way, where ZR denotes the regular points of Z,

then Z is a Γ-cycle, i.e. there exists a unique [Z]Γ ∈ Hk
Γ(X,X\Z) restricting to [Z].

Proof. Consider the spectral sequence of the (relative) fibration (X,X\Z)→ BΓ(X,X\Z)→ BΓ.

Its E2-page is

Ep,q
2 = Hp(BΓ;Hq(X,X\Z))⇒ Hp+q

Γ (X,X\Z)

where H∗(X,X\Z) denotes the local coefficient system over BΓ. Since Z is a topological subva-

riety, Ep,q
2 = 0 for q < k, therefore E0,k

2 consists entirely of permanent cycles and E0,k
∞ = E0,k

2 . So

by convergence of the spectral sequence,

Hk
Γ(X,X\Z) = H0(BΓ;Hk(X,X\Z))

This can be identified as follows. The connected components C := Γ/Γ0 act on H∗(X,X\Z).

Then

H0(BΓ;Hk(X,X\Z)) = Hk(X,X\Z)C

by an identification via group cohomology, see e.g. [Whi78, Theorem VI.3.2.].
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a) Over R = F2, every cycle Z has a unique fundamental class [Z]. Since γ∗[Z] for γ ∈ C

acting on Hk(X,X\Z) are also fundamental classes, [Z] is Γ-invariant and lifts to a fundamental

class [Z]Γ.

b) If Γ is connected, then C is trivial and every fundamental class [Z] is C-invariant, lifting to

a unique [Z]Γ.

c) We identify the C-action on Hk(X,X\Z). First, consider the case when Z is smooth with

some fundamental class [Z] ∈ Hk(X,X\Z). If Γ acts on ν by orientation preserving bundle maps,

then BΓν → BΓZ is also orientable and the Thom class of ν lifts to a unique equivariant Thom

class of BΓν → BΓZ. This maps to an equivariant fundamental class [Z]Γ via excision

Hk
Γ(ν, ν\0) ∼= Hk

Γ(X,X\Z).

More generally, let Z ⊆ X be a cycle, with Γ-invariant fat nonsingular U such that Γ acts on

ν(U ↪→ X) by oriented bundle maps. Then consider the commutative diagram:

Hk
Γ(X,X\Z)

eZ // //

��

Hk(X,X\Z)C� _

��
Hk

Γ(X\Σ, X\Z)
eU // // Hk(X\Σ, X\Z)C

where eZ , eU denote the edge homomorphisms. Since [U ] ∈ Hk(X\Σ, X\Z) lifts to [Z] ∈
Hk(X,X\Z), and [U ] is C-invariant, [Z] is also C-invariant. Therefore it lifts to a class [Z]Γ.

More generally, if R = Z and H∗Γ is free of finite type, E2 = H∗(X)⊗H∗Γ as well.

Proposition A.3.3. Let X be a Γ-manifold and Ω = Γ.x ⊆ X an orbit of the form Ω = Γ/∆.

a) If the normal isotropy representation ∆ → GL+(Nx) has positive determinant, then Ω is

coorientable.

b) If Z = Ω is a cycle, then Z is a Γ-cycle iff the normal isotropy representation ∆→ GL+(Nx)

has positive determinant.

Proof. a) If ∆→ GL+ := GL+(Nx), then the normal bundle of Ω in X is

ν = Γ×∆ Nx = (Γ×∆ GL+)×GL+ Nx
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b) By the previous Proposition, it is enough to prove that if ∆→ GL+, then Γ acts by oriented

bundle maps, and indeed,

BΓν = BΓ(Γ×∆ Nx) = B∆Nx = (E∆×∆ GL+)×GL+ Nx

is orientable iff ∆→ GL+.

The converse of a) does not hold, as the nontrivial Z2-representation on 0 ∈ R shows.

Finally, we give a sufficient condition, which allows to determine when a Γ0-equivariant class

[Z]Γ0 lifts to a Γ-equivariant class [Z]Γ, where Γ0 is the connected component of Γ.

Proposition A.3.4. Let Z ⊆ X be a Γ-invariant cycle, such that 0 6= [Z]Γ0 ∈ (Hk
Γ0(X))C, where

C := Γ/Γ0. Then Z is a Γ-cycle, and given a refined class [[Z]]Γ restricting to [Z]Γ0, there is a

unique class [[Z]]Γ restricting to [[Z]]Γ0.

Proof. By the fibrations C → BΓ0X → BΓX, one has a commutative diagram

Hk
Γ(X,X\Z) //

� _

��

Hk
Γ(X)� _

��

// Hk
Γ(X\Z)� _

��
Hk

Γ0(X,X\Z) // Hk
Γ0(X) // Hk

Γ0(X\Z)

where the top row maps to the C-invariant part of the bottom row. Since [Z]Γ0 is C-invariant, it

lifts to 0 6= [Z]Γ ∈ Hk
Γ(Z). By exactness, it lifts to a nonzero class [[Z]]Γ ∈ Hk

Γ(X,X\Z). Finally,

a diagram chase shows that [[Z]]Γ0 has a unique lift [[Z]]Γ.

The example of the Z2-invariant cycle 0 ↪→ R with the reflection action does not satisfy the

condition [Z]Γ0 = [Z] 6= 0.

A.4 Gysin maps

Given a smooth map f : X → Y of codimension k between smooth oriented manifolds, there is

a Gysin map f! : H∗(X) → H∗+k(Y ). If f : X ↪→ Y is an embedding, then f!1 = [X]. More

generally, if Z ⊆ Y is a subvariety and f : X → Z ⊆ Y is a resolution, then f!1 = [Z]. We give

less details in this section, but good references for these notions are [Dye69], [BJ] and [Swi02].
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A.4.1 Gysin maps

Let f : X → Y be a cooriented map of codimension k with the orientation ν̃ := νf̃ fixed, where

i : X ↪→ V embedding, V a vector space and f̃ := (f, i) : X ↪→ Y × V . There exists a tubular

neighborhood f̃(X) ⊆ U ⊆ BV , such that j : ν̃ → U is an isomorphism, such that j ◦ s = f̃ ,

where s : X → ν̃ is the zero section.

Definition A.4.1. Let f : X → Y be a cooriented proper map. The Gysin homomorphism

f! : H∗(X)→ H∗+k(Y ) is given by the composition

H̃∗+k+|V |(Th(ν̃))
p∗ // H̃∗+k+|V |(Y+ ∧ SV )

(ΣV )−1∼=
��

H∗(X)

τ̃ ∼=

OO

f! // H∗+k(Y )

where

p : (Th(ν̃), pt) ∼= (U/∂U, pt)→ (Y ×BV/Y × SV, pt)

is the Pontryagin-Thom collapse map.

Independence of the Gysin homomorphism on the representative of the orientation follows from

differential topological lemmas, see e.g. [Dye69].

Properties

In any generalized equivariant cohomology theory h∗Γ, Gysin maps have the following axiomatic

properties (see [Qui71a]):

• f! is a h∗Γ-module homomorphism

• If f : X ↪→ Y is a cooriented Γ-equivariant embedding, then f! factors through

h∗+kΓ (Y, Y \X)

��
h∗Γ(X)

f! //

f!

∼=

88

h∗+kΓ (Y )
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APPENDIX A. FUNDAMENTAL CLASSES OF REAL VARIETIES

•
f!(f

∗y · x) = y · f!x (Adjunction formula)

For proper cooriented Γ-maps f : X → Y we denote ef := f ∗f!1. The following lemma is an

easy corollary of the adjunction formula:

Lemma A.4.2. Let f : X ↪→ Y be a cooriented Γ-equivariant embedding. Then

a) f ∗f!x = x · ef

b) f!x · f!y = f!(x · y · ef )

c) if ef is not a zero-divisor, then f!1 is not a zero-divisor in h∗Γ(Y, Y \X), and after localizing

f!x

f!1
= f!

x

ef

Proof. a) Using the adjunction formula for f!1 · f!x = f!x · f!1 in both ways:

f!(f
∗f!x · 1) = f!(f

∗f!1 · x).

Since f! is an isomorphism,

f ∗f!x = f ∗f!1 · x.

b) Using a) and the adjunction formula

f!(x · y · f ∗f!1) = f!(f
∗f!x · y) = f!x · f!y

c) Assume that f!1 · y = 0. Since f! is an isomorphism, y = f!x for some x. Then by part b)

f!1 · f!x = f!(x · ef ) = 0

and since f! is an isomorphism, x · ef = 0. Since ef is not a zero-divisor, x = 0, and y = f!0 = 0.

We can conclude by applying part b) to x and y = 1.

Gysin maps are related to fundamental classes via the following Proposition:
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Proposition A.4.3. Let Z ⊆ X be a k-codimensional topological subvariety, and let f : Z̃ → X

be a smooth, proper, cooriented map, such that f(Z̃) = Z. If there exists a fat nonsingular open

subset U ⊆ ZR intersecting each component of ZR, and such that g := f |f−1(U) : f−1(U)→ U is a

diffeomorphism, then

• Z is a cycle,

• there exists a unique fundamental class [[Z]] ∈ Hk(X,X\Z) restricting to g!1 = [[U ]] ∈
Hk(X\Σ, X\Z) where Σ := Z\U , and

• f!1 = [[Z]]|X ∈ Hk(X) is a fundamental class.

Definition A.4.4. We call a map f with the properties as in the Proposition a resolution of Z.

Proof. It is enough to show that

f!1|X\Σ = [[U ]]|X\Σ ∈ Hk(X\Σ),

by Proposition A.1.14. This follows from the definition of Gysin maps, the naturality of suspensions

and naturality of Thom isomorphism.

For the relationship of this Proposition to resolutions in algebraic geometry, see the next

section.

A.5 Real algebraic varieties

In this section we discuss real algebraic varieties, complexifications and Borel and Haefliger’s proof

that real algebraic varieties possess a fundamental class mod 2. This section is based on [BH61]

and [Whi65].

A.5.1 Complexification

A real algebraic variety X ⊆ RP n, is the zero locus X = V (f1, . . . , fr) ⊆ RP n of homogeneous

polynomials fi ∈ R[x0, . . . , xn]. An algebraic variety X ⊆ CP n defined over R, is the zero locus
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X = V (f1, . . . , fr) ⊆ CP n of homogeneous polynomials fi ∈ R[x0, . . . , xn], X irreducible in the

real Zariski topology.

A complex variety X ⊆ CP n is a complexification if it is equal to the Zariski closure of its

real part: X = XR, where XR = X ∩RP n. The Zariski closure XR is not necessarily the complex

locus of its defining equations, for example V (x2 + y2) ⊆ RP 2. In fact, the Zariski closure XR

corresponds to V (I(XR)⊗R C).

If X ⊆ CP n is an algebraic variety defined over R, then its real part XR ⊆ RP n is a real

algebraic variety. The Zariski topology on RP n coincides with the subspace topology induced

from the Zariski topology of CP n.

The (algebraic) dimension of a real/complex algebraic variety Z ⊆ FP n is dimalg
F Z = n − r,

where r is the maximum over p ∈ Z of the rank of the Jacobian J(f1, . . . , fs)(p) of a generating

system (f1, . . . , fs) of the ideal I(Z).

The following lemma is due to Whitney [Whi57, Lemma 9]:

Lemma A.5.1 (Whitney’s lemma). Let XR be a nonempty real algebraic variety. Then

dimalg
R XR = dimalg

C XC.

A.5.2 Real algebraic cycles

Definition A.5.2. A topological variety X of dimension n is locally real algebraic, if every x ∈ X
has a neighborhood homeomorphic to a real algebraic subset of some open U ⊆ Rq.

A locally real algebraic variety has a fundamental class mod 2 by a theorem of Borel and

Haefliger [BH61, Section 3.8]. We briefly sketch the proof.

Proposition A.5.3. Let X be a topological variety of dimension n. If it is locally real algebraic,

then it has a fundamental class mod 2.

Proof. It is enough to show locally that real algebraic varieties XR have fundamental classes.

Recall the following: complex varieties have normalisations, and normal varieties have the

property that the singular subset is at least 2 (complex) codimensional. If X is the complexi-

fication of a real variety XR, then the normalisation F : Y → X is defined over R (which is a
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surjective proper map, which is a bijection on F−1Xreg where Xreg are the regular points of X).

We can apply Proposition A.4.3 to the resolution F : Y → X. We show that the conditions are

satisfied: Let YR be the real part of Y . Using that F is defined over R, i.e. F (YR) ⊆ XR, F |YR is also

proper. F is a homeomorphism restricted to F−1(Xreg ∩XR). Therefore it is a homeomorphism

on F−1(Xreg ∩ U), where U ⊆ XR is the fat open subset.

It remains to show that YR has a fundamental class. Indeed, the singular points of YR are

contained in the real part of singular points of Y :

Sing(YR) ⊆ Sing(Y )R,

therefore

dimZ(Sing(YR)) ≤ dimZ(Sing(Y )R)/2 ≤ n− 2.

The mod 2 condition was used in that the nonsingular part of YR is always coorientable mod

2. If it is coorientable, then X has a fundamental class.

Since we are concerned with a generalization of the Borel-Haefliger theorem to U(1)-actions,

it is relevant that normalisation is a non-topological operation. In the purely topological case we

either have to include the existence of a fundamental class [ZΓ ⊆ XΓ] in the definition, or find a

sufficient condition for their existence (and include that in the definition); van Hamel chooses the

latter approach when defining good equivariant topological varieties.

Proposition A.5.4. Let XC ⊆ CP n be a nonsingular projective variety, which is the complexi-

fication of XR ⊆ RP n, assume that XR is orientable. Let ZC ⊆ XC be the complexification of a

real algebraic variety ZR ⊆ XR. If π : Y C → ZC is a resolution of the complex algebraic variety

ZC defined over R, and if the real part Y R of Y C is orientable, then πR : Y R → ZR ⊆ XR is a

resolution in the sense of Definition A.4.4.

The proof is analogous to the proof of the previous Proposition A.5.3, we omit the details.

113

C
E

U
eT

D
C

ol
le

ct
io

n



APPENDIX A. FUNDAMENTAL CLASSES OF REAL VARIETIES

114

C
E

U
eT

D
C

ol
le

ct
io

n



Appendix B

R-spaces: flag manifolds for R,H,O

Our main examples satisfying the generalized Borel-Haefliger theorem are real, quaternionic and

octonionic flag manifolds. These are all examples of R-spaces, also known as generalized real

flag manifolds. In Section B.1, we collect some generalities on R-spaces, namely their definition,

classification and Bruhat cell decomposition is described. In Section B.2, we describe some geom-

etry of the real flag manifolds FlRD that will be used in the computation of its Vassiliev complex

in Chapter C. In Section B.3, we describe the Schubert cell decomposition of the quaternionic

flag manifold. In Section B.4, we give the definition of OP 2 and Fl(O) via Jordan algebras and

describe its Schubert cell decomposition.

B.1 R-spaces

First, we briefly recall the case of complex flag manifolds, since there are many similarities with

the real case. Then we summarize some facts about semisimple Lie groups and Lie algebras and

their relation to R-spaces. For the material about semisimple Lie groups and algebras we followed

[Oni04] and [GOMV94], see also [Kna86] and [Hel78]. For further details about R-spaces see

[DKV83], [Koc95], [BCO16].
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APPENDIX B. R-SPACES: FLAG MANIFOLDS FOR R,H,O

B.1.1 Complex flag manifolds

A (real or complex) Lie algebra g is semisimple if it is a direct sum of simple Lie algebras. A (not

necessarily connected) Lie group G is semisimple if its Lie algebra g is semisimple.

Let G be a complex semisimple Lie group and g be its Lie algebra. Let h ≤ g be a Cartan

subalgebra, ∆ = ∆+ ∪∆− be an ordering of the set of roots and let ∆s ⊆ ∆+ be the simple roots.

Then

b = h⊕
⊕
α∈∆+

gα

is called the corresponding Borel subalgebra. The connected Lie group B ≤ G with Lie algebra b

is called a Borel subgroup. Parabolic subgroups P are subgroups of G containing B. The parabolic

subgroups PΘ are in one-one correspondence with subsets Θ ⊆ ∆s which can be represented by

subsets of vertices of the Dynkin diagram. To a parabolic subgroup there corresponds a (complex)

flag manifold FlΘ = G/PΘ. The B-orbits on the complete flag manifold Fl = G/B give a cell

decomposition of Fl called the Bruhat decomposition: G/B = BW , where W is the Weyl group

of G. More generally, the B-orbits give a cell decomposition of the flag manifolds G/P = BWΘ

where WΘ = W/〈sϑ : ϑ ∈ Θ〉, sϑ denotes the reflection to the hyperplane orthogonal to ϑ.

B.1.2 R-spaces

Now we turn to the real case. First, we recall some of the structure theory of real semisimple Lie

algebras.

Cartan decomposition

A bilinear form b on a real Lie algebra g is invariant if it is Int g-invariant. A real Lie algebra g

is compact if there exists an invariant scalar product on g.

A real Lie subalgebra g ≤ gC is a real form of the complex Lie algebra gC, if gC = g⊕ ig. The

complexification operation gives a correspondence between real and complex semisimple Lie alge-

bras by the Cartan criterion: the Killing form of a complex/real Lie algebra g is nondegenerate

iff g is semisimple. Thus classifying real semisimple Lie algebras consists of two steps: classi-

fying complex ones, and classifying real forms of complex semisimple Lie algebras (up to inner
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automorphisms of gC).

Real forms g of gC can be classified by real structures/antiinvolutions : complex antilinear

involutions. Every complex semisimple Lie algebra has a compact real form u = (gC)τ , corre-

sponding to a real structure τ [Oni04, Theorem 3.1]. É. Cartan showed that any real structure σ

in gC is conjugate to a real structure commuting with τ . Then θ = στ is an involutive (linear)

automorphism of gC. The real form g = (gC)σ is then invariant under τ and θ.

The involution θ determines a decomposition gC = (gC)+ ⊕ (gC)−. By θ-invariance of g and u,

g = g+ ⊕ g−, u = u+ ⊕ u−.

Let k = g+ and s = g− (p is standard here instead of s, but we reserve it for parabolic subalgebras).

Since the three involutions commute, k = u+ and s = iu−. Therefore

g = k⊕ s, u = k⊕ is. (B.1)

Such a decomposition g = k ⊕ s is called a Cartan decomposition and it satisfies [k, k] ⊆ k,

[k, s] ⊆ s, [s, s] ⊆ k with the Killing form b is negative definite on k, positive definite on s. In fact,

any decomposition with these properties can be obtained this way (from a compact real form u),

and it is unique up to inner automorphisms of g [Oni04, Theorem 5.1]. The involution θ induces

a positive definite bilinear form bθ(x, y) := −b(x, θy).

Example B.1.1. Let gC = sl(n,C), with compact real form u = sun = (gC)τ for τ(X) = −XT
.

Consider the (split) real form g = sl(n,R) corresponding to the real structure τ(X) = X. Then

θ(X) = στ(X) = −XT . Then k = sl(n,R)θ = so(n) and s = S(n,R), the symmetric trace 0

matrices. The Cartan decomposition (B.1) is

sl(n,R) = so(n)⊕ S(n,R), sun = so(n)⊕ iS(n,R).

♣

Let G be a real semisimple Lie group and g = k ⊕ s be a Cartan decomposition of its Lie

algebra. Let K be the subgroup of G consisting of orthogonal transformations of g with respect

to bθ:

K := {g ∈ G : Ad g ∈ O(g)}.
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Let S := exp(s), note that it is not a subgroup of G in general. Then G = KS and every element

g ∈ G can be uniquely written as a product ks for k ∈ K, s ∈ S [GOMV94, Theorem IV.3.2].

This is called a Cartan decomposition of G. If k is semisimple and G has finitely many connected

components, then K is compact.

Example B.1.2. Let G = SL(n,R) with g = sl(n,R). The Cartan decomposition of G is the

polar decomposition: G = SO(n)S, where S denotes the symmetric positive definite matrices. ♣

R-spaces: definition

The previous description implies that K acts on s via the adjoint representation. These repre-

sentations are sometimes also called s-representations and can also be thought of as the isotropy

representation of the homogeneous space G/K. The orbits of this action are called R-spaces or

generalized real flag manifolds. The reason is that they are classified by subsystems of Roots

(Racines), as we will describe below.

Example B.1.3. For G = SL(n,R), the s-representation is left-right conjugation by SO(n) on

symmetric matrices. The orbits are parametrized by the spectrum Σ = {λD = λd1
1 , . . . , λ

dr
r } of

an n× n symmetric matrix (as a multiset). Indeed, by the spectral theorem a symmetric matrix

is diagonalizable by an orthogonal one, and two diagonal matrices are in the same SO(n)-orbit if

they are in the same Sn ≤ O(n)-orbit.

By definition, the R-spaces are the orbits of the SO(n)-action; they are the real flag manifolds

FlRD. The points of the orbit λD, correspond to points of the real flag manifold FlRD by taking the

successive direct sum of the eigenspaces.

Notice that a priori D in λD is not ordered, whereas in FlRD it is: the reorderings D′ of D
correspond to isomorphisms between the flag manifolds FlD and FlD′ .

♣
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B.1. R-SPACES

Real root systems

A subalgebra a of a real semisimple Lie algebra g is R-diagonalizable if the adjoint action of a on

g is simultaneously diagonalizable. Then g has a root decomposition w.r.t. a

g = g0 ⊕
⊕
λ∈Σ

gλ

where Σ ⊆ a∗ is called the root system of g w.r.t. a and gλ are the weight subspaces.

If a is maximal R-diagonalizable, then the Cartan decomposition g = k ⊕ s can be taken so

that a ⊆ s and the centralizer of a in g is of the form

g0 = m⊕ a,

where m = g0 ∩ k. Any two maximal R-diagonalizable subalgebras are conjugate and their dimen-

sion is called the real rank of g. Let a be maximal R-diagonalizable. Then Σ 6= ∅ iff a 6= 0 iff g

is noncompact. The root system Σ ⊆ a∗ of a real semisimple g w.r.t. a is a root system (in the

usual sense). The λ ∈ Σ are called restricted roots (λ 6= 0 and gλ 6= 0). However, contrary to the

complex case, the root system is in general neither reduced (α root⇒ only ±α root) nor is it true

that dim gλ = 1. The dimension of gλ is called the mulitplicity of the root.

Satake diagrams

Any complex semisimple Lie algebra gC has at least two real forms; the compact form (encoun-

tered above) and the split form. The rest are described by their Satake diagrams, which encode

the relationship between the root system of gC and the real root system of g. We briefly recall

their definition.

Let g be a real semisimple Lie algebra and let g = k ⊕ s be its Cartan decomposition with

respect to an involution θ. Let a ⊆ s be a maximal R-diagonalizable subalgebra and take the

corresponding root system Σ.

Take a Cartan subalgebra a ≤ h ≤ g (a maximal commutative subalgebra consisting of semisim-

ple elements), Then hC is a Cartan subalgebra in gC and one can consider its root system ∆ ≤ h∗C.

The restricted roots Σ ⊆ a∗ defined previously are the nonzero restrictions of the roots to a ≤ hC.
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There are two types of roots in ∆: those restricting to zero are called compact roots ∆0 and the

rest are the noncompact roots ∆1.

Next, one can prove ([Oni04, § 9]) that the positive roots ∆+ and Σ+ can be chosen in ∆ and Σ

compatibly in the following sense: the corresponding simple roots ∆s and Σs satisfy r(∆s
1) ⊇ Σs,

where ∆s
1 = ∆s ∩∆1 and r : h∗C → a∗ is the restriction. In fact, r(∆s

1) = Σs.

Definition B.1.4. The Satake diagram of a real semisimple Lie algebra g is an annotated Dynkin

diagram of gC defined as follows:

• the simple roots corresponding to ∆s
0 are colored black,

• the simple roots corresponding to ∆s
1 are colored white,

• simple roots corresponding to α, β ∈ ∆s
1 are connected by an arrow if r(α) = r(β).

By a lemma of Satake, an element can be connected to at most another element. The Satake

diagram of a split form g is the Dynkin diagram of gC with all nodes colored white, and for the

compact form all nodes are colored black. We will give some examples for Satake diagrams below.

Real parabolic subgroups

A subalgebra p of a real semisimple Lie algebra is parabolic if pC is a parabolic subalgebra of

gC. A parabolic subgroup P ≤ G is the normalizer of a parabolic subalgebra p in G. Parabolic

subalgebras (up to inner conjugacies) can be described by real root systems. They correspond to

subsets of the simple roots, or subsets of the white nodes (glued by the arrows) on their Satake

diagram.

Let Θ ⊆ Σs be a subset of the simple real roots. Then the standard parabolic subalgebra is

defined as

p(Θ) := g0 ⊕
⊕
λ∈[Θ]

gλ ⊕
⊕

λ∈Σ+\[Θ]

gλ

where [Θ] = 〈Θ〉 ∩ Σ.

By a theorem of Borel-Tits [BT65, Proposition 5.14], any parabolic subgroup/subalgebra is

conjugate to a (unique) standard one. We describe the R-spaces in the cases relevant to us.
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Example B.1.5. Let G = SL(n,R) with g = sl(n,R), the split real form of gC = sl(n,C) as in

Example B.1.3. The Satake diagram is

The parabolic subgroups/R-spaces correspond to subsets of the white nodes of the Satake diagram,

which agrees with the Dynkin diagram of sl(n,C) so there are the same number of them as complex

flag manifolds. In particular, if di denotes the distance between the i− 1th and ith chosen node,

then the corresponding R-space is FlD(Rn). This corresponds to the description as in Example

B.1.3. ♣

Example B.1.6. Let G = SL(n,H) with g = sl(n,H), whose complexification is gC = sl(2n,C).

The Satake diagram is [Oni04]

The R-spaces correspond to subsets of the white nodes of the Satake diagram, which again agrees

with the Dynkin diagram of sl(n,C) so there are the same number of them as complex flag

manifolds, and they have the same description as manifolds of partial flags in Hn: FlD(Hn). ♣

Example B.1.7. Let G = E6(−26) with g = e6(−26). The Cartan decomposition of g is [Fre85,

Section 8.1.1], [MW13, Proposition C.1]

e6(−26) = f4 ⊕ h0
3(O)

where f4 is the compact real form of fC4 and h0
3(O) denotes the trace 0 elements in the Jordan

algebra of octonionic matrices. The real rank is 2, and a ≤ h0
3(O) can be chosen to be the 3 × 3

diagonal trace zero real matrices. The Satake diagram of g is [Oni04]

so the Dynkin diagram corresponding to the root system of g w.r.t. a is

The parabolic subgroups correspond to subsets of the nodes (up to symmetry!) so there are two

R-spaces: OP 2 and Fl(O).

♣
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Bruhat decomposition

Finally, by results of Borel-Tits [BT65] and [DKV83], R-spaces have a cell decomposition consisting

of the N -orbits.

A real connected semisimple Lie group G has an Iwasawa decomposition G = KAN , Lie(K) =

k, Lie(A) = a and Lie(N) =
⊕

λ∈Σ+ gλ. Let C+ denote the fundamental Weyl chamber corre-

sponding to the simple real roots Σs. Let Θ ⊆ Σs be a subset and let H be be an element in the

closure of C+ such that Θ is precisely the subset of Σs vanishing at H. The K-orbit of H (via Ad)

is an R-space K.H = K/KH . In fact, it can be identified with G/PΘ, where PΘ is the parabolic

subgroup corresponding to Θ, i.e. the normalizer of pΘ. The identification is via a decomposition

PΘ = KHAN , which induces a natural map

i : K/KH → KAN/KHAN = G/PΘ

which is a K-equivariant isomorphism.

The Weyl group is defined as W = NKa/ZKa, let WH be the subgroup stabilizing H ∈ C+.

Since KH ⊇ ZKa, there is an embedding W.KH ↪→ K/KH , and W.KH
∼= W/WH .

Theorem B.1.8 (Bruhat decomposition, [DKV83]). The R-spaces G/PΘ have a cell-decomposition

as a disjoint union of N-orbits through the points of W/WH ↪→ G/PΘ.

In all the examples we are aware of, where the R-spaces parametrize flags (as in the real,

quaternionic and octonionic case), the Bruhat cells coincide with Schubert cells, where by Schubert

cells we mean subsets described by geometric incidence conditions, such as (B.3) below.

B.2 Real flag manifolds

As described in Examples B.1.3 and B.1.5, real flag manifolds are R-spaces for G = SL(N,R).

Since SL(N,R) is a split form of SL(N,C), there are the same number of isomorphism classes

of R-spaces for G, as complex flag manifolds of SL(N,C). Furthermore, they have the same

geometric description as a sequence of flags in RN . In this section we describe their Schubert cell

decomposition and describe some of its geometric structure relevant when computing the incidence

coefficients of these cells, carried out in Appendix C.
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B.2. REAL FLAG MANIFOLDS

Remark on notation: In this section, since we are interested in the real case, GL(K) denotes

GL(K,R), B+ := B+(N,R) denotes the upper triangular matrices.

B.2.1 Geometry

This section is standard, see [Bri05], [Ful97] for the complex case. We include it to fix some

notation and properties we will use in the computations of Section C.

Schubert varieties, orbit structure

Denote the standard basis in RN by e1, . . . , eN , their one-dimensional spans by εi = 〈ei〉, and the

standard flag Ej =
⊕j

i=1 εi. The stabilizer of E• in G := GL(N) is B+. Choose a parabolic

subgroup, i.e. B+ ≤ P ≤ G. Similarly to the complex case,

P = GL(D), for some D = (d1, . . . , dm)

which is the subgroup of block upper-triangular matrices with elements of GL(di) on the diagonal

and arbitrary entries above the blocks.

The corresponding homogeneous space X = G/P is the partial flag manifold FlD(RN). In

general GL(D) does not contain a maximal torus of GL(N), only a maximal 2-torus, in which case

G/P is not GKM, and has zero Euler characteristic (see e.g. [GHZ06]). In this notation di denotes

the difference in the dimensions, introduce S = (s1, . . . , sm), si − si−1 = di for the dimensions.

The B+-orbits on X are called Bruhat cells ΩI(E•), each of which contains a unique Z2-torus

fixed point EI
• ∈ FlD(RN), which are indexed by ordered set partitions I ∈ OSP(D), where

OSP(D) :=

(
N

D

)
= SN/Sd1 × . . .× Sdm ,

in particular Ij ∈
(
N
dj

)
, j = 1, . . . ,m and qjIj = [N ]. (Caution: E• denotes a complete flag,

EI
• a partial one.) It is sometimes convenient to write I ∈

(
N
D

)
as a function: I : {1, . . . , N} →

{1, . . . ,m} satisfying |I−1(j)| = dj for all j.

For the dimension of ΩI , I ∈ OSP(D), introduce `(I) be the number of elements in reverse

order:

`(I) := |{(a, b) : a > b, a ∈ Iα, b ∈ Iβ, α < β}|. (B.2)
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APPENDIX B. R-SPACES: FLAG MANIFOLDS FOR R,H,O

Then dim ΩI = `(I).

Given a general complete flag A•, the Bruhat cells coincide with the following Schubert cell

description:

ΩI(A•) = {F• ∈ FlD(RN) : dimFi ∩ Ak = rI(i, k)}, (B.3)

where rI(i, k) = #{l ∈ I1 ∪ . . . ∪ Ii : l ≤ k}. When we omit the flag from the notation ΩI , that

means that we take the standard flag E•. The closure of the orbit ΩI is called a Schubert variety

and is denoted σI . If a Schubert variety σI is a cycle (in the sense of Definition A.1.11), we call it

a Schubert cycle and its class [σI ] a Schubert class . The orbit structure is described by the Bruhat

order (cf. [Koc95, Theorem 2.3.2] for the real case):

σI =
⋃
J≤I

ΩJ (B.4)

where J ≤ I iff (J1 ∪ . . . ∪ Ji)rtiv ≤ (I1 ∪ . . . ∪ Ii)rtiv for all i, where rtiv means “reordered to

increasing value” and the partial order (a1, . . . , aj) ≤ (b1, . . . , bj) is the lexicographic one. This is

also equivalent to rI(i, k) ≥ rJ(i, k) for all i, k.

Tangent bundle of FlD(RN)

We recall a well-known decomposition of the tangent bundle of X in terms of tautological bundles.

Let G := GL(N) and P ≤ G be a parabolic subgroup; P = GL(D). P has projections to

subgroups pi : P → GL(si) which are homomorphisms, whose defining representations induce the

tautological bundles. For example, the defining representation of GL(si) on Rsi induces the ith

tautological bundle over G/P :

Si ∼= GL(N)×P Rsi .

The quotient and difference bundles are defined by the following exact sequences of bundles

over X:

0 // Si // RN // Qi
// 0

0 // Si−1
// Si // Di

// 0

with the convention S0 = 0. Notice that si = dimSi, di = dimDi, and let qi = dimQi. Recall the

following general fact about the tangent bundle of homogeneous spaces:

124

C
E

U
eT

D
C

ol
le

ct
io

n



B.2. REAL FLAG MANIFOLDS

Proposition B.2.1. Let X = G/H be a homogeneous space and let g and h denote the Lie

algebras of G and H respectively. Then the G-equivariant vector bundle TX → X fits into the

short exact sequence of G-equivariant bundles

G×H h→ G×H g→ G×H (g/h) ∼= TX

where H acts on g, h via the adjoint representation.

Corollary B.2.2.

TX ∼=
m−1⊕
i=1

Hom(Di, Qi) ∼=
⊕

1≤i<j≤m

Hom(Di, Dj)

Proof. Apply the Proposition to the homogeneous space FlD(RN) = GL(N)/GL(D).

Corollary B.2.3. The partial flag manifold FlD(RN) has even dimension iff the number of odd

di’s is 0 or 1 mod 4.

Proof. The dimension of FlD(RN) is given by
∑

1≤i<j≤m didj, which mod 2 is equal to
(
o
2

)
, where

o is the number of odd di’s.

A choice of the basis ei ∈ RN induces splittings Qi → RN , Di → RN , which is not essential, but

facilitates computations, in particular it realizes TX as a subbundle of End(RN). In particular,

using this identification and Corollary B.2.2, the tangent and normal spaces of the B+-orbits can

be described as follows:

Proposition B.2.4. The tangent and normal spaces of ΩI at EI
• , I ∈ OSP(D) are given by

TIΩI =
⊕

(c,d)∈TI

εcd, NIΩI =
⊕

(c,d)∈NI

εcd

where εcd = Hom(εc, εd) and

TI := {(c, d) ∈ [N ]2 : c > d, I(c) < I(d)}, NI := {(c, d) ∈ [N ]2 : c < d, I(c) < I(d)}.

In particular, the dimension of ΩI ⊆ FlD(RN) is given by |TI | = `(I).
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Orientability of real flag manifolds

The main aim of this section is to state Proposition B.2.6 and Corollary B.2.9. Let X = FlD(RN)

be the flag manifold.

Proposition B.2.5.

H∗(X;Z2) ∼= Z2[wj(Di)]

/ m∏
i=1

w∗(Di)

Proof. The analogous result for complex flag varieties is well-known, and complex flag varieties

are conjugation spaces, implying the Proposition.

Recall that for real vector bundles E,F of ranks a, b respectively

w1(E∗) = w1(E), w1(E ⊕ F ) = w1(E) + w1(F ), w1(E ⊗ F ) = bw1(E) + aw1(F ). (B.5)

Using that E orientable iff w1(E) = 0, we get the following Proposition:

Proposition B.2.6. Let A,B be real vector bundles of even rank over X. Then HomR(A,B) is

orientable.

Remark B.2.7. Even more is true; by fixing a convention once and for all, there is a canonical ori-

entation for all such Hom-bundles. For example, the lexicographic ordering is such a convention; the

antilexicographic is another one; for further details see D.1.

In the case of real flag manifolds we can give a more precise statement.

Proposition B.2.8. For X = FlD(RN), D = (d1, . . . , dm):

w1(TX) =
m∑
i=1

(N − di)w1(Di),

Proof. Using (B.5),

w1(TX) =
m−1∑
i=1

w1 (Hom(Di, Qi)) =
m−1∑
i=1

qiw1(Di) + diw1(Qi)

126

C
E

U
eT

D
C

ol
le

ct
io

n



B.2. REAL FLAG MANIFOLDS

and using that Qi = ⊕mj=i+1Dj and qi =
∑m

j=i+1 dj,

coeff(w1(Di) ∈ w1(TX)) =
m∑

j=i+1

dj +
∑
j<i

dj = N − di.

Corollary B.2.9.

FlD(RN) is orientable ⇐⇒ d1 ≡ d2 ≡ . . . ≡ dm mod 2

where di = si − si−1 according to the notation above.

Proof. X is orientable iff w1(TX) = 0. By Proposition B.2.5, the only Z2-linear combination of

w1(Di)’s that is zero, is if all the coefficients are 1 or all 0, therefore TX is orientable iff all N −di
have the same parity, iff all di have the same parity.

Direct sum maps

We are going to make use of the following natural maps between flag manifolds. Let D1,D2 ∈ Nm

be two ordered sets of natural numbers, where we allow zero and let D1 +D2 be the element-wise

sum. Direct sum induces the following direct sum map of flag manifolds:

FD1,D2 : FlD1(A1)× FlD2(A2) ↪→ FlD1+D2(A1 ⊕ A2)

defined by

FD1,D2(F 1
• , F

2
• )κ := F 1

κ ⊕ F 2
κ .

This map is a GL(A1)×GL(A2) ≤ GL(A1⊕A2)-equivariant embedding. If B+ ≤ GL(A1⊕A2)

is the stabilizer of a complete flag E• ≤ A1⊕A2, such that E• = π1E•⊕π2E• for πi : A1⊕A2 → Ai,

then

B+
i := B+ ∩GL(Ai) ≤ GL(Ai)

is a Borel subgroup and a B+
1 ×B+

2 -orbit embeds to a B+-orbit.

A direct sum decomposition V =
⊕

iAi induces a direct sum decomposition

End(V ) =
⊕
i,j

Hom(Ai, Aj),

in particular we obtain inclusions ιj : End(Aj) ↪→ End(V ).
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Proposition B.2.10. Let FlDi(Ai) be two flag manifolds with Di ∈ Nm, and let E• ∈ FlD2(A2) be

a fixed flag. Then

f : FlD1(A1)→ FlD1+D2(A1 ⊕ A2)

defined by f := FD1,D2(·, E•) is an isomorphism onto its image, and

df = ι1|T FlD1
: T FlD1 → T FlD1+D2

where T FlD1 ≤ End(A1) and T FlD1+D2 ≤ End(A1 ⊕ A2), using the identification as a subbundle

determined by bases (a1
i ∈ A1), (a2

i ∈ A2).

B.3 Quaternionic flag manifolds

As described in Example B.1.6, quaternionic flag manifolds are R-spaces for G = SL(n,H). Since

the Dynkin diagram of the real root system is the same as the Dynkin diagram of SL(n,C), there

are the same number of R-spaces for G, and have the same geometric description as a sequence of

flags in Hn. As in the case of real flag manifolds, FlD(HN) denotes the space parametrizing partial

flags where D denotes the differences in the dimensions.

The subgroup N ≤ SL(n,H) in the Iwasawa decomposition can be identified with the subgroup

of strictly upper triangular quaternionic matrices. Since the G-action leaves incidences W ≤ U

invariant, and the standard flag E• ∈ Fl(HN) is fixed by N , the dimension function dij(F•) =

dim(Fi∩Ej) is an invariant of the N -orbits (F• ∈ FlD(H)); it turns out to be a complete invariant.

Proposition B.3.1. FlD(HN) has a cell decomposition given by the Schubert cells

ΩI(A•) = {F• ∈ FlD(HN) : dimFi ∩ Ak = rI(i, k)},

where rI(i, k) = #{l ∈ I1 ∪ . . . ∪ Ii : l ≤ k}, I ∈ OSP(D).

The standard complex proof as in [Bri05], [Ful97] generalizes without difficulty to the quater-

nionic case, we omit the details.
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B.4 Octonionic flag manifolds

In this section we describe the Schubert cell decomposition of octonionic flag manifolds and the

group actions that make them circle spaces.

The classical construction of octonionic flag manifolds is via Jordan algebras and due to

Freudenthal [Fre85] and J. Tits; since we will not need this description in this thesis, we did

not include it. That description is better suited to analyze them Lie theoretically as homogeneous

spaces OP 2 = F4/ Spin(9) and Fl(O) = F4/ Spin(8). To the interested reader, we recommend

[GOMV94, Chapter 5], [MW13] and [Bae02] where these descriptions, and much more can be

found. The two descriptions of OP 2 and Fl(O) via Jordan algebras and restricted homogeneous

coordinates are compatible, see [All97].

B.4.1 Galois type action on Fl(O)

Proposition B.4.1. Γ = Sp(1) ≤ Aut(O) = G2 and Γ′ = U(1) ≤ Γ both act on F = O with fixed

point set FΓ = FΓ′ = H. Here G2 denotes the compact real form.

Proof. For the proof of Aut(O) = G2 see [Bae02, 4.1] or [SV00].

We identify Γ ≤ Aut(O). Any subalgebra of O is isomorphic either to R,C,H or O. A triple of

octonions (e1, e2, e3) is called a basic triple if e2
i = −1, they anticommute and (e1e2)e3 = −e3(e1e2).

In particular, the subalgebra generated by a basic triple equals O. The importance for us is that

Aut(O) acts freely and transitively on basic triples. Indeed, a short computation using the Moufang

and alternative identities shows that for a basic triple,

(e1, e2, e3, e1e2, e1e3, e2e3, (e1e2)e3)

together with 1, forms a standard basis of O (pairwise anticommuting, square roots of -1) and

that the linear map associated to the change of basis is in fact an algebra automorphism - the

multiplication table is the same.

The subgroup Γ of Aut(O) fixing the subalgebra H generated by e1, e2 is therefore the same

as the subgroup fixing the pair (e1, e2). Any choice of e3 ∈ S3 ⊆ H⊥ determines a basic triple

(e1, e2, e3) as a short computation shows. Therefore the subgroup Γ acts freely and transitively on

S3, so Γ is S3 as a manifold, and is therefore Sp(1).
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Restricting the action of Sp(1) to ∆ := U(1) ≤ Sp(1) also acts freely on S3, therefore O∆ = H
as well. This is the action we will consider, and it will simplify our discussion, as we can stay in

the more well-behaved realm of circle spaces.

Proposition B.4.2. Γ = Sp(1) and ∆ = U(1) act on

a) X = OP 2 with fixed point set XΓ = X∆ = HP2 and

b) Y = Fl(O) ⊆ OP 2×OP 2 is invariant for the product action with fixed point set Y Γ = Y ∆ =

Fl(H3).

Proof. a) By the previous Proposition, Γ and ∆ act on O by automorphisms with fixed point

set H. This action induces an action on the restricted homogeneous coordinates O3 of OP 2 and

(OP 2)∗; if

(1, λ, µ) ∼ (λ−1, 1, λ−1µ) ⇒ (1, γ(λ), γ(µ)) ∼ (γ(λ−1), 1, γ(λ−1)γ(µ))

for γ ∈ Γ and λ, µ ∈ O and similarly when the real entries are in different coordinates. The fixed

point set is the of restricted homogeneous coordinates in H3, i.e. HP 2. The proof is the same for

(OP 2)∗.

b) It is enough to show that the incidence relation is invariant for the Γ-action, and this holds

since Γ acts by algebra automorphisms.

To show that these actions make OP 2 and Fl(O) circle spaces, we want to use the generalized

Borel-Haefliger theorem; we have to show that their cohomology is generated by halving cycles,

see the next Section.

B.4.2 Schubert cell decomposition of Fl(O)

Let (d1, d2) ∈ Fl(O) be the standard flag given in homogeneous coordinates by d1 = [1 : 0 : 0] and

d2 = [0 : 1 : 0].

Proposition B.4.3. The Schubert cells ΩO
w(d•) defined by the usual incidence relations (see Sec-

tion C.1.5) give a Γ-invariant 8i-cell decomposition of Fl(O), with fixed point set ΩH
w(d•) for

d• ∈ Fl(H3) = Fl(O)Γ.

130

C
E

U
eT

D
C

ol
le

ct
io

n



B.4. OCTONIONIC FLAG MANIFOLDS

Proof. Recall that the incidence relation for (x, L) ∈ OP 2×(OP 2)∗ is defined by x1l1+x2l2+x3l3 =

0. Then the Schubert cells can be written in terms of homogeneous coordinates (x, L) ∈ Fl(O)

(for the defining relations see Section C.1.5):

Ω123 =

(
1 0 0

0 1 0

)
, Ω213 =

(
α 0 1

0 1 0

)
,

Ω132 =

(
1 0 0

0 α 1

)
, Ω231 =

(
α 0 1

1 β −α

)
,

Ω312 =

(
α 1 −β
0 β 1

)
, Ω321 =

(
α 1 β

1 βγ − α γ

)
,

where α, β, γ ∈ O are free parameters. This gives a partition of Fl(O) into Schubert 8i-cells, so

the cohomology of Fl(O) is additively generated by the classes of the closures. Since (d1, d2) is

Sp(1)-fixed, the Schubert cells Ωw(d•) are Sp(1)-invariant, and this incidence description implies

that the fixed point sets are the quaternionic Schubert cells: Ωw(d•)
Γ = ΩH

w(d•).
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Appendix C

Cohomology of real flag manifolds

Analogously to complex flag varieties, there are two approaches towards computing the cohomology

of an R-space (generalized real flag manifold) X: a) via the Vassiliev stratification given by

Bruhat decomposition which gives additive generators, or b) in terms of characteristic classes which

(together with P̂ , the Samelson subspace) are algebra generators. Compared to the complex case,

the added complication in the case of R-spaces is that there can be cells in neighboring dimensions,

which allows for torsion in the Z-coefficient cohomology. If multiplicities of the restricted roots of

G/P (cf. Section B.1) are larger than one, then this issue does not arise.

Approach a) computes the cohomology additively, with Z-coefficients. However, computing

the incidence coefficients is a nontrivial task. Particular cases were studied by Ehresmann [Ehr37]

for certain real flag varieties and Casian-Kodama [CK13] gave a combinatorial description for real

Grassmannians. The general case of R-spaces was first studied by Kocherlakota [Koc95] using

Morse theory. He computed the Morse-Bott complex whose cohomology computes the cohomology

of X. The complex is generated by Weyl-group elements/Schubert cells, and the coefficients turn

out to be either 0 or ±2. His computation was not entirely complete, as he did not determine

the sign of ±2. The sign has recently been computed by Rabelo-San Martin [RM18] using a CW

decomposition. In this section we give an alternative computation of these coefficients using the

Vassiliev complex for R-spaces of type A, i.e. the real flag manifolds.

Once the coefficients are known, it is a nontrivial combinatorial task to determine which

Schubert varieties represent nonzero cohomology classes rationally. We are able to completely
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determine this in the case of even real flag manifolds (Proposition C.1.9) and Grassmannians

(Proposition 4.2.7). In the other cases we do not have a description besides some particular cases,

see Appendix F. Once this description is understood, the final step in the complete picture would

be to understand the multiplicative structure constants of the cycles, and giving combinatorial

rules for computing them. For the even real flag manifolds and Grassmannians, we do this, see

Corollary 4.2.3, Propositions 4.2.8 and 4.2.9.

Approach b) computes H∗(G/P ) only with rational coefficients, but has the advantage that

it also yields the multiplicative structure. A general method has been devised by Cartan [Car51]

to compute the cohomology of homogeneous spaces G/P in terms of characteristic classes, when

(G,P ) is a Cartan pair (see Section C.2). We carry out the computation for R-spaces of type A.

For the equivariant cohomology of R-spaces in the case of uniform multiplicities ≥ 2, cf. [Mar06].

Note that the second approach would also partially answer the first question, if one knows how

to relate the Schubert classes [σλ] to characteristic classes. For a ’complete’ answer, one would

also like to derive combinatorial rules for multiplying these Schubert classes. However as small

examples show, the combinatorics is non-trivial already for determining the additive structure;

not all rational cohomology classes are represented by a Schubert variety, but in general for flag

manifolds some are represented by signed sums of Schubert cells. In all the examples we have

computed (for some of which see Appendix F), all coefficients of Schubert cells appearing are ±1,

so the closure of the union of these cells is a cycle.

On a final note, having a nonzero Steenrod square Sq1[σλ] 6= 0 is an obstruction for a Schubert

variety to be a cycle as observed by Lenart [Len98], whose results suggest that the relationship is

much stronger: in the case of Grassmannians Sq1[σλ] is the sum of exactly those [σµ] whose inci-

dence coefficient [σλ, σµ] is nonzero. It would be interesting to see if the combinatorial description

of Sq in the case of real flag manifolds given by Duan, Zhao [DZ07] yields a simple combinatorial

description of which Schubert cells have to be glued to obtain a cycle.
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C.1 The Vassiliev complex of FlRD

In this section we compute the Vassiliev complex (A.2.7) associated to the group action B+

acting on FlRD whose orbits are the Schubert cells ΩI . Explicitly, we determine the incidence

coefficients [ΩI ,ΩJ ]. To compute the coefficients [ΩI ,ΩJ ], one has to coorient ΩI , and compare

these coorientations by extending them to the neighboring orbits ΩJ along normal slices, see

Section A.2.3. The proof we give has many similarities to the one given by Kocherlakota, but

instead of Morse theory we emphasize the geometry of the Schubert cells. Let us give a brief

outline.

In Section C.1.1 we define the coorientation of the orbits. In Section C.1.2 we define normal

disks to the orbits and the normal slices whose closures are the Richardson curves σJI (defined

below). In Section C.1.3 we relate the incidence coefficients [ΩI ,ΩJ ] (up to sign) to a bundle ν(W )

over σJI
∼= RP 1. In Section C.1.4 we describe a splitting of T FlRD |σJI into line bundles. In Section

C.1.5 we compute ν(W ) in the special case Fl(R3). In Section C.1.6 we deduce [ΩI ,ΩJ ] for FlRD

up to sign. In Section C.1.7 we deduce which Schubert varieties σI are nonzero rational cycles in

the even case FlR2D. In Section C.1.8 we relate our computations to the theorem of Kocherlakota.

Finally we compute the signs of the incidence coefficients.

We remark that in the case of real (and complex) flag manifolds, each B+-orbit is homeomor-

phic to an affine space, so the orbit stratification yields a CW decomposition. Therefore computing

the incidence coefficients agrees with the incidence coefficients of the CW complex, which have

been examined by Ehresmann [Ehr37] for the Grassmannians, later by Kocherlakota using the

Morse complex [Koc95] and most recently by Rabelo and San Martin [RM18]. We will use the

notation of Section B.2.1.

C.1.1 Coorientation of the orbits

We describe the Vassiliev complex of X = FlD(RN), D = (d1, . . . , dm). First, coorient all orbits

by coorienting ΩI at the ZN2 -torus fixed points EI
• (see Section B.2.1 for the notation). Using the

decomposition of the tangent and normal spaces given in Proposition B.2.4, orient both the tangent

and normal spaces by the lexicographic ordering of ekl = (ek 7→ el). Since ΩI is contractible, this

determines a coorientation on the whole of it.
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C.1.2 Normal slices: Richardson curves

Our aim is to determine the incidence numbers [ΩI ,ΩJ ], for `(J) = `(I)− 1 and J ≤ I (recall the

notations (B.2) and (B.4)). The Bruhat order implies that J is obtained from I by interchanging

a ∈ Iα with some b ∈ Iβ, a > b, α < β. Fix this data in the upcoming discussion.

According to Proposition A.2.10, we will fix a normal disk D to ΩJ at EJ
• ; natural candidates

are the B−-orbits. Indeed, the B−-orbits B−EJ
• have the following characterization:

B−EJ
• = ΩJD(E∨• ) = {F• ∈ FlD(RN) : dimFi ∩ E∨k = rJD(i, k)}

where JDi := N + 1− Ji and E∨• is the standard dual flag:

E∨i = 〈eN , . . . , eN−i+1〉.

Since the flags E•, E
∨
• are transverse, the intersection B−EJ

• ∩ ΩJ = {EJ
• } is transverse and

locally B−EJ
• is a normal disk to ΩJ at EJ

• .

For general I, J , the intersections σJI = σI(E•) ∩ σJD(E∨• ) are called Richardson varieties. To

determine the incidence numbers [ΩI ,ΩJ ], we will be interested in the Richardson curves σJI when

`(J) = `(I)− 1 and J ≤ I. Intuitively, the Richardson curve is the curve between the coordinate

flags EI
• and EJ

• obtained by continuously exchanging the coordinates εa and εb in EI
• .

More precisely, in terms of the direct sum maps of Proposition B.2.10, the Richardson curve

σJI is the isomorphic image of f : P(A1) ↪→ FlD(RN) for A1 := εa ⊕ εb, A2 := A∨1 =
⊕

i 6=a,b εi and

E• := EI
• ∩ EJ

• ,

f(·) = FD1,D2(·, E•), D2 = (d1, . . . , dα − 1, . . . , dβ − 1, . . . , dm),

for D = D1 + D2 and D1 = (1, 1) in positions α, β. The Richardson curves have tautological

bundles ρ→ R defined as follows. Let f̃ : A1 → A1 be the trivial bundle map covering f and let

τ → P(A1) denote the tautological subbundle of A1. Define ρ := f̃(τ) which is a subbundle of the

trivial bundle A1 ≤ RN over R.

Note that the intersection ΩI ∩B−EJ
• is the Richardson curve minus two points σJI \{EI

• , E
J
• },

i.e. RP 1 minus two points. We remark that the branches of the Richardson curve are the pairs of

flows in the terminology of Kocherlakota.
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C.1.3 Incidence coefficients

Let W := ΩI ∪ ΩJ and let D := B−EJ
• ∪ B−EI

• which is locally a normal disk to ΩJ at EJ
• . The

Richardson curve R := σJI is the transversal intersection of W and D. Sometimes to alleviate

notation we will use an abuse of notation and denote I := EI
• and J := EJ

• . Let R+ ∪ R− =

R\{I, J} denote the two branches of the Richardson curve.

To compute [ΩI ,ΩJ ], we are going to use the fact that W and D are smooth; indeed by

normality of Schubert varieties, the singularities of ΩI are of codimension 2 and are unions of

Schubert cells, so ΩI union neighboring cells is always smooth.

Proposition C.1.1.

[ΩI ,ΩJ ] =

0 ν(W ↪→ X)|R trivial

±2 ν(W ↪→ X)|R nontrivial

Proof. Since R = W t D, there is a short exact sequence

0 // TR // TD|R // ν(W )|R // 0

where ν(W ) = ν(W ↪→ X). Take a splitting of this short exact sequence

TD|R = NW ⊕ TR.

According to Proposition A.2.10, one has to compare the following two orientations for each branch

R±:

• TD|J oriented by the coorientation of ΩJ

• NW |J oriented by extending the coorientation of ΩI |R± to J and TR oriented towards J on

both branches R±.

To compute [ΩI ,ΩJ ] modulo sign, it is enough to compare how the coorientations ΩI |R± extend

to NW |J . This amounts to deciding orientability of NW
∼= ν(W )|R. If NW is orientable, then since

its orientation on both branches agrees with its orientation at I, the orientations of NW |R± extend

to J identically. Since the orientations of TR induced by the orientations of TR± differ at J , in

this case [ΩI ,ΩJ ] = 0.

If NW is not orientable, then the orientations of NW |R+
and NW |R− agree at I, so they are

different at J . In this case [ΩI ,ΩJ ] = ±2.
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We determine triviality of ν(W )|R by giving linearly independent line subbundles λcd ≤ ν(W )|R
spanning it (Corollary C.1.7), and counting the nontrivial ones (since R ∼= S1, each λcd is either

a Möbius bundle or a trivial one). Kocherlakota computes the incidence coefficients (up to sign)

using a very similar idea: he computes the relative orientations of pairs of flows from I to J , which

are in our terminology the branches of the Richardson curves.

Remark C.1.2. As we have mentioned before, since Schubert varieties are normal, the singularities

have codimension 2 and the singular part is a union of Schubert cells. Therefore ΩI union the neighboring

cells is smooth. Let’s denote this union by
◦
σI . This gives a new stratification of σI , with empty one

codimensional stratum, but now the stratification no longer satisfies Vassiliev’s condition (Example A.2.7).

Now σI is a cycle if and only if
◦
σI is coorientable. Indeed, by the previous Proposition, this is the

information encoded in [ΩI ,ΩJ ]: the normal bundle of
◦
σI restricted to the Richardson curve σJI is

orientable iff this coefficient vanishes. Then
◦
σI is coorientable iff ν(

◦
σI) restricted to the Richardson curve

σJI is orientable (trivial) for all neighboring J .

In general, we cannot get rid of the one codimensional stratum, but when we can, this method is

sufficient to decide cycleness. However to compute the cohomology groups we need more, namely to

determine the incidence coefficients, which cannot be deduced only from orientability.

C.1.4 Splitting TX|R

To determine triviality of ν(W )|R, we split TX|R into line subbundles λcd, parametrized by TIqNI

(for the notation TI , NI , see Proposition B.2.4). We will show that TW |R =
⊕

(c,d)∈TI λcd, so⊕
(c,d)∈NI λcd is isomorphic to ν(W )|R, see Proposition C.1.5.

In (C.2) we specify λcd → R as subbundles of TX|R ≤ End(RN), in particular each λcd is of

the form Hom(µ1, µ2): µi ∈ {ρ, ρ∨, εk : k ∈ [N ]}, where ρ → R is the tautological bundle and ρ∨

denotes its orthogonal complement.

A choice of a basis ei ∈ εi induces a scalar product on RN ; this realizes the quotient bundles

Qi, Di as subbundles of RN . This realizes the following splittings over X = FlD(RN):

RN = Si ⊕Qi =
m⊕
j=1

Dj =
N⊕
k=1

εk, Si =
i⊕

j=1

Dj, Qi =
m⊕

j=i+1

Dj
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for all i = 1, . . . ,m. By restricting to the Richardson curve R = σJI ,

Di|R =


⊕

j∈Ii εj, i 6= α, β,

ρ⊕
⊕

a6=j∈Iα εj, i = α

ρ∨ ⊕
⊕

b 6=j∈Iβ εj, i = β

(C.1)

where ρ→ R is the tautological bundle defined previously. Then via

TX ∼=
⊕
i<j

Hom(Di, Dj) ≤ End(RN)

the decomposition (C.1) induces a splitting of TX|R into line bundles λcd → R parametrized by

(c, d) ∈ TI qNI , defined as follows

λcd :=



Hom(ρ, ρ∨), if c = a, d = b

Hom(ρ, εd), if c = a, I(a) < I(d) ≤ I(b), d 6= b

Hom(εc, ρ
∨), if d = b, I(a) ≤ I(c) < I(b), c 6= a

εcd, else.

(C.2)

where in the else line we use that Hom(ρ ⊕ ρ∨, εk) = Hom(εa ⊕ εb, εk). In the next two sections,

we show that {λcd : (c, d) ∈ TI} span TW |R. We show this by reducing the general case to the

flag manifolds FlD(R3), which we describe in the next section.

C.1.5 A special case

Let D = (1, 1, 1), εi = 〈ei〉 and E• be the standard flag, Ei = ⊕ij=1εj. Then

• σ321 = X

• σ231 = {F• : F1 ≤ E2}

• σ312 = {F• : E1 ≤ F2}

• σ213 = {F• : F2 = E2}

• σ132 = {F• : F1 = E1}
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• σ123 = {F• : F1 = E1, F2 = E2}

All of these Schubert varieties are smooth. The tangent bundles of the ≥ 2-dimensional

Schubert varieties are therefore:

Tσ231 = Hom(S1, E2/S1)⊕ Hom(D2, D3)

Tσ312 = Hom(S1, D2)⊕ Hom(S2/E1, D3)

Tσ321 = TX.

Let I, J ∈ OSP(D), `(J) = `(I)−1 and J be obtained by a ∈ Iα ↔ b ∈ Iβ, a > b, α < β. Then

by restricting to the Richardson curves R = Rab = σJI , we get the following table for TσI |R/TR:

(a, b) (2,1) (3,1) (3,2)

σ321 ε32 ⊕ ε31 ε32 ⊕ ε21 ε31 ⊕ ε21

σ231 Hom(ε3, ρ
∨) ε21 –

σ312 – ε32 Hom(ρ, ε1)

where εij = HomR(εi, εj) ≤ TX|R and ρ → R is the tautological bundle as described earlier.

These bundles are the λcd spanning TW |R for R = σJI and (c, d) ∈ TI .
In case D = (1, 2), FlD(R3) = P2, the only ≥ 2-dimensional orbit is I = (3), J = (2) and

TσI |R/TR = Hom(ρ, ε1)

In case D = (2, 1), FlD(R3) = Gr2(R3), the only ≥ 2-dimensional orbit is I = (2, 3), J = (1, 3)

and

TσI |R/TR = Hom(ε3, ρ
∨)

C.1.6 Decomposing TW

Let us return to the general case X = FlRD, and fix neighboring I, J , a ∈ Iα, b ∈ Iβ, R = σJI ,

W = ΩI ∪ ΩJ as before.

In this section we show that TW |R =
⊕

(c,d)∈TI λcd. We show this by embedding smooth

submanifolds f : W ′ ↪→ W , such that λcd ≤ df(TW ′)|R ≤ TW |R for all (c, d) ∈ TI . The W ′ are
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submanifolds of smaller flag manifolds FlD1 which are embedded in FlD(RN) via the direct sum

maps of Section B.2.1.

For each (c, d) ∈ TI we specify a direct sum map. Set ϑ := {a, b, c, d}, and let

(D1)κ := |{k ∈ ϑ : I(k) = κ}|, κ = 1, . . . ,m

the number of distinct elements in ϑ which are in Iκ (this is either 0, 1 or 2). Let D2 := D −D1

and Θ = 〈εk : k ∈ ϑ〉. The decomposition RN = Θ⊕Θ∨ induces the direct sum map

F : FlD1(Θ)× FlD2(Θ∨)→ FlD(RN).

Let EIJ
• := EI

• ∩ EJ
• ∈ FlD2(Θ∨). Define the embedding f : FlD1(Θ) ↪→ FlD(RN) by F (·, EIJ

• ).

Proposition C.1.3. Given I, J as above, there exist (unique) I ′, J ′ ∈
(|ϑ|
D1

)
, such that the following

diagram commutes:

R′ �
� //

∼=
��

W ′ � � //� _

��

FlD1(Θ)� _
f
��

R �
� //W �

� // FlD(RN)

where R′ = σJ
′

I′ ⊆ FlD1(Θ), W ′ = ΩI′ ∪ ΩJ ′ ⊆ FlD1(Θ) are smooth submanifolds.

Proof. Since f is an embedding, EI
• and EJ

• have at most one preimage each. There are unique

order preserving maps

m : {1, . . . , |ϑ|} → ϑ, n : {1, . . . , |I(ϑ)|} → I(ϑ).

Let the maps

I ′, J ′ : {1, . . . , |ϑ|} → {1, . . . , |I(ϑ)|}

be defined by I ′(i) := n−1(I(m(i))), J ′(i) := n−1(J(m(i))). Then f(EI′
• ) = EI

• and f(EJ ′
• ) = EJ

• .

Since f is GL(Θ)-equivariant, f(R′) = R, and f(W ′) ⊆ W .

Corollary C.1.4. df(TW ′) ≤ TW .

Proposition C.1.5. {λcd : (c, d) ∈ TI} are subbundles of TW |R.
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Proof. Let (c, d) ∈ TI and set ϑ = {a, b, c, d}, ϑ1 = {a, b} and ϑ2 = ϑ\ϑ1.

If |ϑ| = 4, then by Proposition B.2.4 (c, d) ∈ TJ . In this case we can further decompose D1 as

(D1i)κ = |{k ∈ ϑi : I(k) = κ}|, κ = 1, . . . ,m

D1 = D11 + D12 and Θ = Θ1 ⊕ Θ2 for Θi = 〈εk : k ∈ ϑi〉. Note that since D1i = (1, 1) in the

appropriate positions. This decomposition induces another direct sum map

g : PΘ1 × PΘ2 → FlD1(Θ).

Let W ′′ := PΘ1 × (PΘ2\Pεd) and R′′ := PΘ1 × Pεc. As in the proof of Proposition C.1.3,

equivariance shows that W ′ := ΩI′ ∪ ΩJ ′ = g(W ′′) and R′ = g(R′′). Then εcd ≤ TW ′′|R′′ . By

Proposition B.2.10 for g and f ,

λcd = d(f ◦ g)εcd ≤ TW |R.

If |ϑ| = 3, we are in the case of D1 = (1, 1, 1), D1 = (2, 1) or D1 = (1, 2). The table of

the previous section shows that the Proposition holds for I ′, J ′ ∈
(

3
D1

)
and (c′, d′) ∈ TI′ . By

Proposition B.2.10, λcd ≤ TW |R.

Corollary C.1.6. {λcd : (c, d) ∈ TI} are linearly independent and therefore span TW |R.

Proof. Set ϑ1 = {a, b} and Θ1 = εa⊕ εb. It is enough to show that λcd are linearly independent in

each summand

End(RN) = End(Θ∨1 )⊕ End(Θ1)⊕
⊕
k 6=a,b

(Hom(Θ1, εk)⊕ Hom(εk,Θ1))

Given c, d, set ϑ = {a, b, c, d}, ϑ2 = ϑ\ϑ1, and Θ2 = 〈εk : k ∈ ϑ2〉.
If |ϑ| = 4, then λcd = εcd which are linearly independent in End(Θ∨1 ).

If |ϑ| = 3, then |ϑ2| = 1, denote its single element by k. Then

λcd ≤ Hom(Θ1, εk)⊕ Hom(εk,Θ1)

For fixed k there are at most 2 such (c, d) pairs, since c > d for (c, d) ∈ TI . So it is enough to

check linear independence of such pairs.
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If a > k > b, then λak ≤ Hom(Θ1, εk), λkb ≤ Hom(εk,Θ1), so they are independent.

If a > b > k then in order for (a, k), (b, k) ∈ TI to hold, I(a) < I(b) < I(k) must hold, then

λak = εak, λbk = εbk are independent in Hom(Θ1, εk). The case k > a > b is similar.

Finally, λab = Hom(ρ, ρ∨) ≤ End(Θ1).

Corollary C.1.7. ν(W )|R is isomorphic to
⊕

(c,d)∈NI λcd.

Introduce the notations

GI(c, γ, δ) := |{d > c : γ < I(d) ≤ δ}|, LI(c, γ, δ) := |{d < c : γ < I(d) ≤ δ}|

TI(a, b) := LI(a, α, β) +GI(b, α, β), NI(a, b) := GI(a, α, β) + LI(b, α, β)

GI(a) := GI(a, I(a),m), GI(a, δ) := GI(a, δ,m)

Note that by Definition (C.2) of λcd, NI(a, b) is the number of nontrivial λcd for (c, d) ∈ NI .

Summarizing, by Proposition C.1.1 and Corollary C.1.7, we have:

Proposition C.1.8. If I, J ∈ OSP(D), `(J) = `(I)−1 and J is obtained from I by interchanging

a ∈ Iα ↔ b ∈ Iβ, a > b, α < β, then

[ΩI ,ΩJ ] =

0, NI(a, b) even

±2, NI(a, b) odd
(C.3)

C.1.7 Determining the cycles

In the even case FlR2D, equation (C.3) is actually sufficient to determine the rational coefficient

cohomology H∗(FlR2D;Q) additively in terms of Schubert cycles. For the Z-coefficient cohomology,

the signs are required as well, see the next section.

Recall that if 2D = (2d1, 2d2, . . . , 2dr) and I ∈ OSP(D), then the doubled ordered set partition

DI ∈ OSP(2D) is obtained by replacing each i ∈ Ij by (2i − 1, 2i) ∈ DIj; each element k ∈ DIj
has a unique pair k′ ∈ DIj. We call Schubert varieties σDI double Schubert varieties.

Proposition C.1.9. In Fl2D(RN) the double Schubert varieties σDI are non-torsion cycles and

their classes [σDI ] generate a free Z-submodule of H∗(FlR2D;Z). Rationally, [σDI ] form a basis of

H∗(FlR2D;Q).
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Proof. Let I = DI ′ ∈ OSP(2D) be a doubled ordered set partition. As above, if ΩJ ⊆ σI and

`(I) − `(J) = 1, then J is obtained by a ∈ Iα ↔ b ∈ Iβ, α < β, a > b. Since I is doubled, both

terms in the sum

NI(a, b) = GI(a, α, β) + LI(b, α, β) (C.4)

are even; e.g. if k > a and I(k) > α, then its pair k′ also satisfies k′ > a and I(k′) = I(k) > α. So

all coefficients [ΩI ,ΩJ ] vanish and σI is a cycle.

Now assume that ΩI ⊆ σJ and `(J)− `(I) = 1, and I be obtained by a ∈ Jα ↔ b ∈ Jβ, α < β,

a > b. We again have to determine the parity of (C.4), but now for NJ(a, b). Let a′ and b′ denote

the pairs of a and b respectively. Since I is a doubled ordered set partition, a′ ∈ Iβ and b′ ∈ Iα.

`(J) − `(I) = 1 implies that a < a′ and b′ < b. As before, everything in J is in pairs, except

a < a′ and b < b′ which shows that GJ(a, α, β) and LJ(a, α, β) are both odd. So NJ(a, b) is even

and ΩI appears in all incidence relations with zero coefficient [ΩJ ,ΩI ] = 0, so [σI ] generates a free

Z-submodule.

Finally, dimQH
∗(FlR2D;Q) = |OSP(D)|, which follows e.g. from Proposition C.2.3. This agrees

with the number of doubled ordered set partitions of 2D.

C.1.8 Kocherlakota’s theorem

In the special case of the classical real flag manifolds FlRD Proposition C.1.8 gives an alternate

proof of [Koc95, Theorem A]. Before we state it we have to introduce some further notation (see

also Section B.1.2).

Let g be a real split semisimple Lie algebra. Let a be a maximal R-diagonalizable subalgebra

and let Σ ⊆ a∗ be the restricted root system. Since g is split, all root multiplicities are one. Choose

a regular element ξ ∈ a, which determines a positive Weyl chamber C+ and Σ = Σ+
∐

Σ−. The

reflections rϕ in the root planes kerϕ, ϕ ∈ Σ+ generate the Weyl group W of the root system.

The Weyl group acts freely and transitively on the Weyl chambers, and the Weyl chambers Cw

are labeled by w ∈ W , C+ = C1. Given H ∈ C+, let Θ ⊆ Σs be the simple roots vanishing at

H. Then the Weyl orbit of H is W/WH , which parametrizes the Bruhat cells of G/PΘ (cf. B.1.2).

Now we state Kocherlakota’s theorem. Given x ∈ a, let

N(x) = {ϕ ∈ Σ+ : ϕ(x) < 0},
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σ(x) :=
∑

ϕ∈N(x)

ϕ ∈ a∗,

and `(x) = |N(x)|. This is consistent with notation (B.2), as we will show below, and in general

it is the dimension of Ωx ⊆ G/PΘ for x ∈ W.H. We will give another interpretation of N(x), see

(C.5).

Theorem C.1.10 (Kocherlakota). Let x, y ∈ W.H = W/WH and `(y) = `(x) − 1. If rϕ(x) = y

for a reflection rϕ, ϕ ∈ Σ+, then σ(x) − σ(y) = mϕ for some m ∈ Z. The incidence coefficients

are given by

[Ωx,Ωy] =

0, m odd

±2, m even

Before giving the proof for g = sl(N,R), let us recall some specifics about the root system of

type AN−1. The roots in an appropriate basis are ±eij where eij = ei − ej, i < j. The simple

roots are δi = ei,i+1, and in terms of the simple roots eij =
∑j

k=i δi. Its Weyl group is W ∼= SN

and the reflections rij in ker eij correspond to the transpositions (ij) ∈ SN .

The Weyl-orbit of a regular element H ∈ C+ can be parametrized by W ∼= SN . If H ∈ C+ is

not regular, list the simple roots δi not vanishing on H: δs1 , δs2 , . . . , δsr , such that s1 < s2 < . . . sr,

and set sr+1 := N . Then the Weyl-orbit W.H = W/WH = OSP(D), where D = (d1, . . . , dr), for

di = si+1 − si.
This implies that positive roots eij ∈ Σ+ have the following property: given I ∈ W/WH ,

eij(I) < 0 iff (i, j) is an inversion of I ∈ W/WH . Thus N(I) is the set of inversions of I ∈ W/WH :

N(I) = {eij : (i, j) is an inversion of I} (C.5)

In particular, for I ∈ OSP(D), |N(I)| = `(I) = dimR ΩI as we have stated above (e.g. by

Proposition B.2.4).

Proof of Theorem C.1.10 for g = sl(N,R). Let I, J ∈ W/WH = OSP(D), such that rab(I) = J ,

and `(J) = `(I) − 1, a > b, a ∈ Iα, b ∈ Iβ. By (C.5), the set theoretic difference of N(J)\N(I)

consists of those eij, for which i, j is an inversion in J , but not in I.

Clearly all such i, j pairs must contain a or b. A simple verification shows that there are three

types of elements in N(I)\N(J) (the other cases can be excluded using `(J) = `(I)− 1):
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• If ebj ∈ N(I)\N(J) and a < j, then eaj ∈ N(J)\N(I),

• if eja ∈ N(I)\N(J) and j < b, then ejb ∈ N(J)\N(I), and

• eba ∈ N(I)\N(J).

Since ebj − eaj = eba for b < a < j and eja − ejb = eba for j < b < a

σ(I)−σ(J) =
∑

eij∈N(I)\N(J)

eij−
∑

eij∈N(J)\N(I)

eij = (GI(a, α, β)+LI(b, α, β)+1)eba = (NI(a, b)+1)eba

by the definitions preceding Proposition C.1.8. We can conclude by Proposition C.1.8.

C.1.9 Signs

For cooriented ΩI and ΩJ , determining the actual signs of [ΩI ,ΩJ ] requires some further work. We

coorient all ΩI lexicographically as described in Section C.1.1 and compute the signs of [ΩI ,ΩJ ]

relative to these orientations.

Let I → J be obtained by a ∈ Iα ↔ b ∈ Iβ. Using the decomposition of the bundles TW |R
and ν(W ↪→ X)|R (Corollaries C.1.6 and C.1.7), we can compare the coorientations of ΩI and ΩJ

at J . We do this by taking locally defined nowhere vanishing sections scd of λcd ≤ ν(W ↪→ X)|R,

which are defined on a connected open set U ⊆ R containing one of the branches R±, such

that the lexicographical ordering of (scd(I) : (c, d) ∈ NI) agrees with the coorientation of ΩI

at I. Then the lexicographic ordering of scd|R+ agrees with the coorientation of ΩI all along R+.

Extending the orientation determined by the sections scd to J , we can compare the two orientations

TR⊕ ν(W )|J = NJ .

Proposition C.1.11. If [ΩI ,ΩJ ] 6= 0, then its sign is given by [ΩI ,ΩJ ] = (−1)s(I,J) · 2, where

s(I, J) = c1 + c2 + c3 + c4

and

c1 =
∑
c<b

GI(c) + |{b < c < a : J(c) > J(b)}|
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c2 =
∑
a<d

α<I(d)≤β

∑
b<c<a

GI(c) +GJ(a, J(a))

c3 =
∑
c<b

α≤I(c)<β

GI(b, I(c))−GI(a, I(c))

c4 = GI(a, α, β)

Proof. Let R+ be the branch of R, on which the vector in TR|R+ pointing towards J converges

towards R+(eb 7→ ea). Let U ( R be a connected open set containing R+. Let r ∈ Γ(ρ|U) and

r∨ ∈ Γ(ρ∨|U) be nowhere vanishing sections, such that r(I) = r∨(J) = ea and r(J) = r∨(I) = eb

(they exist since U is contractible). Define sections of λcd|U for (c, d) ∈ NI as

scd :=


(ec 7→ ed), if (c, d) ∈ NJ

(r 7→ ed), if c = a, I(a) < I(d) ≤ I(b)

(ec 7→ r∨), if d = b, I(a) ≤ I(c) < I(b)

We call scd trivial if scd = (ec 7→ ed) and nontrivial otherwise. Let us compare the following

two orientations of NJ :

• the lexicographical orientation N1
J := 〈(ec 7→ ed) : (c, d) ∈ NJ〉 and

• N2
J := 〈(eb 7→ ea), scd(J) : (c, d) ∈ NI〉, where (c, d) ∈ NI are ordered by the lexicographical

orientation.

The upper index N i
J , i = 1, 2 signifies the respective orientation. Therefore the combinatorial

task is to determine the (relative) sign of two permutations. The first permutation is simply the

elements of N1
J listed lexicographically:

. . . , (b− 1, db−1
nb−1

), (b, db1), . . . , (b, a), . . . , (b, dbnb), , . . . , (c, d
c
1), . . . , (c, dcnc), . . . , (a, d

a
1), . . . , (a, dana), . . .

The second permutation is obtained by listing (b, a) and then the elements of NI lexicographically

(b, a), . . . , (b− 1, f b−1
mb−1

), (b, f b1), . . . , (b, f bmb), , . . . , (c, f
c
1), . . . , (c, f cmc), . . . , (a, f

a
1 ), . . . , (a, fama), . . .

and making the following substitutions, which compared to N1
J contribute a certain number of

transpositions that we will determine below:
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• listing (b, a) first: this contributes c1 many transpositions,

• replacing (a, d) with (b, d) for all nontrivial sections sad: c2 many transpositions,

• replacing (c, b) with (c, a) for all nontrivial sections scd: c3 many transpositions,

One must also count the sign differences coming from the values of scd(J) = ±(ec 7→ ed). These

sign differences are represented by the term c4. Now we determine c1, c2, c3, c4.

The first difference is that (eb 7→ ea) is the first element in N2
J . This contributes

c1 =
∑
c≤b

I(c)≤α

GI(c) + {b < c < a : J(b) < J(c)}

many transpositions.

For nontrivial sections sad, (a, d) ∈ NI : sad(J) = ±(eb 7→ ed), which has the following distance

from its final position at (b, d) in N1
J : (a > b)

#{a < c < d : b→ c}+ #{d < c : b→ c}+
∑
b<c<a

GI(c) =

= GI(a, β)−GI(d, β) +GI(d, β) +
∑
b<c<a

GI(c)

as (ea 7→ ed) swaps place with every (ef 7→ eg) pair whose position doesn’t change and precedes

it. The sum of these for nontrivial sad pairs is the term c2.

Similarly, for (c, b) ∈ NI , scb(J) = ±(ec 7→ ea) has the following distance to its final position:

#{b < c < a : d→ c} = GI(b, δ,m)−GI(a, δ,m)

the sum of which for nontrivial scb pairs is c3.

Finally, the sections scd induce GI(a, α, β) many sign changes: the trivial bundles have trivial

sections, some of the nontrivial bundles λcd introduce no sign change, and by the initial choice of

the branch R+ GI(a, α, β) many of them do.
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C.2 The Cartan model

A pair (G,K) of compact connected Lie groups is a Cartan pair, if K ≤ G and H∗G has rkG many

polynomial generators, rkG− rkK many of which restrict to zero via ρ∗ : H∗G → H∗K .

For Cartan pairs, there is a simple description of H∗(G/K;Q), due to Cartan and Borel [Bor53],

see also [Ter11] for a summary.

Theorem C.2.1 (Borel, Cartan). For a Cartan pair (G,K)

H∗(G/K) ∼= H∗K/(Im ρ∗)
⊗∧

[xri−1]ni=p+1

where ri are the degrees of the polynomial generators restricting to zero via ρ∗ : H∗G → H∗K,

n = rkG, p = rkK.

Let SO(D) :=
∏m

i=1 SO(di), O(D) :=
∏m

i=1 O(di) N :=
∑
di.

Proposition C.2.2. (G,K0) = (SO(N), SO(D)) is a Cartan pair for all D.

Proof. One has

ρ∗(p∗(S)) =
m∏
i=1

p∗(Si),

where S → BSO(N) and Si → BSO(di) denote the tautological bundles. Let n = bN
2
c be the

rank of SO(N) and q =
∑m

i=1b
di
2
c be the rank of SO(D). Since ptop(Si) = pb di

2
c(Si), by examining

degrees, one sees that ρ∗(pj(S)) = 0 for j > q.

For D, denote by D− the unique sequence of di − 1 ≤ d−i ≤ di such that all d−i are even.

Let D0 be the sequence of d−i /2. We can extend the Borel-Cartan description of H∗(G/K;Q) to

K = S(O(D)) which is no longer connected as follows.

Proposition C.2.3. Let n = bN
2
c be the rank of SO(N) and q =

∑m
i=1b

di
2
c be the rank of SO(D),

then

H∗(FlRD) ∼= H2∗(FlCD0
)⊗

∧
[yi]

n
i=q+1

where yi = x4i−1 except if N even, yn = xN−1. H2∗ means that the degrees are doubled and

deg xj = j.
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Proof. Let G = SO(N), K = S(O(D)) and K0 = SO(D). The Cartan description can be obtained

by analyzing the Leray-Serre spectral sequence K0 → BK0G → BK0. Indeed, since EK0 →
BK0G→ G/K0 is a fibration with contractible fiber, BK0G ∼ G/K0.

In the Cartan description, the Γ := Zm−1
2 -action induced by the fibration Γ → G/K → FlRD

acts by multiplying the Euler classes of H∗K by -1. This follows from the fact that BK0G→ BKG

and BK0 → BK are principal Γ-bundles and BK0G → BKG is a principal G-bundle map. It

follows that

H∗(FlRD) ∼= H∗(G/K0)Γ = (H∗K0
/ Im ρ∗)Γ

⊗∧
[xri−1]ni=q+1

where ri are the degrees of the polynomial generators restricting to zero. The invariant part is

therefore generated by solely Pontryagin classes (the Euler class generators are squared) and

(H∗K0
/ Im ρ∗)Γ ∼= H2∗(FlCD0

).

For the antisymmetric part, as above, pi ∈ H∗SO(N) restricts to zero for i > q, which proves the

odd case. In the even case, the generators are p1, . . . , pn−1, e. There are two cases. If all di’s are

even, then the ranks n = q are equal, and there is no antisymmetric part. If there is an odd di,

then the Euler class restricts to zero, so there is a generator yn = xN−1.

Notice that this implies that FlRD is a Q-Poincaré dual space for any D.

Example C.2.4. D = (1, 3, 3, 3): D− = (0, 2, 2, 2), D0 = (1, 1, 1), N = 10, n = 5, q = 3,

ρ∗(pN∗ ) = ρ∗(1 + p1 + p2 + p3 + p4 + p5) = (1 + p1)(1 + p′1)(1 + p′′1)

p1, . . . , p4, e are the generators of H∗(BSO(10)), so p4 ∈ H16, e ∈ H10 restrict to zero. Therefore

H∗(FlRD;Q) = H2∗(FlCD0
;Q)

⊗∧
[x9, x15],

whose Poincaré polynomial is

(1 + t4)(1 + t4 + t8)(1 + t9)(1 + t15).

♣
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Example C.2.5. D = (1, 1, 3, 5): D− = (0, 0, 2, 4), D0 = (1, 2), N = 10, n = 5, q = 3,

ρ∗(pN∗ ) = ρ∗(1 + p1 + p2 + p3 + p4 + p5) = (1 + p1)(1 + p′1 + p′2)

p1, . . . , p4, e are the generators of H∗(BSO(10)), so p4 ∈ H16, e ∈ H10 restrict to zero. Therefore

H∗(FlRD;Q) = H2∗(FlCD0
;Q)

⊗∧
[x9, x15]

whose Poincaré polynomial is

(1 + t4 + t8)(1 + t9)(1 + t15).

♣
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Appendix D

Algebra

D.1 Canonical orientations

The aim of this section is to give a universal choice of orientations of a) complex vector spaces and

b) real HomR-spaces, compatible in a well-defined sense. Fix the following universal conventions:

a) If A is a complex vector space, its complex orientation is defined by taking a complex basis

a1, . . . , an and orienting A by

〈a1, ia1, . . . , an, ian〉.

b) IfA,B are even dimensional real vector spaces, then its lexicographical orientation is obtained

by taking real bases a1, . . . , an and b1, . . . , bm and orienting HomR(A,B) by the lexicograph-

ical ordering of the basis vectors ϕij = (ai 7→ bj).

c) If A,B are complex vector spaces, then HomR(A,B) is a complex vector space through the

complex structure of the image B: (λ · ϕ)(x) := λ · (ϕ(x)).

Both choices a) and b) are independent of the chosen basis. In particular, complex vector bundles

and real HomR-bundles have canonical orientations using these conventions. These choices are

compatible with each other in the following sense:
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Proposition D.1.1. If A,B are complex vector spaces, then the complex orientation of HomR(A,B)

as a complex vector space (via convention c)) coincides with its lexicographical orientation as a

HomR-space.

Proof. Let ai ∈ A, bj ∈ B be complex bases. Then

HomR(A,B) =
⊕
i,j

HomR(Cai,Cbj),

so it is enough to show that the two orientations coincide on HomR(C,C). Take the real standard

basis ϕab ∈ HomR(C,C), a, b ∈ {1, i}. The complex orientation a) is given by

ϕ11 + ϕii, ϕ1i − ϕi1, ϕ11 − ϕii, ϕ1i + ϕi1

The lexicographic orientation b) is ϕ11, ϕ1i, ϕi1, ϕii. A computation shows that the change of basis

matrix has positive determinant.

For example, this implies that in Example 2.2.1 the two orientation conventions on TX|XΓ =

HomR(SC, QC) coincide. With this orientation convention, the excess weights appear with positive

signs in all of our examples, see also Section C.1.1. We used the following Proposition together

with Proposition A.3.3.

Proposition D.1.2. Let A,B be real even dimensional vector spaces. Then the natural represen-

tation

ρ : GL(A)×GL(B)→ GL(HomR(A,B))

has positive determinant, i.e. Im(ρ) ⊆ GL+(HomR(A,B)).

Proof. By a connectedness argument, it is enough to check this for some g ∈ GL(A) of negative

determinant. This is easy to check for g reflection to a hyperplane; it multiplies the determinant

by (−1)|B| = 1.

D.2 Galois type actions - details

We prove the following – intuitively clear – statements. Conjugation-invariant complex subspaces

in Cn are complexifications of real subspaces. Quaternionic subspaces W ≤ Hn invariant under

inner automorphisms by U(1) are quaternionifications of complex subspaces.
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D.2. GALOIS TYPE ACTIONS - DETAILS

D.2.1 Γ = Z2 acts on Cn

Let Γ = Z2 act on Cn by complex conjugation.

Proposition D.2.1. There is a natural one-to-one correspondence between k-dimensional Γ-

invariant complex subspaces W ≤ Cn and k-dimensional real subspaces WR ≤ Rn ≤ Cn via

W 7→ WR = W ∩ Rn.

Proof. The following trivial lemma coupled with Maschke’s theorem implies the Proposition: one

can decompose W successively into one dimensional complex Γ-invariant subspaces.

Lemma D.2.2. Let W ≤ Cn be a complex, Γ-invariant nontrivial subspace. Then W ∩Rn 6= (0).

Proof. Let 0 6= w ∈ W . Then w + w ∈ W Γ ≤ Rn. If w + w 6= 0, then we are done. Otherwise,

write w = −w, so w = iv for some 0 6= v ∈ Rn, which is in W , since W is a complex subspace.

D.2.2 Γ = U(1) acts on Hn

Decompose the right quaternionic vector space Hn = Cn ⊕ jCn and let Γ = U(1) ≤ H∗ act on

Hn by left multiplication. This gives Hn the structure of a (right)-complex U(1)-representation,

splitting into n weight 1 (V+ := Cn) and n weight −1 (V− := jCn) representations. (Summarizing,

U(1) acts from the left, complex multiplication C ≤ H from the right.)

Proposition D.2.3. There is a natural one to one correspondence between k-dimensional U(1)-

invariant quaternionic subspaces W ≤ Hn and k-dimensional complex subspaces WC ≤ Cn ≤ Hn

via W 7→ WC = W ∩ Cn.

Proof. Again, by Maschke’s theorem, the following lemma implies the Proposition.

Lemma D.2.4. Let W ≤ Hn be a U(1)-invariant nontrivial quaternionic subspace. Then W ∩
Cn 6= (0).

Proof. Let W ≤ Hn be a U(1)-invariant nontrivial quaternionic subspace; then as complex sub-

spaces it splits as W = W+ ⊕W−, where W+ := W ∩Cn and W− := W ∩ jCn. Since W− = jW+,

W+ must contain a nonzero element, otherwise W = W+ ⊕ jW+ = (0).
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D.3 Representation theoretic computations

The three main actions in this thesis are U(1) acting on Fl2D(RN), U(1) acting on FlD(HN)

and Sp(1) acting on FlD(O). In Borel-Haefliger I, we have to understand the weights of the

normal representation. In this section we carry out these elementary representation theoretic

computations.

D.3.1 HomR(Ck,Cn) as a U(1)-representation

Recall that if A,B are complex vector spaces, then HomR(A,B) is also a complex vector space

via U(1) acting on the target, see Section D.1.

Proposition D.3.1. Let A,B be complex a and b-dimensional U(1)-representations, let α ∈
Za and β ∈ Zb be their characters. Then the character of the complex U(1)-representation

HomR(A,B) is

(β ⊕ (−α), α⊕ β) ∈ Z2ab,

where ⊕ denotes the Minkowski sum of α and β.

Corollary D.3.2. If A,B are complex vector spaces regarded as weight one complex U(1)-representations,

then the character of HomR(A,B) is (0ab, 2ab).

The character 0 signifies the complex trivial representation (of real dimension 2). If HomR(A,B)

is regarded as a complex vector space, then the sign of the weight is +2 – this follows from Propo-

sition D.1.1.

D.3.2 HomH(Hk,Hn) as a U(1)-representation

All quaternionic vector spaces V are considered to be right quaternionic. If one identifies V ∼= Hn,

then it also has a left H-module structure - this structure depends on the identification. However,

any two structures are isomorphic as bimodules, so fix an identification with Hn. Thus Hn inherits

a left U(1) ≤ H∗-action by restricting the left H-module structure. This action is clearly right

H-linear.

156

C
E

U
eT

D
C

ol
le

ct
io

n



D.3. REPRESENTATION THEORETIC COMPUTATIONS

Proposition D.3.3. Let U(1) ≤ H∗ act on (the right H-linear homomorphisms) HomH(Hk,Hn)

via conjugation

(λ.ϕ)(x) = λϕ(λ−1x).

Then as complex U(1)-representations, HomH(Hk,Hn) splits as kn weight 0 and kn weight 2

representations.

Proof. Since HomH(Hk,Hn) splits as the direct sum of U(1)-representations HomH(H,H)⊕kn, it is

enough to understand HomH(H,H) as a U(1)-representation. But this is simply H acted on by

U(1) via λ.x = λxλ−1, which as a (right complex) U(1)-representation splits as C⊕ jC, which is

the direct sum of a weight 0 and a weight 2 representation.

D.3.3 SU(2)-equivariant Euler classes

In this section we compute the equivariant Euler classes of the irreducible (real and complex)

representations of Sp(1) = SU(2), in order to illustrate that the set of weights W (E) for a non-

commutative Lie group can be zero or can be of higher degrees.

Complex irreducible representations

A complete list of irreducible complex Γ = SU(2) representations is given by the action on Vd :=

Pold(C2) induced by the defining representation; dimC Vd = d+ 1. In other words Vd = Symd
C(V1).

The classifying space of SU(2) is BΓ = HP∞. Write

H∗(HP∞;Z) ∼= Z[u] for u = e(SH), and H∗(CP∞;Z) ∼= Z[v] for v = e(SC).

Essentially by definition, BΓV1
∼= SH as (right-) quaternionic bundles over BΓ, therefore eΓ(V1) =

u. We want to compute eΓ(Vd) in general - notice that they exist, since SU(2) is connected. It is

enough to compute eΓ(Vd)|CP∞ , since |CP∞ is injective. Since

SH|CP∞ ∼= SC ⊕ SC,

u|CP∞ = −v2. Write

BΓVd|CP∞ = Symd
C(BΓV1|CP∞) = Symd

C(SC ⊕ SC)
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It is a standard computation to get

e(Symd
C(SC ⊕ SC)) =

d∏
i=0

(d− 2i)v =


0 d = 2k

−(d!!)2vd+1 d = 4k + 1

(d!!)2vd+1 d = 4k + 3

.

Therefore

eΓ(Vd) =

0 d = 2k

(d!!)2uk+1 d = 2k + 1

Real irreducible representations

A complete list of real irreducible representations of Γ is given by the following two types:

• V R
d obtained by forgetting the complex structure on Vd for d odd,

• it turns out that Vd is the complexification of a real irreducible representation Wd for d even.

For example, V2 is the complexification of the SU(2)-lift of the defining representation of SO(3).

For the first case, with d = 2k + 1, the same reasoning as in the case of U(1)-representations

gives that

eΓ(V R
d ) = eΓ(Vd) = (d!!)2uk+1.

For d = 2k, since all odd cohomology groups are zero,

eΓ(Wd) = 0 ∈ H2k+1(HP∞;Z).
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Appendix E

Equivariant principal bundles

We include some discussion on equivariant principal bundles, since they appear in the equivariant

Borel-Haefliger theorem. Namely, let Γ act on G by automorphisms and let EG → BG have

the structure of a (Γ, G)-bundle. If the semidirect product S = G o Γ acts on X, then Γ acts

on BGX → BG. The equivariant Borel-Haefliger theorem states that if BG and X are halving

spaces, then so is BGX. We review these constructions. The definitions and some basic properties

can be found in [tD69], [tD87, Chapter I.8], [LM86] and [May96, Chapter VII].

E.1 Definition and properties

Throughout this Appendix, let Γ be a compact Lie group, G a topological group, and α : Γ →
Aut(G) be a group homomorphism, such that the map Γ × G → G sending (γ, g) 7→ α(γ)(g) is

continuous. Denote by S the semidirect product S := Goα Γ. An S-space X is naturally a Γ and

G-space via the fixed inclusions Γ, G ≤ S.

A Γ-equivariant principal G-bundle is an S-space P , such that the G-action restricted from S

makes it a principal G-bundle. This is equivalent to saying that Γ acts compatibly with G on the

principal G-bundle P , i.e.

γ.(p.g) = (γ.p).(γ.g),
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APPENDIX E. EQUIVARIANT PRINCIPAL BUNDLES

where γ.g = α(γ)(g) by definition. This induces a unique Γ-action on the base, such that projection

is Γ-equivariant. We will also use the shorter names equivariant principal bundle, or (Γ, G)-bundle.

Remark E.1.1. In the literature, equivariant principal bundles often correspond to the special case

when α acts trivially on G, this was also tom Dieck’s terminology, see also [LU14]. What we call

equivariant principal bundles are called (Γ, α,G)-bundles by tom Dieck. There is a more general notion

of principal bundles associated to group extensions of G by Γ, see Lashof-May [LM86], however we will

not be concerned with this case. What we denote (Γ, G)-bundles are called (G;GoΓ)-bundles in [LM86].

Example E.1.2. The motivating example is Atiyah’s KR theory of Real bundles [Ati66]; the

underlying Γ-equivariant principal G-bundles correspond to the Galois action of Γ = Z2 on G =

GL(n,C), with fixed point set GL(n,R). The semidirect product S = GL(n,C)oZ2 is also called

the semilinear group, denoted ΓL(n,C). The Real bundles are obtained by associating the vector

bundle via the defining (Γ-equivariant) representation of GL(n,C) on Cn. ♣

Example E.1.3. For us, another example of interest is Γ = U(1) acting on G = GL(2n,R) with

fixed point set GL(n,C) (via inner conjugation as described in Section 4.1.2). This also leads to

an equivariant K-theory KC as one can take direct sums of such bundles. There are forgetful

group homomorphisms KC(X) → KO(X) and KC(X) → K(XΓ). However contrary to KR,

there is no product structure on KC compatible with these forgetful maps, as a computation with

characteristic classes shows. ♣

E.1.1 Compatible actions

As we have already remarked, Γ and G act on X compatibly is equivalent to X being an S-space.

We discuss some generalities on such compatible actions.

Faithful actions

Assume G ≤ Aut(F ) (G-action faithful), let F be a Γ-space. Then there is at most one α :

Γ→ Aut(G), which makes the actions compatible on F . Indeed, the compatibility condition and

faithfulness implies that the action can only be the restriction of the conjugation action of Γ on

Aut(F ):

(γ.ϕ)(x) := γ.(ϕ(γ−1.x)).
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E.1. DEFINITION AND PROPERTIES

In case G ≤ Aut(F ) is Γ-invariant, then this action restricts to G ≤ Aut(F ). In this case it is

also easy to see that GΓ ≤ G is a subgroup, furthermore F Γ ⊆ F is GΓ-invariant, so there is a

homomorphism GΓ → Aut(F Γ), possibly with nontrivial kernel. Indeed, for example Z2 acts on

[−1, 1] by reflection; there are many g ∈ Aut(F ) fixed by Z2, such that g.0 = 0.

Successive quotients

We mention the following triviality for future reference.

Proposition E.1.4. If X is an S-space, then there is a unique induced Γ-action on the orbit space

X/G making the projection π : X → X/G Γ-equivariant. Also, X/S ∼= (X/G)/Γ as topological

spaces.

Proof. This follows from the splitting of the short exact sequence (1) → G → S → Γ → (1) and

that Γ, G generate S (and therefore the equivalence relation).

E.1.2 Bundle constructions

The usual bundle constructions also work for equivariant principal bundles, we briefly review them.

Associated fiber bundles

Let F be an S-space and P be a (Γ, G)-bundle. Then E := P ×G F → X is the Γ-equivariant

fiber bundle associated to P → X; it has fiber F , and Γ acts on E by Proposition E.1.4, explicitly:

γ.[p, f ] := [γ.p, γ.f ]. Association commutes with pullbacks:

Proposition E.1.5. Let P → Y be a (Γ, G)-bundle and F be an S-space. If f : X → Y is a

Γ-equivariant map, then

f ∗(P )×G F ∼= f ∗(P ×G F )

as Γ-equivariant fiber bundles over X.
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Fixed bundle

Lemma E.1.6. Let p : P → X be a (Γ, G)-bundle. Then the Γ-fixed point set

π := p|PΓ : P Γ → XΓ

is a GΓ-principal bundle. Furthermore, the structure group of P |XΓ reduces to GΓ:

P |XΓ
∼= P Γ ×GΓ G

as (Γ, G)-bundles where GΓ acts on G by left multiplication.

Proof. The free G-action on P restricts to a free GΓ-action under which P Γ is invariant. The

GΓ-action on P Γ is transitive on fibers: assume that x, y ∈ P Γ, such that π(x) = π(y), then

x = y.g for some g ∈ G. By using the defining properties, one can see that g ∈ GΓ. For local

triviality of P Γ → XΓ, we use [LM86, Proposition 4], stating that if the total space is completely

regular, then local triviality follows.

To see reduction of the structure group of P |ΓX , notice that P Γ ×GΓ G is a principal (Γ, G)-

bundle. Let P Γ ×GΓ G → P |XΓ be the map (p, g) 7→ p.g. This map is Γ and G-equivariant,

therefore an isomorphism of principal (Γ, G)-bundles.

Proposition E.1.7. Let P → X be a (Γ, G)-bundle and F be an S-space. Then

(P ×G F )Γ ∼= P Γ ×GΓ F Γ

as fiber bundles over XΓ with fiber F Γ. This isomorphism is functorial: if F ′ ⊆ F is G and

Γ-invariant, then there is a commutative diagram:

(P ×G F )Γ
∼= // P Γ ×GΓ F Γ

(P ×G F ′)Γ
?�

OO

∼= // P Γ ×GΓ (F ′)Γ
?�

OO

Proof. First, (P ×G F )Γ = (P ×G F |XΓ)Γ, since projection is Γ-equivariant. By Proposition E.1.5

and Lemma E.1.6,

P ×G F |XΓ
∼= P |XΓ ×G F ∼= (P Γ ×GΓ G)×G F ∼= P Γ ×GΓ F
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E.1. DEFINITION AND PROPERTIES

so

(P ×G F )Γ ∼= (P Γ ×GΓ F )Γ ∼= P Γ ×GΓ F Γ

Each of these isomorphisms is functorial, proving the claim.

Remark E.1.8. [Reduction of structure group] More generally, instead of taking fixed points, if F ′ ⊆ F
is a GΓ-invariant subset, then E′ := PΓ ×GΓ F ′ ⊆ E|XΓ is a subbundle with structure group GΓ. In

particular, if F ′ = F , then the structure group of E|XΓ can be reduced to GΓ.

We demonstrate these notions on an example, in particular we show that tautological bundles

on flag manifolds are associated to equivariant principal bundles.

Example E.1.9. [Equivariance of tautological bundles on flag manifolds] Let Γ = U(1) act on G =

GL(2n,R) by the pseudo Galois action. By definition of the Γ-action on G, they act compatibly

on the defining G-representation of R2n. Fix the parabolic subgroup

P = GL(2k, 2(n− k),R) ≤ GL(2n,R),

and consider the tautological Γ-equivariant bundle γ → X = G/P = Gr2k(R2n). First, G1 :=

GL(2k,R) ≤ G is a Γ-invariant subgroup and the projection π : P → G1 is a Γ-equivariant group

homomorphism. The tautological principal bundle over X = G/P is

Q = G×P G1 → X,

where P acts on G1 on the left via π : P → G1. Since Γ acts compatibly with G1 on Q, Q is a

(Γ, G1)-bundle. Then the tautological Γ-equivariant bundle γ is obtained as γ = Q×G1 R2k, where

G1 acts on R2k via its defining representation, compatibly with Γ.

By restricting γ|XΓ , one gets QΓ ×GΓ
1
Ck which is the tautological vector bundle over Grk(Cn)

with structure group GL(k,C), as described in Remark E.1.8. Note that this is not the fixed

bundle, but just the restricted bundle. The examples for P arbitrary parabolic subgroup are

similar. ♣

Example E.1.10. The example of (Γ, G) = (Z2,GL(n,C)) is analogous. In the end however, the

tautological bundle γR → Grn(RN) is the fixed bundle γΓ
C of γC → Grn(CN). ♣
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Associating cycles

Proposition E.1.11. Let P → B be a smooth (Γ, G)-principal bundle and let X be an S = GoΓ-

manifold. Let Z ⊆ X be a good Γ-invariant G-cycle of codimension type (k, l) and assume it has

a fat nonsingular subset Y ⊆ Z, both Γ and G-invariant. Then P ×G Z ⊆ P ×G X is a good

Γ-invariant cycle of codimension type (k, l).

Proof. Γ-invariance of P ×G Z ⊆ P ×G X follows from the definitions of associated fiber bundles

(Section E.1.2). Since Z is a G-cycle, G acts in an orientation preserving way on ν := ν(Y ↪→ X),

and therefore

ν(P ×G Y ↪→ P ×G X) = P ×G ν → P ×G Y

is oriented. Since the restriction Hk
G(X,X\Z)→ Hk(X,X\Z) factors through

Hk(P ×G X,P ×G (X\Z)),

P ×G Z ⊆ P ×GX is a cycle, which is Γ-invariant, with Γ-invariant fat nonsingular open P ×G Y .

Independence of the excess weight follows from Proposition E.1.7.

E.2 Universal bundles

We proceed to discuss universal principal (Γ, G)-bundles. The (Γ, G)-bundles EG → BG natu-

rally occurring in the equivariant Borel-Haefliger theorem are not necessarily universal as (Γ, G)-

bundles, so we introduce a more general concept, universal F -spaces, where F is a family of

subgroups of S. The identification of EG as a universal F -space is not logically required, but

we feel that it gives some insight into what kind of an object EG → BG with the additional

(Γ, G)-structure is.

Most of this section is based on [LM86], [tD87, Chapters I.6-8] and [Ser02].

E.2.1 Existence

Definition E.2.1. Let S be a Lie group. A family F of subgroups of S is a set of closed subgroups

K ≤ S, such that F is closed under taking subgroups and conjugacy (H ∼ K ∈ F ⇒ H ∈ F).
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Definition E.2.2. Let F be a family of subgroups of S. Then an S-space X is called an F-space,

if all isotropy subgroups Sx ∈ F , for all x ∈ X.

Example E.2.3. • If F = {(1)}, then an F -space X is a free S-space, X → X/S is a principal

S-bundle.

• If F is the family of all subgroups, then an F -space is an S-space.

• If S = G o Γ, and F is a family of subgroups H ≤ S, all satisfying H ∩ G = (1), then an

F -space P is a (Γ, G)-bundle via P → P/G.

♣

The category of F -spaces have universal spaces EF , generalizing ES → BS. For the following

theorem, see [tD87, Theorem 6.6] or [May96, Chapter V].

Theorem E.2.4. Let F be a family of subgroups of S. There exists a universal numerable F-space

EF , unique up to S-homotopy equivalence:

i) Every numerable F-space P admits an S-equivariant classifying map K : P → EF .

ii) The classifying map K is S-homotopically unique.

Example E.2.5. • For F = {(e)}, EF = ES, the universal principal S-bundle ES → BS.

• For F the family of all subgroups, EF is a point.

• If S = G o Γ and F is the family of all subgroups H ≤ S satisfying H ∩ G = (1), then

unraveling the definitions shows that EF is a universal (Γ, G)-bundle. For further details

about universal (Γ, G)-bundles, see [LM86], [May96], [GMM17], [tD87, Theorem 8.12] and

[MS95].

• If S = GoΓ and F is the family of subgroups H ≤ Γ and their conjugates, then EF is still

a (Γ, G)-bundle EF → EF/G, but universal for a smaller class of (Γ, G)-bundles. This is

the class of examples naturally appearing in the equivariant Borel-Haefliger theorem.

♣
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E.2.2 Characterization

A numerable principal G-bundle E → X is universal iff E is contractible. A similar characteriza-

tion can be given for F -spaces, see [LM86], [May96], [tD87, Chapter I.6].

Theorem E.2.6 (Characterization). A numerable F-space is universal iff EH is contractible for

all H ∈ F .

In particular, an S-space E is a universal (Γ, G)-bundle, if EH is contractible for all H ≤ S

satisfying H ∩ G = (1), see [LM86, Theorem 9]. This condition is not necessarily easy to verify

in practice; even if Γ is finite, S = G o Γ can have many subgroups H satisfying H ∩ G = (1).

For example, every reflection in O(2) = SO(2) o Z2 generates such a subgroup. However, this

condition can be reduced to the study of the nonabelian cohomology H1(Γ, G), as we will describe

in the next section.

E.2.3 Nonabelian cohomology

To characterize when a (Γ, G)-space is universal, we are interested in the family F of subgroups

H ≤ S = Go Γ satisfying G ∩H = (1). This family can be described as the family generated by

subgroups Ht ≤ S, parametrized by [t] ∈ H1(∆, G), ∆ ≤ Γ see Proposition E.2.11. In this section

we describe the details of this description, it is partially based on [Ser02, Chapter I.5] and [tD87].

Local objects

Fix a Γ-action α : Γ → Aut(G). We proceed to define H1(Γ, G) from the topological point of

view. The most basic (Γ, G)-bundles are those over orbits - all (Γ, G)-bundles are glued together

from such bundles.

Definition E.2.7. A local object is a (Γ, G)-bundle P → X over a Γ-orbit X = Γ/∆.

Our aim is to classify local objects up to equivalence. To a local object q : P → X = Γ/∆,

one can associate a map t : ∆→ G as follows: Pick x ∈ q−1(∆). Then for all λ ∈ ∆:

λ.x = x · t(λ)
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for a unique t(λ) ∈ G. A short computation shows that this map t satisfies

t(λµ) = (λ.t(µ)) · t(λ)

for all λ, µ ∈ ∆. For local objects over points (i.e. Γ = ∆), we obtain the definition of the cocycles

of H1(Γ, G):

Definition E.2.8. A cocycle is a continuous map t : Γ→ G satisfying

t(λµ) = (λ.t(µ)) · t(λ).

Conversely, given such a map t : ∆ → G, there corresponds to it a local object Pt → Γ/∆ as

follows. The graph

Ht := graph(t) ≤ S = Go Γ

of t is a subgroup; t̃ := (t, id∆) : ∆ → G o Γ is a group homomorphism. Then S acts on Ht\S
from the right; since Ht ∩ G = (1), the G-action is free, furthermore Ht\S is a local object by

[tD87, Lemma I.8.9].

When do such maps yield isomorphic local objects? Clearly, by choosing another x′ = g · x ∈
q−1(∆) leads to the same bundle, but a different map:

t′(λ) = (λ.g) · t(λ) · g−1

as a simple computation shows. Equivalently, conjugate subgroups Ht ≤ S define isomorphic local

objects. Serre [Ser02] calls local objects over a point principal homogeneous spaces over G.

This leads to the definition of the first nonabelian cohomology:

Definition E.2.9. Two cocycles t, t′ : Γ→ G are cohomologous if there exists g ∈ G, such that

t′(λ) = (λ.g) · t(λ) · g−1

for all λ ∈ Γ. The first nonabelian cohomology set H1(Γ, G) is the set of equivalence classes of

cocycles modulo the equivalence relation of cohomology.

Remark E.2.10. i) Unless further assumptions are made, H1(Γ, G) only has the structure of a

pointed set.

167

C
E

U
eT

D
C

ol
le

ct
io

n



APPENDIX E. EQUIVARIANT PRINCIPAL BUNDLES

ii) The notation is ambiguous in the sense that it depends on the action α : Γ → Aut(G), however

this notation is standard.

iii) Every subgroup H ≤ S satisfying H ∩G = (1) is of the form Ht.

iv) In case Γ = Gal(K|k), and G is a linear algebraic group defined over k, we get the definition of

the Galois cohomology set H1(Γ, G). We will also be interested in cases, when Γ is not a Galois

group, but Γ is a subgroup of G acting via inner automorphisms, as in Section 4.1.2. For Γ = Zn
finite cyclic, G connected, H1(Γ, G) has been considered in [AW08].

Summarizing the previous discussion, elements [t] ∈ H1(Γ, G) correspond bijectively to iso-

morphism classes of (Γ, G)-bundles Pt over a point.

Second characterization of universal bundles

Let S = Go Γ and let

C ⊆
⋃

∆≤Γ

H1(∆, G)

be a set of cohomology classes. Denote by F(C) the family of subgroups of S, generated by

(Ht : [t] ∈ C) via conjugation and taking subgroups.

Proposition E.2.11. The S-space E is a model of EF(C) iff EK is contractible for all K ≤ Ht,

for some representatitve t ∈ [t] in each [t] ∈ C.

Proof. Using the characterization of universal F -spaces given by Theorem E.2.6, it is enough to

show that if EK is contractible for K ≤ Ht, then EL is contractible for its conjugates L = sKs−1

for s ∈ S. But this is immediate, as EL = s.EK .

Corollary E.2.12. The (Γ, G)-bundle EG → BG is universal iff EGHt is contractible for some

representative t in each [t] ∈ H1(∆, G), for all closed subgroups ∆ ≤ Γ.

Proof. EG→ BG is universal as a (Γ, G)-bundle iff EG is a universal F -space for the family F of

all subgroups H ≤ S satisfying H ∩G = (1). But by Remark E.2.10 iii), this family equals F(C)

for

C =
⋃

∆≤Γ

H1(∆, G).

168

C
E

U
eT

D
C

ol
le

ct
io

n



E.2. UNIVERSAL BUNDLES

Corollary E.2.13. Assume H1(∆, G) = 0 for all ∆ ≤ Γ. Then the (Γ, G)-bundle EG → BG is

universal iff EG∆ is contractible for all closed subgroups ∆ ≤ Γ.

Remark E.2.14. Corollary E.2.12 is a reformulation of a characterization given by tom Dieck [tD87]:

a numerable (Γ, G)-bundle EG → BG is a universal (Γ, G)-bundle if and only if for every local object

P → X = Γ/∆, ∆ ≤ Γ, the Γ-equivariant bundle

E = P ×G EG→ X

is Γ-homotopy equivalent to its base.

Proposition E.2.15. Let Γ = Z2 act on G = GL(n,C) by complex conjugation. Then Γ acting

on

EG = InjC(Cn,C∞)→ Grn(C∞) = BG

by complex conjugation is a model of the universal (Γ, G)-bundle.

Proof. By Hilbert 90, H1(Z2,GL(n,C)) = 0. Since EGΓ = InjR(Rn,R∞) is contractible, so by the

previous Corollary, EG→ BG is a model of the universal (Γ, G)-bundle.

Proposition E.2.16. Let C = {e} ⊆ H1(Γ, G) be the trivial class. Then for

a) Γ = U(1) acting on GL(2n,R) by the pseudo Galois action,

EG = InjR(R2n,R∞)→ Gr2n(R∞) = BG

with the left-right conjugation action is a model of EF(C) and

b) Γ = U(1) acting on GL(n,H) by the Galois type action,

EG = InjH(Hn,H∞)→ Grn(H∞) = BG

with the left-right conjugation action is a model of EF(C).

Proof. By Corollary E.2.12, it is enough to show that EG∆ is contractible for all ∆ ≤ Γ. There

are two types of fixed point sets: the whole space EG if ∆ ≤ Z2 ≤ U(1) and EG∆ = InjH(Cn,C∞)

otherwise.

Remark E.2.17. In fact, in these examples H1(Γ, G) 6= 0, so these bundles are not universal as (Γ, G)-

bundles.
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APPENDIX E. EQUIVARIANT PRINCIPAL BUNDLES

E.2.4 Approximations

In this section we prove some propositions regarding Γ-approximations used in the proof of the

equivariant Borel-Haefliger theorem. First, let us recall the definition of Γ-approximations:

Definition E.2.18. Let EG → BG have the structure of a (Γ, G)-bundle. We say that (Ek →
Bk, ιk,Kk) is a Γ-approximation of EG→ BG, if

• pk : Ek → Bk are smooth (Γ, G)-bundles,

• the Γ-equivariant classifying maps Kk : Bk → BG induce isomorphisms:

π∆
j (Kk) : π∆

j (Bk)
∼=−→ π∆

j (BG),

for all j < k and ∆ ≤ Γ,

• ιk : Bk → Bk+1 are Γ-equivariant maps such that Kk+1 = Kk+1 ◦ ιk.

Proposition E.2.19. Let EG→ BG have the structure of a (Γ, G)-bundle, and let Ek → Bk be

a Γ-approximation. Let X be an S-space and let K̃k : X(k) → BGX be the covering map using

the notation of (3.2). Then

K̃∗k : Hj
∆(BGX)

∼=−→ Hj
∆(X(k))

is an isomorphism for all j < k − 1, ∆ ≤ Γ.

Proof. We give the proof for ∆ = Γ, as it is the same. By the long exact sequence of the fibrations

Bk → BΓBk → BΓ, BG→ BΓBG→ BΓ and naturality,

. . . // πj+1(BΓ) //

∼=
��

πj(Bk)

∼=
��

// πj(BΓBk) //

��

πj(BΓ) //

∼=
��

πj−1(Bk)

∼=
��

// . . .

. . . // πj+1(BΓ) // πj(BG) // πj(BΓBG) // πj(BΓ) // πj−1(BG) // . . .

for j < k, so by the five-lemma the middle arrow is also an isomorphism. Applying again the long

exact sequence of the fibrations X → BΓX(k)→ BΓBk, X → BΓBGX → BΓBG and naturality,

. . . // πj+1(BΓBk) //

∼=
��

πj(X)

∼=
��

// πj(BΓX(k)) //

��

πj(BΓBk) //

∼=
��

πj−1(X)

∼=
��

// . . .

. . . // πj+1(BΓBG) // πj(X) // πj(BΓBGX) // πj(BΓBG) // πj−1(X) // . . .
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E.2. UNIVERSAL BUNDLES

so by the five-lemma the middle arrow is an isomorphism if j < k − 1, in other words K̃k is

(k − 2)-connected. The Hurewicz theorem and the universal coefficient theorem allows us to

conclude:

0 // Ext(Hj−1(BΓBGX),Z)

∼=
��

// Hj
Γ(BGX) //

��

Hom(Hj(BΓBGX),Z) //

∼=
��

0

0 // Ext(Hj−1(BΓX(k)),Z) // Hj
Γ(X(k)) // Hom(Hj(BΓX(k)),Z) // 0

Proposition E.2.20. Let EG → BG have the structure of a (Γ, G)-bundle, such that EGΓ is

contractible and let Ek → Bk be a Γ-approximation. Then EΓ
k → BΓ

k is an approximation of the

universal GΓ-bundle EGΓ → BGΓ.

Proof. By definition, if X is a Γ-space,

πΓ
j (X) = [Sn, X]Γ = [Sn, XΓ] = πj(X

Γ),

so by definition of Γ-approximations, πj(KΓ
k ) is an isomorphism πj(B

Γ
k )

∼=−→ πj(BG
Γ) for j < k.

By Lemma E.1.6, EΓ
k → BΓ

k are principal GΓ-bundles, and are therefore an approximation of

EGΓ → BGΓ, which is a universal GΓ-bundle, since EGΓ is contractible.
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Appendix F

Schubert generators of H∗(FlD;Q)

Using the coefficients of the Vassiliev complex described in Section C, we computed some of the

Schubert cell generators of H∗(FlRD;Q). For the computations we used SageMath’s homology

package. We illustrate some of the small examples, but to compute larger examples, there are

computational limits.

We include below cases which are not covered by Theorem 4.2.2, in particular, complete, odd

and other examples. The Schubert cells ΩI ⊆ FlD are parametrized by ordered set partitions

I ∈ OSP(D). As we have already mentioned, in the non-even case it is no longer true that the

cohomology classes can be represented by Schubert varieties, but a signed sum of Schubert cells.

In all the examples we have computed, the coefficients of these Schubert cells are ±1. In the

tables, we use the following conventions.

We do not keep track of the sign of the cells, as this can vary according to convention (even

though relative to each other, the signs do make sense). For ordered set partitions I ∈ OSP(D),

we use one-line notation. We use the convention that we list elements of Ij in increasing order, and

Ij and Ij+1 is separated by a comma. The + sign separates the Schubert cells whose sums are gen-

erators. In the last table, the ordered set partitions are elements of 1, 2, . . . , 11; for typographical

reasons 10 and 11 are preceded by a space.
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The complete case

The two extreme cases of real flag manifolds are Grassmannians and complete flag manifolds.

We understand the Schubert calculus of Grassmannians by Propositions 4.2.8 and 4.2.9, see also

[He16]. For the case of complete flag manifolds, the answer appears to be less simple, as we

illustrate in Tables F.1 and F.3.

For the case of Fl(R3) see also [Koc95, p. 5] and for Fl(R4), see also [CS99, p. 529].

The odd case

There are two cases when flag manifolds FlRD are orientable (see Corollary B.2.9). If all di are even,

we understand Schubert calculus by Theorem 4.2.2. If all di are odd, the answer again appears

to be less simple, see Tables F.2 F.5 (and also the complete cases). Due to the computational

limitations, we only have a limited number of examples.

The other cases

See Table F.4 for a nonorientable case.

These examples hopefully illustrate that although there is a simple description of the coho-

mology of real flag manifolds in terms of characteristic classes (cf. Cartan model, Section C.2),

in general there is some nontrivial combinatorics involved in translating that description to the

Schubert calculus setting.
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deg Fl(R3) Fl(R4) Fl(R5) Fl(R6)

Λ[x3] Λ[x3, y3] Λ[x3, x7] Λ[x3, x7, y5]

0 321 4321 54321 654321

3 123 2341+4123 34521+52341+54123 456321+634521+652341+654123

3 3214

5 365214

6 1234

7 14325 432561+632145

8 345216+523416+541236

10 1234 234561+236145+412563+612345

12 125436

15 123456

Table F.1: Sums of Schubert cells generating H∗(Fl(Rn);Q), labeled by permutations Sn

deg Fl333

H∗(Fl222;Q)⊗ Λ[x15]

0 123,456,789

4 789,236,145

4 569,478,123

8 349,678,125+369,458,127+389,256,147+589,234,167

8 569,238,147+589,234,167

12 349,258,167

15 167,258,349

19 167,234,589

19 145,278,369+147,256,389

23 123,478,569

23 145,236,789

27 789,456,123

Table F.2: Sums of Schubert cells generating H∗(Fl333;Q), labeled by OSP(3, 3, 3)
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deg Fl234

H∗(Fl224;Q)

0 89,567,1234

4 89,347,1256

4 67,589,1234

8 89,127,3456

8 45,789,1236

8 47,569,1238+67,349,1258

12 45,369,1278

12 23,789,1456

12 27,369,1458+67,129,3458

16 23,569,1478

16 25,349,1678+45,129,3678

20 23,149,5678

Table F.4: Sums of Schubert cells generating H∗(Fl234;Q), labeled by OSP(2, 3, 4)
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deg Fl335

H∗(Fl224;Q)⊗ Λ[x19]

0 9 10 11,678,12345

4 9 10 11,458,12367

4 78 11, 69 10,12345

8 9 10 11, 238, 14567

8 56 11,89 10,12347

8 58 11,67 10,12349+78 11,45 10,12369

12 56 11,47 10,12389

12 34 11,89 10,12567

12 38 11,47 10,12569+78 11,23 10,14569

16 34 11,67 10,12589

16 36 11,45 10,12789+56 11,23 10,14789

19 189,27 10,3456 11

20 34 11,25 10,16789

23 127,89 10,3456 11+167,29 10,3458 11

23 169,25 10,3478 11+189,256,347 10 11

27 167,258,349 10 11

27 125,69 10,3478 11+145,29 10,3678 11

27 149,23 10,5678 11+189,234,567 10 11

31 125,678,349 10 11+145,278,369 10 11

31 123,49 10,5678 11

31 147,238,569 10 11+167,234,589 10 11

35 145,236,789 10 11

35 123,478,569 10 11

39 123,456,789 10 11

Table F.5: Sums of Schubert cells generating H∗(Fl335;Q), labeled by OSP(3, 3, 5)
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homogènes de groupes de Lie compacts. Ann. of Math. (2), 57:115–207, 1953.

[Bor60] Armand Borel. Seminar on transformation groups. With contributions by G. Bredon,

E. E. Floyd, D. Montgomery, R. Palais. Annals of Mathematics Studies, No. 46.

Princeton University Press, Princeton, N.J., 1960.

[Bri05] Michel Brion. Lectures on the geometry of flag varieties. In Topics in cohomological

studies of algebraic varieties, pages 33–85. Birkhäuser Basel, 2005.
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Glossary

• Γ-manifold: a smooth manifold X with a smooth Γ-action.

• Γ-space: a topological space X with a continuous Γ-action.

• (Γ, G)-bundle: If Γ acts on G by automorphisms, and S = Go Γ, then a (Γ, G)-bundle is

an S-space P such that P → P/G is a principal G-bundle, p. 159.

• Bruhat cell: an N -orbit in the R-space X, see p. 122 and 123.

• Circle space X is a halving space for (Γ, R) = (U(1),Z) or (U(1),Q), p. 15.

• Cohomology frame (κ, σ) of a Γ-space X: κ : H2∗(X)→ H∗(XΓ) degree-halving additive

isomorphism, σ : H∗(X) → H∗Γ(X) a Leray-Hirsch section satisfying the degree condition

(DC), p. 14, 15.

• Compatible action: If Γ acts on G by automorphisms, then Γ, G act on X compatibly if

γ.(g.x) = (γ.g).(γ.x) for all γ ∈ Γ, g ∈ G, x ∈ X, p. 159.

• Conjugation space: X is a halving space for (Γ, R) = (Z2,F2), p. 15.

• Doubled ordered set partition: DI ∈ OSP(2D) which is obtained from I ∈ OSP(D) by

replacing i ∈ Ij by (2i− 1, 2i) ∈ DIj, p. 47.

• Double Schubert variety: a Schubert variety σR
DI , where DI ∈ OSP(2D) is a doubled set

partition, p. 47.

• Even real flag manifold: a real flag manifold FlR2D where all the dimensions are even, p.

44.

• Excess weight: If Z is a Γ-invariant subvariety of X, its excess weight at a regular fixed

point z ∈ ZΓ
R is the product of the weights of the excess bundle of Z ∩XΓ at z, p. 9.
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GLOSSARY

• Flag manifold FlD(FN): manifold of flags F• = (V1 ≤ . . . ≤ Vr = FN), such that dimF Vi =

si, di = si − si−1, D = (d1, . . . , dr),
∑
di = N , p. 123.

• Galois type action: A Γ-action on FlD(FNi ) whose fixed point set is FlD(FNi−1), p. 42.

• pseudo Galois type action: A Γ-action on Fl2D(R2N) whose fixed point set is FlD(CN),

p. 43.

• Halving pair: A pair (Γ, R) consisting of a topological group Γ and a ring R such that

H∗(BΓ;R) ∼= R[u], u ∈ HD
Γ , p. 13.

• Halving space X: a Γ-space with a cohomology frame (κ, σ) where (Γ, R) is a halving pair,

p. 14.

• Leray-Hirsch section σ : H∗(F )→ H∗(E): If F → E → X is a fiber bundle, a section of

the restriction ρ : H∗(E)→ H∗(F ), p. 2.

• Normal disk at p: For a Whitney stratified submanifold Z ⊆ X, a disk p ∈ D ⊆ X

intersecting all strata transversely, p. 105.

• Normal slice at p: For a Whitney stratified submanifold Z ⊆ X, the intersection of Z

with a normal disk D, p. 105.

• Ordered set partition: I ∈ OSP(D) = SN/Sd1 × . . . × Sdr , where D = (d1, . . . , dr) and

N =
∑
di. p. 47.

• Quaternionic halving space X is a halving space for (Γ, R) = (Sp(1),Q), p. 15.

• Schubert cell ΩI : a cell in the flag manifold X = FlD(Fn) defined by rank conditions, p.

124.

• Schubert class [σλ]: cohomology class represented by a Schubert cycle 124.

• Schubert cycle: a Schubert variety which is a cycle/represents a cohomology class, p. 124.

• Schubert problem: ”Given fixed transversal Schubert varieties σj of complementary di-

mension what is the cardinality
∣∣∣⋂r

j=1 σj

∣∣∣ =?”, p. 60

• Schubert variety σI : closure of a Schubert cell, p. 124

• D ∈ Nr, D = (d1, . . . , dr) is even if all di are even.
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Notation

• deg<dΓ : For a trivial Γ-space X, H∗Γ(X) ∼= H∗(X) ⊗ H∗Γ; deg<dΓ denotes a sum of elements

whose H∗Γ-degree is less than d p. 8.

• degu(x): For a trivial Γ = U(1)-space X, any element x ∈ H∗Γ(X) ∼= H∗(X)[u], can be

written as a polynomial in u ∈ H2
Γ. Then degu(x) denotes the u-degree of this element, p.

15.

• XΓ: the Γ-fixed point set of a Γ-space X.

• ν(Z ↪→ X): the normal bundle of a smooth submanifold Z ↪→ X.

• η = η(Y, Z): the excess bundle of a clean intersection Y ∩ Z, p. 5.

• l.d.t.: lower degree terms.

• DF•: an even real flag DF• ∈ FlR2D, where D = (1, 1, . . . , 1).

• InjF(Fk,Fn): injective F-linear maps from Fk to Fn.

• Fl(Fn): the complete flag manifold in Fn, F = R,C,H.

• FlFD or FlD(Fn): the manifold of partial flags, where D = (d1, . . . , dr) ∈ Nr denotes the

differences in the dimensions, F = R,C,H.

• Fl(O): the complete octonionic flag manifold in O3.

• OSP(D): the set of ordered set partitions SN/Sd1 × . . .× Sdr , p. 47.

• Wx(E) is the multiset of weights of the Γ-representation Ex for a Γ-equivariant bundle

E → X over a Γ-fixed point x, 8.

• ZR, ZS: the regular/singular points of a topological subvariety Z ⊆ X.
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Index

(Γ, G)-bundle, 160

algebraic variety defined over R, 111

Borel-Haefliger theorem, 25

circle space, 15

clean intersection, 5

cohomological codimension, 95

cohomology frame, 15

compatible action, 159

complexification, 112

conjugation space, 15

degree condition

DC, 14

DC-, 22

equivariant formality, 3

equivariant principal bundle, 159

excess bundle, 5

Excess intersection formula, 6

excess weight lemma, 10

fat nonsingular open, 96

fundamental class

smooth, 94

topological subvariety, 97

Galois type action, 42

good invariant

cycle, 10

subvariety, 10

halving G-cycle, 31

halving G-manifold, 31

halving cycle, 20

halving group, 30, 67

halving pair, 13

halving space, 14

almost halving space, 22

local coorientation, 97

normal disk, 96, 105

normal slice, 105

pseudo Galois action, 43

quaternionic halving space, 15

real algebraic variety, 111

regular points, 96

resolution, 111

restriction equation, 15
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INDEX

Schubert problem, 60

singular points, 96

stratified submanifold, 100

topological subvariety, 96

weights, 8

excess weight, 9
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