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Abstract 
 
In this essay, I question the relationship between political legitimacy and the use of Automated 
Decision Making (ADM) systems for public service provision. Although algorithmic governance 
(AGOV) mechanisms are still in their infancy, they indicate a trend of increased cognitive 
outsourcing to efficient and cost-effective AI Assistants. Increased automation throughout the 
public service changes the dynamic between the citizen and the political authority. This paper 
considers the ways by which political legitimacy can be measured to develop policies that build 
trust in algorithmic governance. With the assistance of expert interviews from AI policy 
practitioners, I build on a framework of political legitimacy to assess the input, output and 
throughput legitimacy of ADM systems. The framework is applied to the case of the Horizon 2020 
pilot project iBorderCtrl, which uses Machine Learning (ML) to assist border control guards with 
a risk assessment of incoming travelers. I find that a non-binary approach legitimacy, which 
includes the black-box of decision making, offers new avenues to study the ways by which 
WhUoXghSXW legiWimac\ can offeU VolXWionV Wo boWh Whe inSXW of ciWi]enV¶ YoiceV inWo Whe SoliWical 
decision-making process as well as fair, equal and socially beneficial outcomes.  The paper 
concludes by offering mitigation strategies at different levels of the algorithmic development cycle 
to address potential legitimacy issues.   
 
Keywords: political legitimacy, technocracy, AI assistants, automated decision-making, AI 
ethics, trust in AI 
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Morality rests on human shoulders, and if machines changed the ease with which things were done, 
Whe\ did noW change Whe UeVSonVibiliWieV foU doing Whem. PeoSle haYe alZa\V been Whe onl\ µmoUal 
agenWV.¶ SimilaUl\, Seople are largely the objects of responsibility. There is a developing debate 
over our responsibilities to other living creatures, or species of them.... We have never, however, 
conVideUed oXUVelYeV Wo haYe µmoUal¶ dXWieV Wo oXU machineV, oU Whem Wo XV. 

 
J. Storrs Hall 
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1. Introduction 

Big data, machine learning (ML) and artificial intelligence (AI) are effective tools for individuals 

to make complicated processes simpler. E[SeUWV SUedicW WhaW WheUe iV a ³50% chance of AI 

outperforming all human tasks in 45 years and automating all human jobV in 120 \eaUV´ (GUace eW. 

al 2018). For now, AI systems are commonplace in the private sector, yet governments are slowly 

catching on as they see the vast potential for the use of big data and Automated Decision Making 

(ADM) in government, or as it is being termed, algorithmic governance (AGOV). ML tools and 

AI assistants that rely on big data to support public servants in making more efficient and accurate 

decisions are rapidly emerging through public private-partnerships (Mikhaylov et al, 2018; Gomes 

et al, 2019). Decisions previously made by civil servants are outsourced to AI assistants in police 

departments, judicial courts, labor departments and smart cities among several others.  

 

The expansion and integration of AI systems into the public sphere has raised discussions around 

Building Trust in AI to ensure its acceptability and fairness in society. More and more, decisions 

are expected to be measured by powerful machine processes. Public perception survey studies 

collected by the Euobarometer demonstrates increasing skepticism to the transparency, 

accountability and fairness of AI (Eurobarometer, 2019). Many governments and civil society 

actors have focused on topics related to the future of work, in which millions of jobs will be 

automated in the near future, while others look at opportunities for AI integration in education, 

healthcare, urban design, judicial systems, policing systems. This area of research is considered 

short-term AI. Others take futuristic approaches to the field, conceptualizing Artificial General 

Intelligence or super intelligent machines as a likely outcome in the next century (Bostrom et al, 

2018). 
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Rational Choice Theory holds that policy makers base their decisions and actions on a systemic 

analysis of costs, benefits and risks of alternative courses of action with time constraints, imperfect 

information and cognitive biases (Majchrzak and Markus, 2013). ADM, a key function of 

algorithmic governance, is precisely aimed at making the most rational choice given the available 

data. A human mind is incapable of processing an equal amount of information and is likely to 

come to a less objective or rational result.  

 

The importance of ethical AI in the private sector has been well documented, however less 

literature has spoken to the relationship between AI use in the public sector and its acceptability 

in the eyes of citizens. In large part, this is due to the visible impacts of automation in labor 

intensive jobs, medical services, social media, supply chains, to name a few. The slower moving 

public sector is increasingly making use of big data analysis for integration into decision making 

processes. As democracies are increasingly challenged to make better policy decisions, ADM 

appear as a cost-effective solution for efficient decisions. How does the turn to more technocratic 

governance by machines affect ciWi]enV¶ UelaWionVhiS ZiWh SoliWical aXWhoUiW\? PoliWical legitimacy 

is a widely discussed concept that is fundamental to democracy. There are various understandings 

of what makes a government or government process legitimate in a traditional democratic sense. 

However, this paper will try to understand how the introduction of AGOV may be reshaping the 

relationship between the electorate and the public sector. My research question is as follows: What 

is the effect of the increased use automated decision making by public bodies on the political 

legitimacy of public services? 
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This thesis will introduce the topic of algorithmic governance (AGOV) and provide some clarity 

as to the origins and potential of automated decision-making (ADM) systems for ameliorating 

governance mechanisms. This section will be accompanied by raising some of the ethical concerns 

regarding the development and implementation of the algorithms such as Fairness, Accountability, 

Transparency, Autonomy, Bias, Explicability and Trust. Second, I will explore the literature on 

political and democratic legitimacy in order to situate its value and importance in democratic 

society. Next, I will connect AGOV to a previously developed normative political legitimacy 

frameworks in order to explore how this early paradigm shift may affect the political legitimacy 

of ADM in public service provision. With the help of 3 semi-structured realist expert interviews 

from a short-term AI Policy expert (Future Society), a long-term AI Policy expert (Future of Life 

Institute) and a Senior Public Sector Policy Practitioner (anonymous), I will seek to refine my 

theoretical framework in order to strengthen it as a tool by which I can analyze my case study This 

framework is then applied to the case of the EU Horizon 2020 pilot project iBorderCtrl, an ADM 

system that assists border control officers to assess the risk of incoming travelers. I argue that 

ethical concerns related to ADM systems are likely to affect political legitimacy and trust in 

democratic institutions and that a conceptual framework can facilitate the identification of 

necessary policy responses. 
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2. Literature Review 

 

2.1What do we mean when we say Algorithmic Governance? 
 
2.1.1 Artificial Intelligence  

A general understanding of AI is necessary in order to delve deeper into the benefits it can provide 

as a tool to public sector decision makers. Russell and Norvig have laid out the most basic 

description of AI in which it is broken down into eight definitions and split into four categories: 

think like a human, act like a human, think rationally and act rationally (Russell and Norvig, 2010). 

More recently, academics have honed in on the latter part of the definition pertaining to rationality 

which states thaW AI iV a V\VWem ³WhaW acWV Vo aV Wo achieYe Whe beVW oXWcome, oU Zhen WheUe iV 

XnceUWainW\, Whe beVW e[SecWed oXWcome´ (RXVVell and NoUYig, 2010; DanaheU, 2016). The emShaViV 

is made on the µexpected¶ outcome because of the assessment of a variety of potential options 

against each other.  

 

Over the last decade developments of new technologies have led to an explosion of AI systems 

WhUoXghoXW oXU VocieW\. Big daWa UefeUV Wo Whe ³YolXme, YelociW\, YaUieW\ and comSle[iW\´ (DeVoX]a 

and Jacob, 2017) of data which is collected throughout our society. Our actions throughout our 

digital surroundings are recorded at unprecedented levels and the limits of what data is collected 

and retained appears unbounded, in that its limits are unclear (Ibid.). With Big Data, datasets are 

capable of storing much larger quantities of data and algorithmic processes are capable of 

deciphering connections between complex, varied and massive amounts of data at unprecedented 

rates. Particularly, this is one area where civil society has been very vocal calling for increased 
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privacy and data rights as massive amounts of data is collected on citizens and their behavior 

(Manheim and Kaplan, 2019).  

 

ZaUVk\ (2011) e[SlainV Whe SUoceVV of daWa mining aV ³Whe non-trivial process of identifying valid, 

noYel, SoWenWiall\ XVefXl and XlWimaWel\ XndeUVWandable SaWWeUnV in daWa´ (ZaUVk\, 2011). Be\ond 

the collection of these large data pools, which is impressive in and of itself, mathematical 

algorithms are used to extract the information and draw connections between specific data points 

that would otherwise go unnoticed by the human eye.  

 

When we refer to algorithms in the context of AI and Big Data, we are not referring simply to the 

maWhemaWical conVWUXcW of an algoUiWhm, bXW UaWheU ³Whe imSlemenWation and interaction of one or 

moUe algoUiWhmV in a SaUWicXlaU SUogUam, VofWZaUe oU infoUmaWion V\VWem´ (MiWWelVWadW eW al, 2016). 

These algorithms are applied to Big Data datasets in which data mining can occur with both 

descriptive and predictive functions. This is to say that a descriptive function would allow for an 

algorithm to search through a given data set and explain what has already happened, such as going 

through financial records in order to detect fraud (Danaher, 2016). Data mining and Machine 

Learning (ML) takes a greater leap when it begins to use Deep Neural Network (DNN) algorithms 

to make predictions about future outcomes based on historical data, this is called predictive 

analytics. Examples of this could be recent use cases of predictive policing, credit, insurance and 

employment screening (Zarsky, 2011; Mittelstadt, 2016) or as I will later discuss, border control.  

 

Basic tree model algorithms are explainable and understandable by the human minds which 

program them and they are technically replicable by a human. However, ML is one area in which 
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algorithmic governance creates legitimacy questions for public servants¶ decision making 

processes (Yampolskiy, 2019). ML is the technology which allows for the machine to go beyond 

the original tasks set out in the codes that instruct it how to act. Van Otterlo (2013) describes the 

SUoceVV of ML aV ³an\ meWhodolog\ and VeW of WechniTXeV WhaW can emSlo\ daWa Wo come XS ZiWh 

novel patterns and knowledge and generate models that can be used for effective predictions about 

daWa´. ML goeV be\ond Whe SUogUammed fXncWionV of Whe algoUiWhm Wo gaWheU moUe infoUmaWion, 

learn and recognize new and unexplainable patterns using DNN (Yampolskiy, 2019). These are 

also referred to as Artificial Neural Networks (ANN), however DNN involves a process called 

Deep Learning (DL). This allows for more accurate predictions about uncertain future outcomes.  

 

2.1.2 AI Assistants and Automated Decision Making 

AI assistants have been generously welcomed into our lives in the form of digital tools which help 

XV ³VeaUch, Slan, meVVage, VchedXle and Vo on´ (DanaheU, 2018). AI aVViVWanWV aUe commonSlace 

in our daily lives as we interact with our cell phones and web services that can help us discover 

music, purchase items, and tailor our digital existence to our personal preferences (Gal, 2017). 

Danaher sets out a proper definition of personal AI assistants that I will refer to throughout this 

SaSeU, in Zhich Whe\ aUe defined aV ³an\ comSXWeU-coded software/program that can act in a goal 

diUecWed manneU « WhaW can VeW Vome WaUgeW oXWSXW and can VelecW among a Uange of oSWionV WhaW 

oSWimi]eV (accoUding Wo VSecific meWUicV) foU WhaW oXWSXW´ (DanaheU, 2018).  

 

The advanced algorithms for AI Assistants are based on coded decision trees that will assign 

various weights to different decision-making inputs which set the parameters for optimized 

recommendations (Gal, 2017). As the AI assistant µleaUnV¶, Whe algoUiWhm ³self-adjusts based on its 
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 7 

own analyses of data previously encountered, fUeeing Whe algoUiWhm fUom SUedefined SUefeUenceV´ 

(Ibid). The overall aim of the AI assistant is to personalize and facilitate a decision-making process 

for the user, based on previous data which demonstrates what the most probable, rational and best 

option would be (Waldman, 2019).  

 

AlgoUiWhmWaWch defineV ADM V\VWemV aV ³procedures in which decisions are initially partially or 

completely²delegated to another person or corporate entity, who then in turn use automatically 

executed decision-making models to SeUfoUm an acWion´ (Speilkamp, 2019) . It is important to note 

in this definition that the idea of partial or complete delegation to an automated system is 

categorized in the literature as in-the-loop, on-the-loop and out-of-the-loop (Rahwan, 2017). This 

differentiation was first talked about in the military context for human oversight of automated 

drones.  ADM systems and AI Assistants will be referred to interchangeably throughout the paper 

as they stem from separate literature but imply the same meaning.  

 

The contribution which I seek to make in the literature stems from the expansive shift of personal 

AI assistants from the private sector, that is for commercial uses, to the implementation of AI 

assistants for services provided in the public domain. Mittelstadt et al (2016) and Danaher et al. 

(2017) have also set out along this path of highlighting the usage of AI assistants in the public 

sphere and attempted to discuss some of the potential issues associated with this level of cognitive 

outsourcing.  
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2.1.3 Algorithmic Governance 

Applications of Big Data and AI are widely used throughout the private sector and the slow-

moving nature of the public sector has made the emergence of AI products for evidence-based 

decision making a more recent development (Algorithm Watch Report 2019). Data governance is 

not new per se, the integration of AI and Big Data extend its abilities to make more accurate 

SUedicWionV aV a UeVXlW of daWa mining and ML¶s predictive capacities (Mehr, 2017). Giest (2017) 

deVcUibeV daWa cXlWXUe in goYeUnmenW aV ³Whe caSaciW\ of boWh indiYidXal ciYil VeUYanWV aV Zell aV 

the organizations as a whole to collect, merge and utilize big data and the institutional structure 

supporting this through training civil servants and oSen daWa iniWiaWiYeV´. The YaVW daWa Zhich iV 

collected throughout government domains such as tax systems, social programs and health records 

can now be digitized and used by decision makers when formulating policies in education, 

economics, health and social welfare (Giest, 2017). The combination of ML with big data allows 

governments to make more accurate decisions (Gal, 2016). 

 

Digital era governance emerges as a technological opportunity for governments to transition 

towards a more service oriented and accountable actor to its citizenry (Giest, 2016; Mehr, 2017; 

Poel et al. 2018; Stockmann, 2018). Some of the initial ways in which these machines will be able 

to support government have been outlined by Engin and Treleavan (2019) among others. 

Advancements include: Government Data Facilities, Internet of Things (IoT), Big Data, 

Behavioural/Predictive Analytics and Blockchain Technologies. From these large pools of data 

and metadata, behavioural and predictive analytics are capable of synthesizing this information 
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and uncovering hidden patterns, unknown correlations and personal preferences, something which 

would be impossible for a human (Engin and Treleavan, 2019).  

 

2.1.4 Building Trust in AI  

AI has garnered lots of excitement into its ability to solve many of the worlds problems, yet many 

are fearful of its obscure methods of producing results. There is an underlying assumption that the 

ZoUld¶V SUoblemV aUe TXanWifiable into data. The idea that, if provided with the right amount of 

data, machines can find solutions to complex problems, is sometimes contestable. Governments, 

NGOs, International Organizations, Supranational organizations and private entities have released 

reports on how the pervasiveness of AI throughout society will be so extreme that ethical values 

must be instilled to combine the benefits of innovation ZiWh Whe Wechnolog\¶V WUXVWZoUWhineVV 

(Spielkamp, 2019; European Commission 2019; European Commission, 2020; European 

Parliament, 2019; Fjeld et al, 2020; Whittaker et al., 2019; OECD, 2019; White House, 2020).1 

The field of AI Ethics, or AI Safety, has emerged to understand how the integration of AI into 

society should be conducted. Throughout the AI Principles reports mentioned above, as well as in 

the academic literature, key areas of concern stand out. I will briefly highlight some of the 

important concepts in AI ethics which I will later discuss in more detail throughout the case study. 

Algorithmic bias refers to the ways in which an algorithm can be biased, either through the training 

daWa oU Whe deYeloSeU¶V lineV of code (PaVTXale, 2015; BoVWUom et al, 2018; Barocas and Selbst, 

2016; Perry, 2013, O¶Neil, 2016). Transparency and accountability are two central concerns when 

it comes to AI. These refer to the explicability of how AI produces obscure decisions inside a ML 

 
1 For a more complete discussion of AI Ethics, the Berkman Klein Center for Internet and Society at 
HarvardUniversity report by Fjeld et al. 2020, analyzes 36 prominent AI Principles documents from around the 
world to uncover sectoral norms. 
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µblack box¶ (Citron and Pasquale, 2014; Engin et al. 2019; Datta et al, 2016; Mittelstadt, 2015; 

Diakopolous, 2016, Annany and Crawford, 2016). Some argue that explicable ML (xML) is not 

possible because it would never be comprehensible to a human mind (Yampolskiy, 2020; de Fine 

Licht, 2011). Human oversight is proposed so that a human is involved in the final decision-making 

process, in case of an algorithmic malfunction (Danaher, 2015, Brundage et al. 2020). Others such 

as Gal and Elkin-Koren (2017) argue that we increasingly cognitively outsource our autonomy to 

make decisions, by trusting AI assistants and limiting our choice field of what decisions are 

available. These concerns have transformed into a larger movement aimed at Building Trust in AI 

(Fjeld et al, 2020) in order to ensure the safe integration of AI in society.  

 

I will now discuss the literature on political legitimacy which has also documented the importance 

of trust in government (Feldman, 1983; Blind, 2006, Mény, 2002) as a means by which citizens 

determine the acceptability of decisions and their adherence to them.  

 

2.2 Political Legitimacy 
 

The concept of political legitimacy has been discussed in various contexts, some with a descriptive 

approach (Weber, 1964) and others with a normative focus that attempts to determine its value in 

society. For the state, political legitimacy is associated with the way in which citizens legitimize 

and justify political authority (Locke, 1980, Rawls, 2007). Both Rawls and Locke emphasize the 

need for consensual political authority, whereby citizens give a political body the right to enforce 

coercive measures over an individual.  
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2.2.1 Descriptive Legitimacy 
 
Descriptive legitimacy finds its roots in Weber (1964) who argued that legitimacy is an important 

explanatory variable for social science because it relates to the faith which citizens have in a 

particular social order (Peter, 2017). The descriptive form of legitimacy gives credence to the 

historical reasons which justify authority, not simply an ethical or value-based perspective on 

legitimacy. On the other hand, normative approaches (Rawls, 1993; Ripstein 2004, Raz 1986) see 

legiWimac\ aV Whe ³jXVWificaWion foU SoliWical coeUcion´. In WhiV VenVe, SoliWical legiWimac\ iV a 

³benchmaUk of acceSWabiliW\´ (Peter, 2017) in which citizens determine whether coercive decisions 

are permissible to them. Simmons (2001) distinguishes between the justifications of states and the 

moral argument for legitimacy. This is an important distinction because I do not wish to focus on 

the authority of the state to use Automated Decision Making in government. 

  

2.2.2 Normative Legitimacy 
 
Democratic legitimacy has been primarily talked about from two sides. Proceduralism, 

understands moral authority and legitimacy to be achieved through democratic processes 

regardless of their outcomes (Manin, 1987; Gaus, 2010; Buchanan 2002; Christiano, 2004; Peter, 

2008; Estlund, 2008ab; Kolodny, 2014). Others have referred to this same concept as input 

legitimacy (Scharpf, 1970), whereby democratic legitimacy is achieved through direct democracy, 

elections, deliberative democracy (Manin, 1987; Bohman and Rehg, 1997, 1997; Pettit and 

Rabinowicz, 2001) or public reason (Rawls, 1986; Gaus, 2008, 2010). On the other hand, some 

have focused on good policy outputs or social fairness as the means by which we judge legitimate 

authority (Arneson, 2003; Wall, 2007; Landemore, 2012; Weatherford, 1992). Pitkin (1967) 

discusses distributional authority insofar as it looks to the overall successes and failures of political 
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decision making in its capacity to achieve desired outcomes. In some circles this has also been 

referred to as output legitimacy in which society shall continuously judge political authority on the 

basis of its ability to provide fair decisions for the public good (Scharpf, 1970). Few scholars 

genuinely argue that instrumental authority or output legitimacy can be achieved in a non-

democratic context. This would be called pure instrumentalism (Peter,  2017). Many make the 

argument for epistemic or instrumental democracy, where democracy has the highest possibility 

of achieving the desired outputs based on the assumption that a citizen is most likely to vote for a 

correct choice (Wall, 2007; Landemore 2009; List and Godin, 2001). The third form of legitimacy 

which has emerged more recently is that of throughput legitimacy. Schmidt (2013, 2019) makes 

the argument that there is a µblack box¶ element of political decision making in which governance 

bodies must be accountable and engage with civil society for decisions to be legitimate in the eyes 

of the public. Throughput legitimacy, as she terms it, is considered to be a procedural middle 

ground between input and output. It is an context wherein political bodies should be accountable 

to the decisions they make and transparent about bureaucratic processes of those decisions once in 

power.  

 

Attempts to study political legitimacy of different institutions or governance mechanisms have 

been used in a variety of contexts. A large part of this literature has focused on the legitimacy of 

the EU as a multi-level governance structure. Drawing on AI policy researchers¶ encouragement 

to investigate legitimacy questions of AI (Danaher, 2015) I connect previous concepts used to 

study political legitimacy with AGOV. I explore if a political legitimacy framework can uncover 

new strategies for regulating the integration of automated decision making into the public sector 

and build trust in AI.  
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My question is then, what is the effect of a transition to increasingly automated decision-making 

systems on the political legitimacy of public service provision?  

 

2.2.3 Technocracy, Legitimacy and AGOV 
 
AGOV is likely less democratic (Katzenback and Ulbricht, 2019; Saetra, 2020) because there is 

less opportunity for citizens to decide on the public good themselves when relying on 

technologically coded authority (Aneesh, 2002). The vast capabilities of AGOV have reignited 

discussions of technocratic governance, by which a technical expert can make more accurate, 

rational and beneficial decisions than a democratic process (Feenberg, 1994, 2005; Aneesh, 2002; 

Just and Latzer, 2017 Saetra, 2020). A more futuristic approach, which I will not specifically be 

discussing, has been termed as algocracy, or the rule by algorithms (Aneesh, 2002; Danaher, 2016; 

Saetra, 2020). However, the concept of technocratic governance in many senses challenges the 

concept of political and democratic legitimacy2. Bertsou and Pastorella (2017) speak to the inverse 

relationship between technocracy and democracy. As governments begin to use advanced 

algorithms and ADM processes, how does this affect the political legitimacy of increasingly 

technocratic decisions? 

 

AGOV systems act as technocratic authority due to their capacity to exceed human ability in many 

settings that will make political and coercive decisions (Rahwan, 2017). Understanding the 

political legitimacy of increasingly technocratic AI systems in the public sector is important for 

ensuring trustworthy policy-making and improving the relationship between citizens and the state 

 
2 For a deeper discussion on the growth of technocratic government and its impact on democracy and be see 
Meynaud (1968) Technocracy.  
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(Danaher, 2015; Helbing et al.2019). If I can demonstrate the association between AGOV and 

political legitimacy, this could serve as a toolkit for ensuring the responsible use of ADM systems 

in government. In the long run, civil VeUYanWV¶ cogniWiYe oXWVoXUcing of deciVionV Wo AI aVViVWanWV 

could impact the acceptability of coercive rules and trustworthiness in government if the decisions 

are not perceived to be legitimate. 

 

I hope to contribute to emerging literature by connecting the public management research on 

political and democratic legitimacy with the salience of AGOV. The analytical framework of 

political legitimacy will more cleaUl\ idenWif\ SolicieV foU bXilding ciWi]enV¶ WUXVW in Whe UeVSonVible 

use of AI in government.  Evidently, the attempt to establish a functional framework to assess 

political legitimacy is not original (Bowman et al 2005). As such, I will rely on previous works 

and more recent literature in order to apply it to AGOV. Rather than looking at political legitimacy 

from the perspective of the authority of the state (Greene, 2016), I make the assumption that the 

state as a political entity holds authority. In the context of AGOV, I want to analyze more 

specifically what legitimizes democratic decisions and enables citizens to adhere to automated 

political decisions.  
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3. Theory and Expectations 

 

3.1 Measuring Political Legitimacy  
 
Weatherford argues that research on legitimacy and its relation with theories often makes the 

miVWake of beginning ZiWh ³meaVXUeV and WUieV Wo fiW WheoUeWical infeUenceV Wo Whem UaWheU Whan Whe 

reverse, and it promotes the question of policies versus incumbents by construing legitimacy in 

terms of public approval for governmental outputs, rather than the more central issues of how 

ciWi]enV eYalXaWe Whe V\VWem¶V SUocedXUal efficienc\ oU diVWUibXWiYe faiUneVV´ (WeaWheUfoUd, 1992: 

152). FolloZing in WeaWheUfoUd¶V caXWionaU\ ZoUds, I build off of public management literature 

that has used a normative framework of political legitimacy to analyze the European Union (EU)¶V 

multi-level governance system (Scharpf, 1999; Schmidt, 2013; Geeart, 2014). The relevant 

concepts of input, output and throughput legitimacy have been used as a standard form of 

constructively analyzing legitimacy (Schmidt, 2013). Although this method of analysis has been 

implemented mostly in EU studies (Olsen et al., 2000, Della Salla, 2010), the explicit connection 

to AGOV has not yet been made.  

 

3.2 Toolkit for Analyzing Input, Throughput and Output Legitimacy 
 
3.2.1 Input Legitimacy 

The concept of input legitimacy stems from Easton (1965) who identified the way in which 

ciWi]en¶V inWeUeVWV and demandV enWeU Whe SoliWical V\VWem, ZheWheU WhUoXgh YoWing oU Whe ciWi]enV¶ 

perspective on the legitimacy of the system. For Scharpf (1999), input legitimac\ UefeUV Wo ³Whe 

participatory quality of the proceVV leading Wo laZV and UXleV´. AV ZaV coYeUed in SaUWV of Whe 

literature review on political and democratic legitimacy, input legitimacy is concerned with the 
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procedural elements of achieving the citizen¶V democUaWic Yoice Wo gXide deciVion making. The 

view of input legitimacy that I refer to in the paper, is consistent with SchaUSf (1999) and SchmidW¶V 

(2013, 2019) deVcUiSWion aV a SoliWical cUiWeUion focXVed on ciWi]en¶V SoliWical SaUWiciSaWion and 

goveUnmenW¶V UeVSonViYeneVV. I Zill limiW Whe VcoSe, Wo Whe SoinW aW Zhich goYeUnmenW SUoceVVeV 

are in line with the preferences of the public.  

 

The relationship with algorithmic governance is made by understanding at which point the 

citizens¶ voice is considered in the algorithmic development lifecycle. I contend that the areas of 

interest here are the data collection process and the development of algorithms by private entities 

as either simple automation processes or ML. The private entity refers to those which the 

government outsources to for the design of the Application Programming Interface (API). 

 

The data which is collected represents the interests of citizens as it defines which persons or values 

are in consideration. Large scale big-data goes beyond traditional public sector data collection 

from citizens, such as a census, because it requires monitoring and tracking of much more specific 

and detailed personal data. Since data mining and programming of algorithms is the basis of 

developing an AI assistant, I offer these two variables as my starting point of assessment. First, 

data collection from citizens shapes what the algorithm can output. Secondly, the developers who 

create the algorithms which make political decisions are in a sense coding the law (Lessig, 1999). 

The rules which they give to a coded algorithm will be responsible for how the law is applied in 

the political setting. In many instances in which a public service is assisted by an ADM system, 

governments outsource the project to a private entity to develop the technology (Spielkamp, 2019). 

In oUdeU Wo SUodXce WheVe WechnologieV, SUiYaWe fiUmV Zill need acceVV Wo ciWi]enV¶ SeUVonal daWa, 
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for training and later in the roll out stage of the service. In turn, the private entity becomes the 

owneU of Whe ciWi]enV¶ SeUVonal daWa.  

3.2.2 Throughput Legitimacy 

The more recent addition to the analysis of political legitimacy has been that of throughput 

legitimacy. It is interesting for this analysis because it discusses how decision-making processes 

are legitimate in and of themselves. The concept is separate from input legitimacy, wherein the 

ciWi]en¶V SoliWical Yoice iV achieYed ZheWheU WhUoXgh diUecW democUac\, elecWionV oU delibeUaWiYe 

democracy. It also distinguishes itself from the outputs produced by a political body which are 

judged on the basis of their fairness and efficiency. Throughput legitimacy speaks to the middle 

ground between these two legitimizing forces. Schmidt and Wood (2019) argue that throughput 

does not replace, but rather serves as a distinct procedural criterion which can strengthen both the 

inputs and outputs. This form of legitimacy is achieved through transparency and accountability, 

inclusiveness and openness with civil society (Schmidt 2013, Schmidt and Wood, 2019). It tackles 

what Schmidt considers the black-box of decision making in governance. In Geearart and Leuven¶V 

(2014) in depth analysis on throughput legitimacy in the EU, they suggests that throughput 

legitimacy can increase both input legitimacy and output legitimacy. It has the ability to increase 

inSXW legiWimac\ becaXVe ceUWain ³SUoceVVeV oU delibeUaWiYe inWeUacWionV´ (GeeUaUW and Leuven, 

2014) improve input participation. While on the other hand, certain governance processes can 

increase the output performance of government.  

 

The technologically coded algorithms which are used to determine the outputs of public services 

are thus the point by which I will assess the throughput legitimacy of ADM. Specifically, the 

opacity oU µblack-bo[¶ of ANNs¶ decisions creates the linkage to throughput legitimacy. The AI 
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assistant effectively makes a political decision on its own rationale which is path dependent after 

its deployment. It contributes to the political process of making a decision for the provision of said 

public service. The accountability of the AI assistant in this case would refer to its ability to explain 

its actions and have check and balances in place in case of unreasonable outputs. In a similar tone 

to how we measure the throughput legitimacy of a traditional bureaucratic decisions, it is important 

to look at the transparency of the algorithm which provides the end user, or in this case the public 

servant, with a suggested action. The public would need access to exploring what data is collected 

and how decisions are produced by the ADM system. The increase or decrease of political 

legitimacy will thus be measured on the basis of its accountability for the actions taken, the 

transparency of information used to build the algorithmic system and the public accessibility to 

engage with the development and usage of the technology. 

 

3.2.3 Output Legitimacy 

The last form of legitimacy which I will assess, is the instrumental aspect of output legitimacy. 

The instrumental value of algorithmic governance is by and large the basis of the excitement as it 

reduces costs, increases capacity and increases the objectivity of decision-making. Output 

legitimacy refers to the legitimacy that is achieved as a result of efficient policy-making. It is what 

Scharpf (1999) refers to as government for the people, ZheUeb\ ³Whe SolicieV adoSWed Zill geneUall\ 

UeSUeVenW effecWiYe VolXWionV Wo common SUoblemV of Whe goYeUned´. SchaUSf aUgXeV WhaW Whe EU 

lacks in input legitimacy due to the complexity of the balance of power between institutions, rather 

it retains legitimacy through its output to keep peace and prosperity across Europe (Schmidt, 

2013).  
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In the context of AGOV and ADM, output legitimacy is an extension of the same concept. The 

decisions produced by AI assistants are assumed to be more accurate because of the programmed 

rationality which they employ. In order for the ADM system to increase its output legitimacy, its 

decisions must be fair and serve the public good.   

 

This model will connect the traditional concepts of normative political legitimacy as introduced 

by Scharpf (1999) and Schmidt (2013). In order to incorporate the complexity and automated 

processes that characterize ADM, the model cannot be limited to inputs and output legitimacy but 

VhoXld alVo look aW SchmidW¶V (2013, 2019) WhUoXghSXW µblack bo[¶ legiWimac\. WiWh UecenW 

concerns of AI being focused on their fairness (Binns, 2018), accountability and transparency, 

there is a clear connection with the addition of throughput legitimacy to the traditional input-output 

analytical framework of political legitimacy. Through a review of the literature on the performance 

and integration of short-term AI applications into society as well as their algorithmic development 

lifecycle, I categorized the different elements of an ADM tool for public sector use into their 

respective legitimacy requirements. See Figure 1. 
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Figure 1 Political Legitimacy Framework 

 

 

3.3 Expectations 

Overall this model of categorizing algorithmic governance in terms of its political 

legiWimac\ alloZV XV Wo UeconceSWXaliVe Whe AI aSSlicaWion¶V deYeloSmenW lifec\cle in WeUmV of hoZ 

it relates to traditional bureaucratic decision-making. In analyzing the different steps of the 

algorithmic development cycle, the model is more sensitive to the different impacts the technology 

may have on society. Through the application of this model to the iBorderCtrl case, I expect to 

find that throughput legitimacy is negatively impacted the most as a result of the inexplicability 

and unaccountability of ML. Output legitimacy is positively increased due to its cost-effectiveness 

and more rational decision making in public services. Further, this allows for more nuanced 

understanding of which areas may require the attention of policy makers to build trust in automated 

public service provision in the eyes of society.  
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4. Research Design 

 

The thesis seeks to highlight areas in which AGOV can be assessed in accordance with 

traditional conceptions of political legitimacy in order to improve AI¶V UeVSonVible inWegUaWion inWo 

government. In order to achieve this, I used qualitative analytical methods: conceptual framework 

construction, semi-structured expert interviews and a case study. The conceptual framework is 

developed as an interlinkage of political legitimacy and algorithmic governance concepts in order 

Wo ³provide a comprehensive understanding of a phenomenon´ (JabaUeen, 2009). I demonVWUaWe 

how a theoretical framework of political legitimacy that analyzes the input, output and throughput 

legitimacy of ADM systems in the public sector can provide policy-oriented insights into how best 

Wo enVXUe ciWi]enV¶ WUXVW and comSliance.  

 

4.1 Expert Interviews 
 

In order to validate and refine my theoretical framework I conducted 3 semi-structured 

expert interviews. In selecting the interviewees, I ensured that each would speak from a different 

perspective on algorithmic governance so as to give a more holistic understanding to the subject 

matter. The different angles I wanted expert knowledge from included: the short-term AI 

community, the long-term AI community and the public sector itself. The short-term AI 

community refers to those individuals working on the current applications of AI as they relate to 

its integration to society today. This relates to more tangible and contemporary applications of AI 

such as AI strategies or white papers for labor markets, public health or military. The long-term 

AI community refers to those conducting research on future predictions of the massive capabilities 

of AI, such as Superintelligence (Bostrom et al, 2018) and AI Existential Risk (Baum, 2020). 
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Lastly, I thought it would be important to provide elite insight from the public sector itself to gain 

insights into how they may perceive their role in delivering public services effectively and 

responsibly. I provided each interviewee with the same preliminary conceptual framework and 

asked them to fill in the sections as they saw fit. The interviewees provided responses, that served 

as theory refinement (Manzano, 2016) by speaking to their ongoing projects, emerging debates in 

the field, and opinions about where the industry is heading. Theory refinement interviews are 

helpful to provide the evaluator with hard to observe information and make adjustments to the 

inWeUYieZeU¶V fUameZoUk (Man]ano, 2016). Since Whe field of AI and Whe Wechnolog\ iWVelf iV UaSidl\ 

evolving, expert insights were a useful tool to ensure that the conceptual analytical framework 

included all the relevant components. 
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4.1.1 Refinement with Expert Interviews 
 

The interviews were conducted in a semi structured fashion. The first part of the discussion was 

set for reviewing the framework itself, while the second half discussed novel mitigation strategies. 

Throughout the case study analysis, I will refer to some of the mitigation strategies across the 

algorithmic development lifecycle. Now, I will briefly highlight the main findings of the expert 

interviews. 

 

Figure 2 Political Legitimacy Framework Revised by Policy Experts 
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For input legitimacy, it was stressed that many of the concerns related to ADM systems should be 

addressed in their early development stage. The short-term AI policy expert discussed how 

algorithmic bias could not only be included in the output stage but should be considered as the 

algorithms are being developed. She emphasized the importance of considering the ownership of 

Whe WechnologieV. ³(The) PUiYaWe VecWoU haV miValigned inWeUeVWV Wo Whe SXblic VomeWimeV´ 

(Lannquist and Cohen, 2020). The long-term AI policy expert discussed his concerns of AI 

Lo\alW\. He e[Slained ³FidXciaU\ UeVSonVibiliW\ ± it has to behave in your interest ± or in societies 

inteUeVW´ (BUoZn and Cohen, 2020). The conYeUVaWion looked moUe in deWail aW e[amSleV in Zhich 

it is important to know Zho¶V interests are pre-SUogUammed inWo an AI¶V codeV. FXUWheUmoUe, 

Lannquist notes that the accessibility of the technology is important because the training data needs 

to be representative and diverse (Ibid).  The cybersecurity concern was added because massive 

data sets are collected on personal information and behaviour.  

 

In terms of the throughput legitimacy, there was near unanimous agreement that the concerns had 

mostly been covered. Lannquist, added cybersecurity again as she explained that there are cyber 

YXlneUabiliWieV aW all VWageV of Whe algoUiWhmic deYeloSmenW c\cle. If a SUiYaWe enWiW\¶V ADM V\VWem 

is hacked by a hostile intruder and adjusts the ML code to tailor results in their own interests the 

dangers are severe. 

 

Lastly, the only addition that was made to the output legitimacy were liability concerns. Brown 

explained the importance of liability to determine who is responsible when ADM systems 

malfunction. This debate is often discussed in autonomous vehicles, whether the driver, developers 

or the private company are responsible for mistakes. There is an evolving policy debate on who 
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bears the burden of responsibility and the importance and risks of a strict liability regime. He 

states: 

 

³if WheUe'V Whe VWUicW liabiliW\ Uegime « When \oX'Ue going Wo Vee incUeaVed 

sensitivity to safety and not make any mistakes. Because they'll get sued and 

Whe\'ll haYe Wo Sa\ foU iW. « on Whe negative side of that coin  « pressing the 

analogy a bit, if you have too strict of a liability regime then you squash 

innovation, which is sort of true, but the idea being that, nobody's going to take 

a chance to throw out this new tech if it has a possibility of going wrong because 

When Whe\'ll geW VXed and go XndeU´ (BUoZn and Cohen, 2020) 

 

With a more refined framework, the next section will now conduct the case study analysis 

on iBorderCtrl.   

 

4.2 Case Study Selection 

Lastly, to demonstrate the applicability and usefulness of the model I selected an ongoing case 

study (King et al., 1994) of an ADM system tested for implementation in the EU. The 

UeSUeVenWaWiYe caVe ZaV VelecWed ³Wo UeSUeVenW a bUoadeU SoSXlaWion of caVeV in Vome UeleYant 

UeVSecW, Zhich ma\ be deVcUiSWiYe oU caXVal´ (GeUUing and CojocaUX, 2015). The caVe XndeU VWXd\ 

is the iBorderCtrl ± Intelligent Portable Border Control System, which is an EU funded project 

currently being tested in Hungary, Greece and Latvia (iBorderCtrl, 2020). The particular case was 

selected for two primary reasons. Firstly, because it uses ML tools that exemplify ADM processes 

in other public services. In order to test the political legitimacy framework on AGOV, it was 
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important that the case would be translatable into other contexts. Secondly, due to the fact that 

implementation of ML algorithms for public service provision is still in its very early stages, this 

specific case was unique in that it had publicly available primary source documents with sufficient 

information to conduct my research. AlgorithmWatch.org, a non-SUofiW NGO Zhich moniWoUV AI¶V 

integration into society, published a report documenting all of the current known ADM systems 

currently in use across the EU (Spielkamp, 2019). iBorderCtrl stood out due to the availability of 

documents related to the organization and the use of its ML technologies. Riccardo Coluccini from 

the Hermes Center for Transparency and Digital Human Rights made two Request for Information 

applications to the EU for the disclosure of confidential published documents(Kampis, 2018). 

Many documents remain confidential due to their sensitive nature; however, 5 were released, albeit 

some included blacked out content. These documents in combination with 2 scientific papers on 

the technologies used in the Horizon 2020 project made the research possible. 

 

The technology used in iBorderCtrl applies a broad range of biometrics tools and behavioral 

analytics to make risk estimations on travellers entering the EU (iBorderCtrl, 2018b). The multi-

layered technology serves as an AI assistant for border patrol officers. The ADM system can make 

more efficient decisions, limit subjective biases of the officers and save time for travelers at the 

border (Ibid). The technologies used, particularly behavioral analytics and facial scanning can be 

found in other public services like predictive policing (Brantingham, 2018; Richardson et al, 2019) 

and automated risk assessments (Dressel and Farid, 2018) or in supporting healthcare workers 

throughout their interactions with patients. Although the results of this case will not speak for all 

instances of ADM in public service provision, it serves to demonstrate how the analytical 

framework can be a tool to identify areas where regulation and other policy instruments may be 
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better able to increase public trust in ADM. If effective, more research should be done on other 

uses of ADM in the public sector. The next section will explain changes made to the constructed 

framework as a result of the expert interviews.  
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5. Case Study Analysis 

 

5.1 What is iBorderCtrl? 

With over 700 million people entering the EU each year, pressure is building on its borders 

(European Commission, 2018). The capacity of border control guards to efficiently check the 

personal documents and biometrics of each passenger is increasingly tested. As part of the Digital 

Single Market Horizon 2020 Secure Societies project, the EU has heavily invested in supporting 

the development and integration of new technologies to secure iWV¶ physical and digital borders. 

The EXUoSean CommiVVion haV SUoSoVed ¼34.9 billion eXUoV foU boUdeU conWUol and migUaWion 

management between 2021-2027 (Sanchez-Monedero and Dencik, 2020). These investments are 

aimed to support innoYaWiYe Wechnolog\ VolXWionV Wo ³addUeVV VecXUiW\ gaSV and lead Wo a UedXcWion 

in Whe UiVk fUom VecXUiW\ WhUeaWV´ (EXUoSean CommiVVion, 2018). UndeU Whe SUeVVXUe of incUeaVed 

movement throughout Europe, the EU operates with a mindset that new technologies can reduce 

the costs associated with securing its borders, while also increasing the efficiency by which it does 

so. As part of the H2020 project, iBorderCtrl was developed by researchers at Manchester 

Metropolitan University as an ADM system to support border control guards in making accurate 

judgements of third-coXnWU\ naWionalV ZiVhing Wo enWeU EXUoSe¶V boUdeUV. iBoUdeUCWUl comSleWed 

its testing stage between 2016-2019, in which the technology was developed and tested in 3 

countries: Greece, Hungary and Latvia (iBorderCtrl, 2020). The pilot project awaits approval and 

implementation aW EXUoSe¶V boUdeUV.  

 

iBorderCtrl ± the Intelligent Portable Border Control System, is an ADM system that pre-screens 

individuals wishing to enter the EU, using biometrics, facial recognition and automated risk 
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assessments.  iBorderCtrl is an example of an AI Assistant for a border control officer. The system 

is broken down into a variety of different technological tools: Automatic Deception Detection 

System (ADDS), Biometrics Module, Face Matching Tool, Document Authenticity Analytics Tool 

(DAAT), External Legacy and Social interfaces system (ELSI), Risk Based Assessment Tool 

(RBAT), Integrated Border Control Analytics Tool (BCAT), and a Hidden Human Detection Tool 

(HDD) (iBorderCtrl Consortium, 2017). The iBorderCtrl system uses the combination of these 

tools to collect information, conduct a virtual interview and provide a verdict risk assessment of 

the individual to the border control officeU¶V handheld deYice. The final decision is made by the 

border guard and is considered a human-in-the-loop ADM system. 

 

The ADDS is a configuration of ANNs used to detect non-verbal behavior in the form of micro 

geVWXUeV oYeU VhoUW SeUiodV of Wime (O¶Shea et al, 2018). The avatar which conducts the virtual 

inWeUYieZ iV ³SeUVonali]ed Wo commXnicaWe ZiWh Whe WUaYeleU inclXding XWili]ing VXbWle non-verbal 

commXnicaWion cXeV Wo VWimXlaWe UicheU UeVSonVeV fUom Whem´ (Ibid). The avatar will also adapt its 

own behavior as it reads the non-verbal responses of the traveler. It may become more inquisitive 

if it senses that an individual may be lying. The developers go on to suggest that the border control 

officers are often fatigued and prone to subjective opinions, for which an automated solution is 

desirable. The information collected from the personal documents and the avatar interviews feed  

into the ADDS API. The Silent Talker ANN is used to feed a response into the ADDS Control 

Module, which then outputs the risk assessment to the iBorderCtrl system that is used as a handheld 

device by the border control officer. The data is later stored into the ADDS Database Server which 

iV UeWained aV Whe SUoSeUW\ of iBoUdeUCWUl. The\ VWaWe Whe ³aXWomaWed V\VWem, Zhich utilizes a few 

minutes of traveler time at the pre-crossing stage without increasing the amount of time they spend 
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ZiWh a boUdeU conWUol agenW, coXld WhXV SoWenWiall\ incUeaVe efficac\ Zhile UedXcing coVW´ (Ibid).3 

Figure 3 demonstrates the process of the ADDS Module. 

 

Figure 3 ADDS Module (iBorderCtrl Consortium 2018b) 

 

 

5.2 Input Legitimacy 
 
5.2.1 Procedures: Data Collection/Data Inputs; Algorithmic Development; Ownership of 
Algorithms 
 
In the pre-screening phase, the DAAT XVeV docXmenW VcanneUV ³Wo achieYe XnSaUalleled scrutiny 

of WUaYel docXmenWV foU VignV of falVificaWion oU coXnWeUfeiWing´ (iBorderCtrl Consortium, 2018b). 

The Biometrics Module validates Whe WUaYeleU¶V idenWiW\ b\ anal\]ing fingeUSUinWV VWoUed in Wheir 

 
3 A sample of the iCtrlBorder border guard avatar posing a question can be found here: 
http://stremble.com/iBorderCtrl/1/1/1/1.mp4) (O¶Shea, 2018) 
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travel document and comparing with uploaded fingerprints. ³If needed, WhiV modXle can alVo XVe 

fingeUSUinWV UeWUieYed fUom diffeUenW naWional oU EXUoSean daWabaVeV´ (Ibid.). The interview process 

also uses the FMT which includes video and photos of the inWeUYieZee¶V face Wo cUeaWe a biomeWUic 

signature and provide a matching score. Furthermore, the ELSI will crosscheck the WUaYeleU¶V 

information from social media platforms. These elements of data collection, though more invasive 

than current methods of identity verification at border crossings, still appear to be within the 

reasonable realm of data collection by state authorities. As I will now discuss, the ADDS is the 

more controversial ADM system that is used by iBorderCtrl. 

 

The original scientific paper released about Silent Talker explains the contention in the literature 

related to the psychology and physiology of micro-gestures as a means of determining emotional 

reactions, particularly deceptive behavior (Rothwell et al, 2006). SilenW TalkeU ³aVVXmeV WhaW 

ceUWain menWal VWaWeV aVVociaWed ZiWh deceSWiYe behaYioU Zill dUiYe an inWeUYieZee¶V NVB´ 

(O¶Shea, 2018).  

 

5.2.2 Concerns 

The implications for input legitimacy stem primarily from the novel development of the ADDT 

that uses the Silent Talker technology. As it is patented, there is limited access to what can be said 

about how it is created. The ADDT will store the personal data of all citizens entering through 

border crossings in their databases. It is crucial that the iBorderCtrl database is securely encrypted 

to ensure that no malicious actors can penetrate their systems that contain sensitive data.  
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In the interviews, the concept of AI Loyalty (Cohen, 2020) was discussed, whereby we need to 

ensure that an AI system is built in the interest of society. Although the developers assure that 

economic inWeUeVWV aUe noW aW Sla\, Whe CommiVVion UeSoUW conclXdeV ³the partner organizations of 

IBORDERCTRL are likely to benefit from this growing European security market²a sector 

predicted to be worth USD 146 billion (EUR 128 bn) in EXUoSe b\ 2020´ (European Commission, 

2020). When firms are competing to release their new ADM systems, checks and balances should 

be in place so that ethical concerns related to untrustworthy technologies can be considered before 

deployment.  

 

From the scientific papers it can be seen the many assumptions are made with regard to the 

physiological science that supports the basis of the datafication of deceptive behavior. Polygraph 

tests have notoriously debated whether physiological responses can produce accurate results 

(Rothwell et al, 2006). The developers of Silent Talker claim that, as a machine learning system, 

³iW WakeV a VeW of candidate features as input and determines itself which interactions between them, 

oYeU Wime, indicaWed l\ing´ (O¶Shea, 2018).  

 

The training data is built on a group of 22 men and 10 women, of which 22 are white European 

and 10 are classified as Asian/Arab. The oUiginal SilenWTalkeU VcienWific SaSeU concedeV WhaW ³the 

system has a truthful bias and is less able at detecting patterns that indicate deception when used 

with person types it has not been trained upon´ (RoWhZell eW al., 2006). Although this is briefly 

mentioned in iBoUdeUCWUl¶V VcienWific SaSeU (O¶Shea eW al, 2018), the argument is made that with 

more training data, its predictive capacity will increase. 
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Data mining conducted by the ML algorithm establishes a path dependency. The algorithm will be 

limited to producing decisions based on which data has been collected. For this reason, emphasis 

is often placed on the inclusiveness of data (Lannquist and Cohen, 2020). If that data were 

incomplete or biased in any way due to underlying collection methods, sometimes referred to as 

µdiUW\ daWa¶ (RichaUdVon eW. al, 2019), iW ma\ noW inclXde Whe interests of all citizens equally. 

Marginalized citizens may not be included in the training data which, in turn, affects the accuracy 

of the risk assessment. The decision to push forward demonstrates the lack of political sensitivity 

that the algorithmic developers may have to the contentious nature of the migrant crisis in Europe. 

In contrast, throughout the interviews it was mentioned that a key concern is the public servant’s 

limited understanding of the ADM system (Lannquist and Cohen, 2020). In this case, the border 

control officer receives training on how to use the handheld device. However, no mechanisms are 

in place to engage the end-user to understand the technological details regarding how the ADM 

produces its risk assessment (iBorderControl Consortium, 2017).  

 

Travelers are notified of the collection of their data, yet there is no option to opt-out if you are 

intent on entering the EU. This issue was also highlighted in the interview with the anonymous 

SXblic VecWoU Solic\ anal\VW Zho VWaWed ³Ze aUe in a Vocial conWUacW ZiWh Whe goYeUnmenW and Whe 

way that our privacy laws, our public privacy law, federally is set up with the (government) is that 

they don't have to rely on our consent. So long as the activity in pursuit is authorized by 

legiVlaWion.´ (Anonymous and Cohen, 2020). The General Data Protection Regulation (GDPR) is 

not relevant in the context of protecting your data from the public body when it comes to national 

security. Personal data is collected upon entry when you pass through any airport. We quickly 
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transitioned from removing our shoes before boarding a plane to having a biometric scan of your 

movement and behavior to better train an algorithm and secure borders.  

 

 

 

 

5.3 Throughput Legitimacy 
 
5.3.1 Procedures: Machine Learning and Predictive Analytics 

ThUoXghSXW legiWimac\ UefeUV Wo Whe µblack bo[¶ of deciVion making in boWh Whe democUaWic 

procedural sense as well as in the context of ADM. In the traditional bureaucratic setting, this is 

achieved through transparency of information, accountability for decisions and ongoing citizen 

participation/engaging civil society. In iBorderCtrl the black box decisions exist in its ML ADDT 

that uses predictive analytics to produce a risk score. 

 

The ADDT uses the following process to collect data on non-YeUbal behaYioU (O¶Shea, 

2018): 

1. Object Locators: Each object locator finds the position of a particular object in the 

current video frame 

2. Pattern Detectors: Pattern detectors detect particular states of objects located by the 

object-locators. Left eye closed given score of 0/1 left eye half closed given score of 0/1 

3. Channel Coder: The variations in the state of an object determined by specific pattern 

detector are referred to as a channel. Channel coding is the process of collecting these 

variations over a specific time period. 
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4. Group Channel Coders: Process of amalgamating and statistically summarizing the 

information from the individual channel coders to form a summary vector, which can be 

input to the final deception classifier. 

5. Deception Classifiers: the deception classifier is a single ANN trained to classify input 

vectors from the group channel coders as either truthful or deceptive. 

 

The ANN uses the vectors made up of the data collected on micro gestures and begins to learn 

which series of movements constitute deceptive behavior (Ibid).  

 

5.3.2 Concerns: Liability, Cognitive Outsourcing, Transparency and Accountability  
 
There are several ways by which the accountability of the ADM system must be analyzed. First, 

for final decisions to be held accountable in a legal sense. In the interview, Brown mentioned on 

several occasions the importance of AI Liability laws. This speaks to the complications that arise 

when an AI has made a decision, and no human can understand why such an action was taken. 

Secondly, human oversight has been often cited as a good measure of holding AI accountable, as 

a human actor can identify malfunctions. Another form of accountability comes in the form of the 

V\VWem¶V explicability, WhaW iV, Whe ADM V\VWem¶V abiliW\ Wo SUoYide jXVWificaWionV foU iWV oXWSXWV 

(Gilpin et al, 2019). In the case of algorithmic governance, accountability and transparency are 

interlinked. The general consensus is that more transparency and human oversight leads to more 

accountability.  

 

In terms of human oversight, iBorderCtrl evades liability in cases of false classifications, by 

suggesting that there is a ³human-in-the-loop principle´ (Spielkamp, 219) which ensures that the 
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risk score provided by the AI Assistant is subjected to review and a final human decision. Gal 

(2017) has focused on ways which users of an AI assistant cognitively outsource their decision-

making capacity as they become increasingly trustworthy of its efficient capacity. Throughout the 

varying levels of human oversight of an ADM system, Gal argues that even when humans make 

the final decision their choice field has been limited. This is important because if a border guard 

makes a false decision with limited knowledge of the algorithmic development of the system, they 

as the end user, have become so accustomed to trusting the rational AI assistant instead of 

contesting its output. xAI is important for a citizen to understand why their unemployment 

insurance was deemed fraudulent, why their bail plea was rejected, or why they were denied entry 

at a border. Depending on the human oversight and level of automation, whether it be in the loop, 

on the loop or out of the loop (Rahwan, 2018) plays a significant role in how we hold those 

decisions accountable. As the border guard increasingly outsources their own decision-making 

ability to an AI assistant, there may be liability questions related to the responsibility for 

unjustifiable decisions. 

 

Furthermore, iBorderCtrl concludes in their assessment report of ADDT ³since this Deliverable 

indicates the successful completion of WP3 as a technical development WP, there would be no 

other opportunity to show the algorithms and the analysis that was carried out and corresponds to 

Whe ³backgUoXnd´ of ZhaW Zill be YiVible Wo Whe boUdeU gXaUdV and Whe WUaYeleUV aV final end XVeUV.´ 

(iBorderCtrl Consortium, 2018b) 

 

Annany and Crawford (2016) suggest that even if civil society was given access to all the data, 

inclXding Whe WUaining daWa, Whe µblack bo[¶ of an ANN makeV iW imSoVVible Wo XndeUVWand hoZ a 
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decision was made. Though the accuracy of predictions or outputs may be more rational or 

effective than WhaW of a hXman, Whe machine¶V deciVion-making process is opaque to human 

understanding (Yampolskiy, 2019).  The machine is given input variables with different weighted 

values and through ANN and deep learning (DL) it determines the most logical output based on 

the training data which teaches it how to think. This learning process is done between the inputs 

and outputs, which obscure the interpretability of how a machine achieved a given decision.  

 

As both the academic literature and the developers of Silent Talker argue, if the data inputs and 

weighted values are publicly available, ³a VXbjecW coXld leaUn hoZ Wo maniSXlaWe (oU hide) a 

SaUWicXlaU channel WhaW iV knoZn Wo be imSoUWanW´ (RoWhZell eW al, 2006). This level of transparency 

is not desirable. The interviewees agreed that a stronger approach is a third-party audit of the 

deYeloSmenW and gaWheUing of daWa fUom Whe beginning of Whe V\VWem¶V deYeloSmenW lifec\cle 

(Lannquist and Cohen, 2020). 

 

The iBorderCtrl communication strategy (iBorderCtrl Consortium, 2019) emphasizes the 

importance of engaging civil society actors and attending academic conferences. It should be noted 

that a majority of conferences attended are focused on border security rather than technology and 

ethics (iBorderCtrl Consortium, 2017, 2018a).  

 

One major complication when it comes to the transparency of information of ADM, are the 

intellectual property rights of the algorithmic developer. In this case, the Hermes Center for 

Transparency and Digital Human Rights made a Request for Documents to the Commission for 

all 24 confidential publications, that include: internal reports relating to the hardware and software 
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technologies used, ethics assessments, annual reports, progress reports (Kampis, 2018). The 

Commission granted the release of 5 of the requested documents, many of which were largely 

blacked out. The blacked out sections which seemed most relevant followed the headings that 

detail the ADDT. The rejection of the other documents was justified ³baVed on Whe e[ceSWionV 

relating to the protection of the privacy and integrity of the individual and/or commercial interests 

of a natural or legal person, laid down respectively in Articles 4(1)(b) and 4(2), first indent, of 

RegXlaWion (EC) No 1049/2001´ (Tachelet, 2019). The letter describes that there is no overriding 

SXblic inWeUeVW in diVcloVXUe, ³Vuch an interest must, firstly, be public and, secondly, outweigh the 

harm caused by disclosure´ (Ibid). The CommiVVion aUgXeV WhaW SXblic diVcloVXUe giYeV 

competitors an advantage to develop competing services.  Furthermore, they explain that a 

disclosure of the intricacies of the technology would allow end-users to trick the system. Similarly, 

DiakoSoloXV (2016) diVcXVVeV hoZ fXll WUanVSaUenc\ iV XndeViUable becaXVe SeoSle coXld ³game 

Whe V\VWem´. Copyright law is important to safeguard trade secrets and foster innovation. 

Establishing a balance beWZeen bXVineVV¶ intellectual property and societ\¶V interest could be 

found in the form of third-party auditors.  

 

5.4 Output Legitimacy 
 
5.4.1 Procedures: Beneficial Outcomes and Fairness 
 

Output legitimacy is judged on the basis of the ability to produce desirable results which 

are fair and serve the common good of society. iBorderCtrl completed its live testing phase at 

border crossings in Greece, Hungary and Latvia. Information on the results of those tests remain 

confidential. Secondly, it is reported that the tests in the three countries were not conducted on 

incoming third-country nationals, but rather on the border guards themselves (iBorderCtrl, 2020). 
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The legal framework is not yet in place to allow for real-life testing. As such, I make inferences 

on the results achieved in the scientific papers by both Silent Talker and iBorderCtrl.  

 

The deYeloSeUV of SilenW TalkeU celebUaWe WhaW ³Whe V\VWem iV non-invasive, operates in real-time, 

does not rely upon a small number of channels/cues and, as an ANN-based system, provides the 

long-VoXghW objecWiYiW\ UeTXiUed in SUofiling´ (RoWhZell, 2006). The VXcceVV UaWeV aUe baVed on 

early experiments. When Silent Talker was completed it boasted classification rates between 74% 

and 87% (p<0.001), however the average test accuracy was measured to 73.66 and 75.55% for 

WUXWhfXl WeVWV (RoWhZell, 2006; O¶Shea, 2018). TheVe WeVWV aUe meaVXUed againVW Whe likelihood WhaW 

the machine assessed the deceptiveness of the individual by chance as opposed to the successful 

ML algorithm. Both papers speak to the success of the ANN at classifying above the statistical 

likelihood of a chance-based correct classification.   

 

5.4.2 Concerns: Bias, Algorithmic Malfunction and Liability 
 

In Trial C (Rothwell, 2006) there was a specific attempt to investigate how gender and 

ethnic/cultural differences could play a role in the outputs made by the ANN. The skewed training 

sets which consisted of mostly men and mostly white Europeans were tested by only feeding the 

ANN training data on the male and white European participants. Following this, they attempted to 

classify deceptive and truthful behavior of European women, non-European men and non-

European women. The trial, which was repeated 64 times, demonstrated that classification 

accuracy fell drastically (Rothwell, 2006). The developers supported these results by providing 

literature on the differences between the behavior of men and women, and the behavior of people 

of diffeUenW cXlWXUeV. The\ VWaWe ³Whe system has a truthful bias and is less able at detecting patterns 
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WhaW indicaWe deceSWion Zhen XVed ZiWh SeUVon W\SeV iW haV noW been WUained XSon´ (RoWhZell, 

2006). 

 

The group of developers at iBorderCtrl acknowledge this shortcoming stating, ³the unbalanced 

dataset in terms of ethnicity and gender might influence the deception classification network 

performance. For instance the deceptive dataset consists of 4 Asian/Arabic participants compared 

Wo 13 of WhiWe EU´ (O¶Shea, 2018). As border guards increasingly trust the claimed objectivity of 

an ADM, the data should not reconfirm pre-existing social biases or stereotypes. Particularly in 

the iBorderCtrl case, the majority of training is done on white European males, and the technology 

is deployed on the borders of Europe. Oftentimes there will be non-white migrants or travelers 

entering through a system which is less capable of detecting their micro gestures. The result is 

likely to demonstrate that non-white males and females are subject to a less accurate technology 

that is prone to producing false positives and incorrect classifications. 

 

Though the subject of biased output decisions by ADM is contentious, there are those who argue 

that a machine will not be more biased than a human. In this case, the argument would be such 

that a border agent is more likely to hold implicit biases on the basis of their political, social and 

cultural upbringing. If we know that humans make poor decisions, why should we expect more 

from an ADM (Cave et al, 2018). Miller (2018) describes a study on a job-screening algorithm at 

a VofWZaUe comSan\ in Zhich Whe algoUiWhm ³faYoUed non-WUadiWional candidaWeV´ in SaUWicXlaU WhoVe 

without top ranking universities on their CV. A study at the National Bureau of Economic Research 

analyzes the way in which a behavioral/predictive algorithm could replace the job of a judge that 

makes bail decisions. The study found that the algorithm could achieve significantly more 
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eTXiWable deciVionV ZiWh ³jailing UaWe UedXcWionV of XS Wo 41% ZiWh no incUeaVe in cUime UaWeV´ 

(Kleinberg et al, 2017). The report goes on to suggest that the jailing rate reductions can be 

achieYed ³Zhile VimXlWaneoXVl\ UedXcing Uacial diVSaUiWieV´ (Ibid.). The debate around algorithmic 

bias implies that increased objectivity and lesser bias is possible but must be worked on.  
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6. Discussion and Conclusions  

 

The thesis has investigated the relationship between political legitimacy and the algorithmic 

lifecycle of ADM tools for civil servants to make more efficient, objective and cost-effective 

decisions. The categorization of AGOV into a political legitimacy framework contributed how the 

algorithmic development cycle is subject to the interplay of input, output and throughput 

legitimacy concerns. Input legitimacy is particularly affected by the ways in which data is collected 

on the individual as well as the ownership rights to the algorithms and personal data. Outsource 

public services to apolitical developers in turn code the law inside of algorithms. Throughput 

legitimacy is most drastically impacted due to the opacity of decision-making inside of DNN. This 

form of layered learning creates concerns for the way by which society can hold decision makers 

accountable. To judge the viability of output decisions, early detection of algorithmic concerns are 

needed at the input and throughput levels respectively. 

 

 
Contributions 
 
The non-binary approach to this legitimacy framework, which includes the black-box of decision 

making, offers new avenues to study the ways by which throughput legitimacy can support the 

inSXW of ciWi]enV¶ YoiceV inWo Whe SoliWical decision-making process as well as developing fair, equal 

and socially beneficial outcomes. Only regulating outputs in the hopes that this will avoid 

innovation deterrence is not a viable strategy given the interconnectivity of legitimacy concerns. 

This framework has demonstrated that regulation is required at the various stages of the 

algorithmic development cycle. 
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The case specific contribution demonstrates the pressing reality of the integration of AI into 

government. iBorderCtrl demonstrates the importance of building trust in ADM and possible 

avenues for doing so.  Scrutiny of AI technologies uncover higher stakes when used  for delivering 

public services. CiWi]enV¶ abiliW\ Wo conVenW Wo an engagemenW ZiWh a SUiYaWe enWiW\ iV diffeUenW Whan 

the social contract and checks and balances are needed to ensure ADM serves societies interest. 

 

Mitigation Strategies 

Figure 4 Suggestions Algorithmic Legitimacy Framework with 

 

 

Based on the iBorderCtrl case, preliminary mitigation strategies speak to the interconnectedness 

of the different levels of input, throughput and output legitimacy. In order to address output 

concerns of fairness and equality, the collection of data and training data as well as the 
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development of algorithms should be subject to third party audits. The scientific papers 

demonstrated that a technology, based on questionable scientific findings, is set to be implemented 

into society on the premise of objectivity and efficiency. Audits could promote AI loyalty towards 

citizens instead of self-interested private entities. The accountability issues related to cognitive 

outsourcing and liability, transparency and explicability of the ADDS are difficult to manage. It is 

not clear if explicability as a goal can ever be achieved, which reinforces the need for more 

transparent and ethical data mining activities. Model cards have been proposed in the AI 

community to publish how algorithmic models are built so that a scientific method could allow 

others to replicate the same experiment. Implementing ADM systems which reinforce pre-existing 

social biases from technocratic authority should be subject to public scrutiny. Closing the 

information gap between policy-makers, civil servant end-users and ML developers will be 

essential to human-in-the-loop accountability. At the output level, impact assessments could prove 

to be useful in order to have checks and balances on the ways which ADM systems affect citizens 

across the board. Policies should strive to secure AI as a technology that promotes the safe and fair 

development of society, not one that reinforces a feedback loop of historical prejudices.  

 

Future Research 

Although the case study is not representative of all ADM systems set to enter society for public 

service provision, the politicization of the algorithmic development cycle helps policymakers 

understand the complexity of needed policy responses. Areas for future studies could go in two 

especially helpful directions. First, having a larger sample size of experts could lead to a more 

refined framework. This could include end user civil servants to better understand how they see 

their role with regard to their AI assistant. A particular limitation of this paper included the 
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omission of algorithmic developers working in partnership with governments. This could have 

provided deeper perspectives into the development of the legitimacy framework as well as the role 

and responsibility of developers. Second, as more examples of AI assistants in the public service 

emerge, applying this model to more cases would help to uncover more varied solutions. Further, 

interesting research could empirically calculate the benefits from AI assistants in contrast with 

human decision makers.  

 

Final Thoughts 

In a broader sense, as ADM becomes further integrated into society, it will be important to 

understand the role of the state in relation to citizens subjected to this technocratic authority. With 

limited access to data training sets and the algorithms themselves, the increased reliance on 

technocratic AI systems could very well lead society down a path towards rule by algorithms, 

algocracy. Human-centric and ethical AI in the private sector has been well documented, however 

this paper has attempted to provoke thought on how AI will fundamentally change the unique 

relationship between citizen and state. The social contract is much different than a private contract 

between an individual and a business. Today, consent to the provision of your data for the 

betterment of society is taken as a given. We must question technological band-aids to complex 

political issues. A paradigm shift towards is underway as citizens interact with their government 

as if it were another service provider.  
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Abbreviations 
 
 
 
ADDS: Automatic Deception Detection System 
 
AGOV: Algorithmic Governance  
 
API: Application Programming Interface  
 
AI: Artificial Intelligence  
 
ANN: Artificial Neural Networks 
 
ADM: Automated Decision Making 
 
DL: Deep Learning 
 
DNN: Deep Neural Networks  
 
DAAT: Document Authenticity Analytics Tool 
 
EU: European Union 
 
ELSI: External Legacy and Social interfaces system 
 
FMT: 
 
GDPR: 
  

Face Matching Tool 
 
General Data Protection Regulation  
 

HDD: Hidden Human Detection Tool 
 
BCAT: Integrated Border Control Analytics Tool  
 
IO: International Organization  
 
ML: Machine Learning  
 
NGO: Non-Governmental Organization  
 
RBAT: Risk Based Assessment Tool  
 
xAI: Explicable AI 
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1.0 - Introduction 
 
Big data, machine learning (ML) and artificial intelligence (AI) serve as an effective tool for policy 
makers to make informed decisions very efficiently through the collection of vast amounts of 
data and algorithms which can calculate outcomes at levels which exceed human cognitive 
capacities. However, this transition towards algorithmic policy making is a threat to democratic 
legitimacy and accountability to citizens. Decision makers’ use of AI assistants enters the debate 
of democratic legitimacy through an instrumentalist lens in which too much emphasis is placed 
on the efficient outcome of an algorithm as opposed to the democratic procedure which achieves 
it. Cognitive outsourcing to AI assistants removes the autonomy of individual decision makers 
and will make them less accountable for the decisions that they make. There is concern that the 
algorithms, which form the foundation of AI assistants, lack transparency and contain a ‘black 
box’ in which humans cannot understand how results are produced. Without an understanding 
of the ways in which AI assistants make decisions, policy makers cannot be held accountable by 
the voters who grant them authority within a democracy. 
 
Appropriate policies and technological improvements could ensure that algorithms will be ethical 
by design to ensure bias mitigation and a reasonable level of transparency which allows for the 
accountability of decisions made while not compromising the need for some opacity so as not to 
jeopardize the system. Furthermore, it is important to determine the level of human oversight 
required over an AI assistant for policymaking, in order to further ensure democratic 
accountability to the electorate. 
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2.0 - Hypothesis 
 
The research will demonstrate that there is a strong relationship between the transition towards 
AI assistants for decision makers and its impacts on democratic legitimacy and authority. Data-
driven algorithms for policy design could reinforce current beliefs and may not be the only 
approach to improving the policy-making processes. This could confine policy options of what is 
possible given the available data. The obsession with data driven and evidence-based policy 
making ties to the pure instrumentalist view of democratic authority, which leaves democratic 
procedures at the wayside. The use of AI assistants for governing decision makers will likely 
indicate a crossroads that requires a critique of our passive attitude to give up society’s autonomy 
for deliberative democracy in the face of smart machines. Unless proper actions are not taken to 
ensure the human oversight for accountable decision making, understandable algorithms with 
regard to transparency and biases as well as an emphasis on maintaining the autonomy of 
decision-makers, society risks forfeiting instrumental democratic values. The thesis will propose 
ways in which current policies can ensure autonomous human oversight remains with regards to 
new systems of big data driven and algorithmic policy-making. 
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3.0 - Literature Review 
 
3.1 Artificial Intelligence and its Usability in Government 
 
3.1.1 - Big Data, Algorithms and AI 
 

A general understanding of AI is necessary in order to delve deeper into the benefits it 
can provide as a tool to public sector decision makers. Russell and Norvig have laid out the most 
basic description of AI in which it is broken down into eight definitions and split into four 
categories: think like a human, act like a human, think rationally and act rationally (Russell and 
Norvig, 2010). More recently, academics have honed in on the latter part of the definition 
pertaining to rationality which states that AI is a system “that acts so as to achieve the best 
outcome, or when there is uncertainty, the best expected outcome” ;Russell and Norvig, ϮϬϭϬ; 
Danaher, 2016).  
 

Over the last decade the developments of new technologies have led to an explosion of 
AI systems throughout our society. Big data refers to the “volume, velocity, variety and 
complexity” ;Desouza and Jacob, ϮϬϭϰͿ of data which is collected throughout our society. Our 
actions throughout our digital surroundings are recorded at unprecedented levels and the limits 
of what data is collected and retained appears unbounded, in that its limits are unclear (Ibid.). 
With Big Data, datasets are capable of storing much larger quantities and algorithmic processes 
are capable of deciphering connections between complex, varied and massive amounts of data 
at unprecedented rates.  
 

Zarsky ;ϮϬϭϭͿ explains the process of data mining as “the non-trivial process of identifying 
valid, novel, potentially useful and ultimately understandable patterns in data” ;Zarsky, 2011). 
Beyond the collection of these large data pools, which is impressive in and of itself, mathematical 
algorithms are used to extract the information and draw connections between specific data 
points that would otherwise go unnoticed by the human eye. When we refer to algorithms in the 
context of AI and Big Data, we are not referring simply to the mathematical construct of an 
algorithm, but rather “the implementation and interaction of one or more algorithms in a 
particular program, software or information system” ;Mittelstadt et al, ϮϬϭϲͿ. These algorithms 
are applied to Big Data datasets in which data mining can occur with both descriptive and 
predictive functions. This is to say that a descriptive function would allow for an algorithm to 
search through a given data set and explain what has already happened, such as going through 
financial records in order to detect fraud (Danaher, 2016). Data mining takes a greater leap when 
it begins to use algorithms to make predictions about future outcomes based on historical data, 
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this is called predictive analytics. An example of this could be recent use cases of predictive 
policing, credit, insurance and employment screening (Zarsky, 2011; Mittelstadt, 2016).  
 

Machine Learning ;MLͿ is a Pandora’s box in regard to predictive algorithms applied to Big 
Data. ML is the technology which allows for the machine to go beyond the original tasks set out 
in the codes that instruct it how to act. Van Otterlo ;ϮϬϭϯͿ describes the process of ML as “any 
methodology and set of techniques that can employ data to come up with novel patterns and 
knowledge and generate models that can be used for effective predictions about data”. The 
implication here is that ML goes beyond the original programmed functions of the algorithm to 
gather more information and recognize new patterns to make more accurate predictions about 
uncertain future outcomes.  

 
3.1.2. - AI Assistants 
 

AI assistants have been generously welcomed into our lives in the form of digital tools 
which help us “search, plan, message, schedule and so on” ;Danaher, ϮϬϭϴͿ. AI assistants are 
commonplace in our daily lives as we interact with our cell phones and web services that can help 
us discover music, purchase items, and tailor our digital existence to our personal preferences 
(Gal, 2016). Danaher sets out a proper definition of personal AI assistants that I will refer to 
throughout this paper, in which they are defined as “any computer-coded software/program that 
can act in a goal directed manner … that can set some target output and can select among a range 
of options that optimizes ;according to specific metricsͿ for that output” ;Danaher, ϮϬϭϴͿ.  

 
The advanced algorithms which form AI Assistants are based on coded decision trees that 

will assign various weights to different decision-making inputs which set the parameters for 
which an optimal recommendation can be made (Gal, 2016). As the AI assistant employs ML, the 
algorithm “self-adjusts based on its own analyses of data previously encountered, freeing the 
algorithm from predefined preferences” ;IbidͿ. The overall aim of the AI assistant is to personalize 
and facilitate a decision-making process for the user, based on previous data which demonstrates 
what the most probable best option would be.  

 
The contribution which I seek to make in the literature is situated in the expansive shift 

of personal AI assistants from the private sector, that is for commercial uses, to the usage of AI 
assistants for public sector decision makers. Mittelstadt et al (2016) and Danaher (2016) have 
also set out along this path of highlighting the usage of AI assistants in the public sphere and 
attempted to discuss some of the potential issues associated with this level of cognitive 
outsourcing, and I hope to contribute further to the questions of democratic accountability, 
transparency in algorithms and human oversight.  
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3.1.3 - Big Data Governance 
 

Applications of Big Data and AI are widely used throughout the private sector and the 
slow-moving nature of the public sector has made the emergence of AI products for evidence-
based decision making a more recent development. Data governance is not new per se however, 
the applications of AI and Big Data extend its abilities to make more accurate predictions as a 
result of data mining and its predictive capacities. Giest (2016) describes data culture in 
government as “the capacity of both individual civil servants as well as the organizations as a 
whole to collect, merge and utilize big data and the institutional structure supporting this through 
training civil servants and open data initiatives”. The vast data which is collected throughout 
government domains such as tax systems, social programs and health records can now be 
digitized and used by decision makers when formulating policies in education, economics, health 
and social welfare (Giest, 2016). At the government level, the pairing of artificial intelligence and 
the analysis of big data allows algorithms to make more accurate decisions (Gal, 2016). 
 

Digital era governance emerges as a technological opportunity for governments to 
transition towards a more service oriented and accountable actor to its citizenry (Giest, 2016). 
Some of the initial ways in which these machines will be able to support government have been 
outlined by Engin and Treleavan (2019) among others with advancements that include: 
Government Data Facilities, Internet of Things (IoT), Big Data, Behavioural/Predictive Analytics 
and Blockchain Technologies. From these large pools of data and metadata, behavioural and 
predictive analytics are capable of synthesizing this information and uncovering hidden patterns, 
unknown correlations and personal preferences, something which would be impossible for a 
human (Engin and Treleavan, 2019). 

 
Technical rationality as proposed by Max Weber (Bannister et al 2012) follows in the belief 

that government should act along scientific lines and make decisions. For example, the UK 
Government Transformation Strategy has set out plans for the better use of data for policy 
making in which they have indicated the importance of easy data-driven decisions for the benefit 
of citizens (Government Transformation Strategy, 2017). The strategy explains how, in the near 
future, governments will use predictive analytics to “to anticipate demand for services or policy 
changes and to prepare to meet citizens’ and businesses’ changing needs, informing 
government’s decisions on what services to offer and how they should work” ;Ibid.Ϳ.  
 
 
3.2 Democratic Authority and Legitimacy 
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3.2.1. - Value of Democracy 
 

The concept of a democratic way of life for a society is not limited to elections or equal 
participation, rather it is the combination of instrumental and non-instrumental values of 
democracy. The democratic way of life permeates through a society at three levels: as a 
membership organization, a mode of government and a culture (Anderson, 2009). Anderson joins 
a larger body of scholars, notably John Stuart Mill and John Dewey, to argue that this democratic 
way of life is “justified as a matter of justice” ;Anderson, 2009). I will provide a brief description 
of the different levels of the democratic way of life before focusing my particular critique with 
some of the aspects of democracy as a mode of government, particularly with relation to how 
citizens give authority to decision makers. Contextual understanding of the interplay between 
the forms of democratic life will later demonstrate how threats to one aspect can impact another.  
 

A membership organization connotes the equality of all citizens of the community. The 
implication is such that no individual in society should preside above another. If one does not 
have such autonomy, there is no just reason for being compliant with a coercive law placed upon 
you (Pagallo, 2012). Autonomy of the individual as part of the membership, Kant claims, “is the 
independence from being constrained by another’s choice” ;Ibid.Ϳ. This is important for each 
individual’s equal claim to raise their opinion in society. Democracy ultimately pertains to 
citizens’ equal opportunity to advance their interests.   
  

Anderson (2009) describes the mode of government as a set of governing institutions that 
include: “a universal franchise, periodic elections, representative public officials, a free press and 
the rule of law”. Each of these are important institutions which represent methods built to ensure 
accountability for the equal interests of citizens. The ways in which coercive decisions are placed 
upon citizens through these governing institutions leads us into the discussion of deliberative 
democracy in contrast to a system of majority rule. Collective decisions, in contrast to majority 
rule, drive moral outcomes (Christiano et al, 2018). Dewey describes collective decision making 
as “the exercise of practical intelligence in discovering and implementing collective solutions to 
shared problems, which is the basic function of community life” ;Anderson, ϮϬϬϵͿ. For collective 
society to validate the authority of decision makers, citizens must be autonomous actors, or as 
Rawls would say a “self-originating source of claims” ;Ibid.). It is the collection of these claims 
which enhances citizens’ autonomy to participate and uncover solutions to their shared 
problems.  
 

Democratic institutions such as governing bodies or their constituents are an 
embodiment of a democratic culture. A democratic culture allows for individuals to deliberate, 
speak openly, critique and craft new solutions to their shared problems. Coercive decisions over 
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society by decision makers are temporary and require feedback, furthermore, they are subject 
to revision (Anderson, 2009). Civil society represents a democratic culture wholeheartedly in that 
it provides an environment for citizens to deliberate freely on matters of public concern, serving 
as an intermediary between the private lives of individuals and the state (Ibid.). 
 
3.2.2. – Proceduralism and Instrumentalism 
 

The pure instrumentalist view of authority refers to those who believe that democratic 
decisions are justified in so far as the quality of their outcomes. In this regard, instrumentalism 
judges its justification of a decision on whether society chooses to abide by the coercive 
regulation or law. The authority of a decision is justified if citizens choose to follow it regardless 
of the democratic procedures by which this decision was created. The pure instrumentalist 
believes that a procedure only achieves legitimacy “solely in virtue of its consequence” ;Danaher, 
2015). How could evidence gathered by inhumane treatment of subjects lead to a legitimate and 
authoritative democratic decision?  
 

In contrast to this view, a pure proceduralist believes that constituents should be subject 
to coercive decisions so long as the procedure which creates these decisions are just (Christiano, 
2014). Furthermore, these decisions should be drafted in such a way that each individual 
constituent is included equally, this would be fair to all participants (Danaher, 2015). The critique 
of the instrumentalist approach of achieving democratic authority emerges from the question on 
how one should respond if they believe a democratic decision to be unjust. If the procedure 
which achieved such a result was just and accepted in advance, then those constituents subject 
to such a rule should concede to its authority. However, as with the case of the instrumentalist, 
if only the procedure is taken into consideration, one might be able to justify an evidently bad 
decision “simply because it treated people with respect and allowed them some meaningful 
participation” ;Ibid.Ϳ. 
 

The intersection of these approaches to the determination of democratic authority is 
where several theorists believe decisions can be inherently legitimate. Christiano (2014) states 
that “we value political institutions because they make justice in society possible, because they 
advance the common good. And citizens within the democratic process argue in favor or against 
proposals on the grounds that certain policies and laws are just or desirable and others are not”. 
The nuance in discovering a common ground between a just outcome and a just procedure stems 
from society’s ability to have deliberative dialogue in achieving the shared solution for the 
collective problem and advancing each citizen’s interests equally.  
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The discussion of democratic values and legitimate authority stems from the usage of AI 
assistants by democratic decision makers. For several reasons which I will discuss, big data driven 
policy decisions apply an overly instrumental approach to democratic legitimacy. At times, 
foundational algorithms of AI assistants can include inherent biases that are reflective of gaps in 
the input data which may lead to incomplete information or in some cases exclude certain 
portions of the democratic membership organization. The AI ‘black box’ refers to the inability for 
an AI Assistant to explain its output conclusions to the its user. This alludes to issues of 
transparency and the relevant literature which speaks to accountability achieved through 
transparency. As part of understanding the mixed approach, in which the decision-making 
process can be deemed just by the equal members of society, there must be a certain level of 
understandability and transparency which constituents can deem to be lawful, justifiable and 
legitimate. Lastly, in reference to the democratic processes of accountability in which democratic 
citizens enables certain individuals to become decision makers to steer the ship of mutual claims, 
the literature which points to the loss of autonomy of individuals in their use of AI makes their 
ability to be held accountable for the legitimacy of their decisions contestable.  
 
 
3.3 Threats of AI Assistance to Democratic Values 
 
3.3.1 - Cognitive Outsourcing and Autonomy 
 

The increased ability of machines to do things better than humans has led to a significant 
rise in automation, whereby previously human performed tasks are routinely performed by 
machines. We regard this form of automation as the outsourcing of mundane or physically 
demanding activities. In many instances this is not objectively something negative or a cause for 
concern. As AI assistants enter various parts of personal and political life to help humans make 
more accurate and efficient decisions, this outsourcing extends into what some call algorithmic 
cognitive outsourcing. Danaher (2018) defines algorithmic cognitive outsourcing as “the 
offloading of a cognitive task to a smart algorithm”. The outsourcing of tasks is not something 
novel to human behaviour in that we may ask an accountant to report our finances, or a 
hairdresser to cut our hair. What then is the difference between algorithmic cognitive 
outsourcing to AI assistants? When is it unethical to outsource our actions and decisions to a 
human, or even an algorithm? These questions have been approached from the perspective of 
private AI assistants (Gal, 2016) and of public AI assistants (Danaher, 2016; Helbing et al, 2014) 
 

Algorithmic cognitive outsourcing limits the range of decisions available to an individual 
by the assurance that an algorithm is trustworthy in the provision of an efficient or most desirable 
outcome. The coded algorithm produces a recommendation based on given data inputs and 
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weighted values as well as machine learning to predict future wants or decisions. AI is celebrated 
as an objective and efficient method of achieving evidence based, rational decisions, yet we do 
not consciously outsource these actions rather we become complacent in their abilities. As Gal 
et al ;ϮϬϭϳͿ states in reference to consumer choices “΀consumers΁ display a pattern of conduct 
similar to that seen in relation to online contracts: accepting the algorithmic choice as default, 
without delving into the details and checking whether an optimal choice was made”. The reliance 
on an AI assistant becomes pervasive and the desire of the individual to ensure that the decision 
they take are in their own interest rather than predetermined by an algorithm will require some 
understandability in how decisions are made in the private and public sphere.   
 

In the context of public AI assistants, the autonomy of the decision maker is important in 
order to remain accountable to the constituents that elected them. There is concern that 
algorithmic consumers, those who use AI assistants to make decisions, are distanced from their 
actual choice field (Gal et al, 2017). Decisions outside of the purview of what an algorithm deems 
to be efficient and accurate will not be considered because the algorithm would in turn not 
suggest it and the algorithmic consumer would not have the willpower to look outside of 
predetermined options. In essence, decision makers will be nudged into ways of approaching 
policy issues based on the algorithms calculated best option (Diakopoulos, 2016). With increased 
citizen data that will be collected throughout Smart Cities and citizens’ expansive existence in the 
digital, public decision makers should be weary that AI assistants become more capable of making 
accurate decisions, but also increasing our trust in their ability and loss of responsibility to make 
important political decisions. Helbing et al. (2019) warn that the combination of expansive data 
governance structures paired with big data creates “big nudging”, where decisions are 
completely reliant on algorithms that can shape the future behavior of society in whichever way 
is deemed to provide the social good.  
 
 
3.3.2 - Transparency and Accountability 
 

Democratic methods of accountability were previously highlighted. However, of 
particular importance to the accountability with regard to AI assistants is the lack of transparency 
in the decision-making process. Frank Pasquale, author of The Black Box Society (2015) most 
famously identifies concerns with regard to the lack of transparency in emerging technologies 
and the lack of regulatory frameworks in place to take on the tech giants (Facebook, Twitter, 
Apple, Amazon, Google, Microsoft). Pasquale points out that decisions that used to be made 
through human reflection are now automated in that “software encodes thousands of rules and 
instructions computed in a fraction of a second” ;Pasquale, ϮϬ15). When individuals can be 
responsible for their own decisions this raises its own concerns, but when the predictive 
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algorithms that shape behavior interferes with society at large, the consequences could be more 
drastic. In reference to the organizing algorithms that curate our usage of online applications 
Pasquale states that the tech giants employ opaque technologies which effectively leave “users 
in the dark as to exactly why an app, story or book is featured at a particular time or in a particular 
place” ;Pasquale, ϮϬϭϱͿ.  
 

The lack of regulations for ensuring ethical algorithms has significant effects on 
democratic institutions. Diakopolous ;ϮϬϭϲͿ argues that algorithms are increasingly “exercising 
power over individuals or policies in a way that in some cases (hidden government watch lists) 
lacks any accountability whatsoever”.  The increased influence of algorithms over decisions 
requires that the users can understand what values are being taken into consideration into the 
provision of suggestions. In the context of a music suggestion from Spotify or online purchase, 
this may seem fairly innocuous because one assumes that the recommendation derives from 
previous listens and similar users’ preferences and has no serious drawbacks, however decisions 
by AI assistants in the public sphere demand another level of transparency and accountability. 
 

Transparency is necessary in the determination of just processes and maintaining 
accountability for decisions. Annany and Crawford (2016) highlight that the ability to observe can 
be understood as “a diagnostic for ethical actions, as observers with more access to the facts 
describing a system will be better able to judge whether a system is working as intended and 
what changes are required” ;Annany and Crawford, 2016). Citizens are more capable of 
determining the authority of decisions when decision making processes are more visible. For 
example, if society was unaware that a politician had external motivations for making a decision, 
or that it would have beneficial implications to their own wellbeing then society would be 
incapable of assessing the injustice and need for change. Furthermore, the notion of 
transparency and observation allows for the public acceptability of a decision and public trust in 
institutions (de Fine Licht, 2011). Transparency is a symbol of good government, it builds trust 
and can enable a system of accountability. 
 

On the other hand, transparency can also be harmful. For example, when companies want 
to hide trade secrets, they require a certain level of opacity so as not to lose their competitive 
edge. Algorithms are similar in this regard, if they were to be fully transparent it would be difficult 
to prevent someone gaming the system (Diakopoulos, 2016). If someone were to understand the 
weighted values of an algorithm that assesses the level of welfare a person should receive, or 
which tax bracket they should be taxed under, then individuals could alter their behavior in order 
to rig the system in their favour. Annany and Crawford (2016) proceed to outline some limitations 
of transparency, pertaining to algorithms, which include: the technical limitations of deep 
learning, machine learning and the inability to explain in a humanly logical sense how a decision 
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was achieved, the flaw of visibility in contrast to understandability as well as the overabundance 
of variables that render algorithms illegible to experts themselves.  
 
 
3.3.3 - Data inputs and Bias  
 

Many critics have raised of AI decision making have raised their concerns in regards to 
modern applications of AI which have led to biased decision making in predictive policing and 
facial recognition applications. Books like Weapons of Math Destruction by Cathy O’Neil have led 
the movement in criticizing the usage of AI and ML with regard to impactful decisions on society. 
Algorithms include the human influence of their creators due to the “criteria choices, 
optimization functions and training data” ;Diakopoulos, ϮϬϭϲͿ. Algorithms that thus claim to be 
completely objective and rational are also then subject to the human flaws in their creators. 
Rather, algorithms make normative decisions rather than objective or rational ones as a result of 
their weighted values in the codes (Mittelstadt, 2016, Hao, 2019). 

 
One of the more notable cases was Amazon’s facial recognition which produced gender 

and racial bias (Miller, 2019). This was also the case in police forces which attempted to use 
algorithms for predictive policing software which directed police to target minority communities 
and had discriminatory consequences for minority individuals (Brantingham et al. 2018). There 
are significant limitations to the usage of algorithms for predictive policing, in that relying on poor 
data can result in systemic bias and data censoring which can lead to discriminatory practices 
(Perry, 2013).  

 
On the other hand, some argue that machines are less biased than humans. Miller 

describes some examples in which algorithms were given tasks normally intended for humans. 
First, a 2002 study by economists on automated underwriting systems demonstrated that the 
systems more accurately produced results compared to manual underwriters, which also 
resulted in “higher borrower approval rates, especially for underserved applicants” ;Gates et. al 
2002). The next case points to a study on a job-screening algorithm at a software company in 
which the algorithm “favored non-traditional candidates” in particular those without top ranking 
universities on their CV (Miller, 2018). A study at the National Bureau of Economic Research 
analyzes the way in which a behavioral/predictive algorithm could replace the job of a judge that 
makes bail decisions. The study found that the algorithm could achieve significantly more 
equitable decisions with “jailing rate reductions of up to ϰϭй with no increase in crime rates” 
(Kleinberg et al, 2017). The report goes on to suggest that the jailing rate reductions can be 
achieved “while simultaneously reducing racial disparities” ;Ibid.Ϳ. 

 

C
E

U
eT

D
C

ol
le

ct
io

n



 70 

Cave et al (2018) suggests that ensuring that algorithms and new advanced AIs achieve 
an ethical alignment to a human level acceptable standard or what one would find minimally 
acceptable from a human would be trivial.  The paper claims “human decision-makers often fall 
below the standards we expect of them, whether through accident, malice or failures of 
reasoning.” Should we expect better than this from an algorithm? The study goes on to 
demonstrate that machine ethicists believe that it may be possible that automated moral reason 
could improve the ethical alignment of human and machine decision-making because it would 
demonstrate more consistent ethical commitments and beliefs and offer ways by which they can 
be followed more accurately.  
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4. 0 Methodology 
 
4.1 - Ethics of Risky New Technologies 
 

The aim of this paper will be to demonstrate how the risks to accountability and 
democratic legitimacy associated with the increased use of AI assistance as tools for public 
decision makers can be mitigated. Wolff (2019) sets out a framework by which ethical 
implications can be considered when assessing the implementation of what he calls “risky new 
technologies”. He argues that the introduction of “very innovative technology takes us into 
uncharted territory and [this] means that it is very difficult to make a well-grounded assessment 
of the possible outcomes and their probabilities” ;Wolff, ϮϬϭϵͿ. The future capabilities of AI are 
advancing at such a rate that their long-term implications are difficult to currently assess. This is 
a case of radical uncertainty (Wolff, 2019) that necessitates a different approach in order to 
provide suggestions on how to approach a new technology with cautious optimism. 
 

A restrictive attitude to new technologies could lead to a loss of something which would 
be of great benefit to society. The promises of AI assistants to create innovative and evidence-
based policies should not be ignored though we should take precautions. Wolff states, “the trick 
will be to decide when precaution is necessary and when it is unnecessary or in other words, 
when the introduction of a new technology should be treated in a different way” ;Wolff, ϮϬϭϵͿ.  
 

Bearing this in mind, I will apply the precautionary checklist for risky new technologies set 
forward by Wolff, in order to determine how we should approach the introduction of AI assistants 
into public sector decision making. 
 
The checklist includes the following questions (Wolff, 2019): 

1. Are the costs and risks of the new technology tolerable? 
2. Does it have significant benefits? 
3. Do these benefits solve important problems? 
4. Could these problems be solved in some other less risky way? 
5. What are the possible long-term economic consequences of introducing the technology? 
6. What is the possible long-term political consequences of introducing the technology? 

 
If we determine that the variables for AI assistants are too uncertain due to the incalculable 

benefits with further technological developments and the degree to which humans will remain 
present in the decision-making process, then there may very well be a risk that the negative 
drawbacks could overwhelm the benefits. This paper will attempt to set some points of limitation 
by highlighting certain areas of concern that should be considered with the increased 
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development of AI assistants and their integration into the public-sector decision-making 
process. Understanding the potential risks associated with these innovations will allow the thesis 
to offer suggestions on how to mitigate risks to democratic legitimacy and the accountability of 
decision makers while not being overly cautious and impeding innovations that could potentially 
benefit society. 
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5.0 - Conclusions 
 

In light of the literature with the application of this methodology, this paper will attempt 
to do a cost-benefit analysis as it pertains to the risks associated with AI assistants used by policy 
makers in order to better understand the policies necessary to regulate such an innovative new 
technology in which consequences are unclear and the benefits are unbounded. First, I will begin 
by outlining some of the areas in which AI assistants to policy makers can be of great benefit, 
through the usage of more efficient predictive analytics tools and cost-effective government 
spending that emerges out of the collection of big data paired with machine learning and artificial 
intelligence. Second, this paper will discuss the importance of a pluralistic approach in the debate 
surrounding instrumentalist and proceduralist views of democratic authority, particularly in 
relation to the use of AI assistants. I will highlight the risks associated with AI assistants that place 
too much emphasis on instrumental authority whereby authority is justified by the result, instead 
of the pluralistic approach that includes a level of proceduralism that retains the value of 
authority which stems from a legitimate and democratic process. This democratic process must 
include transparency, to the point of understandability, in the algorithms that shape AI assistants 
so that the electorate can hold decision makers accountable when a policy is deemed unjust. 
Third, I will discuss how decision makers’ cognitive outsourcing to AI assistants diminishes their 
level of autonomy, and thus accountability to citizens. This is true unless elected officials are 
capable of understanding the ways in which AI assistants produce their results, ensuring that the 
data inputs used to produce results do not include biases that exceed a human level of bias. It is 
important to note here that humans often make biased decisions and thus the expectation from 
an AI assistant should be that it produces equally or less biased decisions than a human. Fourth, 
I will provide some preliminary results for preventative actions that policymakers can take to 
regulate the usage AI assistants. This will include a discussion of the need for transparency as 
well as opacity in algorithms. I will also argue for the sake of an ‘in the loop’ human oversight 
which implies that a human should always be in a position to be held accountable to the final 
decision. This stems from the unknowable risks associated with the further development of AI 
assistants which could legitimize concerns of superintelligence and algocracy.   
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7.0 Appendix 
 
Table 1: Workplan and timetable for completion of the Masters Thesis 
 

Deadline Work to be completed 
August 15, 2019 First full Draft of Thesis Report 
August 30, 2019 Submission of Thesis Report 
December 2019 Discussion with Professor Gallego on 

Empirical Approach to Masters Thesis 
April 2020 Content Analysis for Masters Thesis 
End of May 2020 Completion of analytical research methods 
June 15, 2020 First full Draft of Masters Thesis 
June 30, 2020 Submission of Masters Thesis 
September 2020 Oral Defense of Masters Thesis 
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