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Abstract

This thesis deals with three types of problems in Graph Theory related, in different
forms, to colorings of graphs.

In the first chapter, we study the well-known edge-disjoint paths problem in a setting
introduced by Csaba, Faudree, Gyárfás, Lehel, and Schelp and give new bounds on the
maximum degree of a multigraph D that guarantees that it is realizable in a complete
bipartite base graph Kn,n on the same vertex set, both assuming that D is bipartite
with respect to the bipartition classes of Kn,n and without this assumption. We also
give sharp results on the number of edges that D may have to guarantee that Kn,n is
terminal-pairable with respect to D. This generalizes the work of Győri, Mezei and
Mészáros on complete base graphs. In our proofs, edge colorings of multigraphs are used
and we apply the celebrated result of Kahn on the list chromatic index of multigraphs
along with other more classical results on edge colorings.

In the second chapter, the well-studied problem of L(2, 1)-labelings of graphs, a vertex
color where the colors satisfy some distance restrictions, is studied. We focus on ori-
ented graphs, and prove an analogous result of Griggs and Yeh in this setting about
bounds on the L(2, 1) number in terms of the maximum degree of the graph and related
parameters. We introduce alternative versions of the L(2, 1)-labeling problem and prove
similar results for these new problems raised. Finally, we improve some results of Jiang,
Shao and Vesel on the L(2, 1) number of product of oriented cycles.

In the third chapter, we consider the problem of Erdős and Rothschild of determining the
maximum number of edge colorings without a monochromatic copy of a fixed subgraph
that a graph on n vertices may admit. More especifically, we improve the results of
Hoppen, Kohayakawa and Lefmann when the monochromatic forbidden subgraph is a
star.
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Introduction

A vertex coloring of a graph G = (V (G), E(G)) is an assignment of colors to the vertices
of G in a way that adjacent vertices receive distinct colors. More specifically, a k-coloring
of G is a function c : V (G)→ S such that c(u) 6= c(v) whenever uv ∈ E(G) (sometimes
the phrasing proper coloring or valid coloring is used to emphasize this property) and
|S| ≤ k (we usually take S to be the set of integers from 1 to k, denoted succinctly by
[k]). The chromatic number of a graph G, denoted by χ(G), is the smallest value of k
such that G admits a k-coloring. In other words, χ(G) is the least positive integer k
such that V (G) can be partitioned into k independent sets, i.e., sets of vertices pairwise
not joined by an edge.

Coloring problems are one of the most studied kind of problems in Graph Theory.
One reason for this is that it is both rich in applications (we will mention a few in the
next paragraphs) and computationally hard: besides the simple cases k = 1 and k = 2
(a non-empty graph has χ(G) = 1 iff it is edgeless and χ(G) = 2 iff it has at least one
edge and no odd cycle), for every k ≥ 3, it is NP-complete to decide if a given graph
admits a k-coloring (in fact, it is one of Karp’s 21 NP-complete problems [76]). Also,
for all ε > 0, approximating the chromatic number within n1−ε is NP-hard [128].

The starting point of the study of graph colorings is probably the well-known Four
Color Problem, raised by Francis Guthrie in 1852: is it possible to color the regions of
a map using four colors in a way that no two adjacent regions have the same color?
This is equivalent to the statement that χ(G) ≤ 4 for every planar graph G. Despite
its harmless look, this conjecture took more than a hundred years to be solved (by
Appel and Haken in 1976 [6, 7, 8]) and it fostered the development of a good part of
modern Graph Theory. We refer to the excellent book of Chartrand and Zhang [20] for
a meticulous account of the Four Color Problem, and also as a comprehensive reference
about graph colorings.

There are many applications of coloring the vertices of graphs besides coloring a map.
Another class of applications are scheduling problems: suppose that an organization has
some members that form committees. Each committee holds a meeting for a day, and
some members may belong to more than one committee. What is the minimum number
of days needed to hold all the meetings in a way that every member attends all the
meetings of the committees they belong to? If we construct a graph G whose vertex set
is the set of committees and in which two vertices are joined exactly if there is a member
that belongs to both committees, then χ(G) is precisely the number we are looking for.

It is clear that if k vertices of G are joined to each other, then any valid vertex coloring
assigns a different color for each one of those vertices. In other words, χ(G) ≥ ω(G),
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Introduction

where ω(G) stands for the biggest k with the aforementioned property, known as the
clique number of G. On the other hand, a greedy algorithm colors G with at most
∆(G) + 1 colors, so χ(G) ≤ ∆(G) + 1, where ∆(G) is the maximum degree of a vertex
in G. These two bounds, however, are typically very far from each other and from χ(G)
itself: indeed, if we select uniformly a random graph among all the graphs on the vertex
set [n], where n is a large integer, it is very likely (i.e., the probability of this event goes
to 1 as n goes to infinity) that the chosen graph G has χ(G) close to n

2 log2(n) , ∆(G) close

to n
2 and ω(G) is close to 2 log2(n) (see, for instance, [68]).

The classical theorem of Brooks, from 1941, characterizes precisely the graphs that
match the upper bound:

Theorem 0.1 (Brooks [14]). For a connected graph G, χ(G) ≤ ∆(G) unless G is an
odd cycle or a complete graph.

As for the lower bound, the graphs G that satisfy χ(H) = ω(H) for all induced
subgraphs H ⊆ G are called perfect graphs. They form a fascinating class of graphs
which is rich in applications and problems. It was defined in the sixties by Berge [13],
who conjectured what is known nowadays as the Strong Perfect Graph Theorem, proved
in 2006 by Chudnovsky, Robertson, Seymour and Thomas:

Theorem 0.2 (Chudnovsky, Robertson, Seymour and Thomas [21]). A graph is perfect
if and only if it does not contain an odd cycle of length at least five or its complement
as an induced subgraph.

One could ask if, in general, the chromatic number could be bounded as a function of
ω, i.e., whether there exists a function f such that ω(G) ≤ k implies χ(G) ≤ f(k) for
every graph G. This was disproved first by Zykov in 1949 [129] and by Mycielski in 1955
[93]. Both of them constructed families of triangle-free graphs (ω = 2) and chromatic
number arbitrarily large, followed by many other constructions:

The Zykov graphs Zi are defined recursively as follows: Z1 = K1, the graph on one
vertex; for each i ≥ 1, the graph Zi+1 is obtained by taking i copies of Zi and a set
of |V (Zi)|i new vertices. We label these vertices with the i-tuples (v1, . . . , vi), where
xi ∈ V (Zi) (notice that there exactly |V (Zi)|i of them), and join the vertex (x1, . . . , xi)
to the vertex x1 in the first copy of Zi, x2 in the second copy of Zi, and so on. It is not
hard to check that all the Zi are triangle-free and χ(Zi) = i.

Mycielski’s construction is more economic in terms of number of vertices: let M1 be
the graph on one vertex; given i ≥ 1, Mi+1 is the graph obtained by taking a copy of
Mi, a set S of |V (Mi)| new vertices, say, S = {v∗ : v ∈ V (Mi)}, and a new vertex x. We
join the vertex v∗ to the neighbors of v in Mi, and join x to every vertex in S. Again,
it is possible to prove that, for every i ≥ 1, Mi is a triangle-free graph and χ(Mi) = i.

Erdős and Hajnal gave another construction without the need of recursion, the so-
called shift graphs SHn: V (SHn) = {(i, j) : 1 ≤ i < j ≤ n} and the vertices (p, q) and
(r, s) are adjacent only if q = r or p = s. The shift graph SHn has no triangles and
χ(SHn) = dlog2(n)e.
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Introduction

The well-known Kneser graphs KGn,k are defined as V (KGn,k) =
([n]
k

)
, i.e, the k-

subsets of an n-element ground set, and E(G) = {{U, V } : U ∩ V = ∅}. It is a theorem
of Lovász [86] that, whenever n ≥ 2k, χ(KGn,k) = n − 2k + 2. Moreover, it is easy to
see that if n < 3k, then KGn,k is triangle-free. Thus, for some choice of the parameters
n and k, the Kneser graph is triangle-free and has chromatic number arbitrarily large.

Tutte’s construction, which is better in the sense that the graphs not only do not
contain triangles, but the length of their shortest cycle is at least six. However, the
number of vertices of those graphs are enormous. The Tutte graph Ti is the graph on
one vertex, and for i ≥ 1, Ti+1 is constructed from Ti in the following way: if Ti has ni
vertices, take mi =

(
(ni−1)i+1

ni

)
copies of Ti and a set S of (ni−1)i+ 1 new vertices. This

set has exactly mi subsets of size ni, so there is a bijection between these subsets and
the copies of Ti. For each one of the ni-subsets of S, we take its corresponding copy of T
and place an arbitrary matching in between them. This is the graph Ti+1. It is possible
to prove that, for every i ≥ 1, Ti has no cycle of length three, four or five, and χ(Ti) = i.

Later, this was widely generalized by Erdős, who proved the following celebrated
theorem in 1959 using the probabilistic method:

Theorem 0.3 (Erdős [33]). For every positive integers g and k, there is a graph G with
χ(G) > k and no cycle of length less than g.

The result above shows that, in a way, the chromatic number is a global property of
a graph. Indeed, graphs with large girth look locally like trees, and hence there is no
local reason for their chromatic number to be large. Its proof, as many probabilistic
proofs, does not construct explicitly graphs with the required property. It took almost
10 years after Erdős’s proof for the first such construction, due to Lovász [85], which
uses hypergraphs. Another ten years later, Nešetřil and and Rödl [95] gave a simplified
construction, which still uses hypergraphs. Only ten years after this constuction, almost
thirty years after the original proof of Erdős, a hypergraph-free construction of the
theorem was given by Kř́ıž [81]. Another construction was recently found by Alon,
Kostochka, Reiniger, West and Zhu [4]. Finally, we remark that certain expander graphs
provide more economic constructions of such graphs. However, their constructions rely
heavily on algebraic techniques. We refer to [62] for a comprehensive account of the
subject.

Still, for some classes of graphs, χ is bounded as a function of ω. Gyárfás [54] defined
the notion of χ-boundedness as follows: a family F of graph is χ-bounded if there is a
function f such that for every G ∈ F and every induced subgraph H of G, it holds that
χ(H) ≤ f(ω(H)). By definition, perfect graphs are χ-bounded (with f(x) = x). There
is a big list of papers and result in this area in the last few years. We mention an elegant
conjecture of Gyárfás [53] and Sumner [111]:

Conjecture 0.4 (Gyárfás and Sumner). For every fixed tree T , the class of T -free graphs
is χ-bounded.

Another example of application of colorings is the following task distribution problem:
in a school, there is a set of teachers and a set of classes. Each teacher is able to give
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Introduction

some of the classes, each class lasts one hour and our goal is, assuming that we may have
as many simultaneous classes as we wish, to minimize the total length of a timetable.
This problem is easily stated as an edge coloring problem. If we consider the bipartite
graph G in which one color class the vertices are the teachers, in the other, the vertices
are the classes, and a teacher and a class are joined by an edge if the teacher is able to
teach that class, the number we are looking for is the least number of colors needed to
color the edges of G without edges of the same color sharing a vertex. Equivalently, this
is the smallest number of classes in a partition of the edges of G into matchings. This
parameter is called the edge-chromatic number, or the chromatic index of G, and it is
denoted by χ′(G).

If L(G) is the line graph of G, the graph such that V (L(G)) = E(G) and two distinct
edges e, f ∈ E(G) are joined by an edge in L(G) if and only if they share a common
endpoint, we have χ′(G) = χ(L(G)). Despite this reduction of edge colorings to vertex
colorings, χ and χ′ behave quite differently. In particular, there is a striking difference
in the range of values of these two parameters: while χ is very hard to compute and
even to approximate, as mentioned above, χ′(G) may assume only two values according
to ∆(G), as the celebrated theorem of Vizing states:

Theorem 0.5 (Vizing 1964 [119]). For every graph G, ∆(G) ≤ χ′(G) ≤ ∆(G) + 1.

Back to the scheduling problem, suppose now that there is the extra condition that
each person has a different list of available days to meet. How can we arrange the
meetings? In the terminology of Graph Theory, this is a list coloring of G: in addition
to the original condition of a vertex coloring, each vertex v has a list L(v) of admissible
colors (the days that every member in this committee is able to meet). A list coloring
is simply a vertex coloring c with the requirement that c(v) ∈ L(v) for every v ∈ V (G).

The list chromatic number (or choosability) of G, denoted by ch(G) (or, less often,
by χl(G)), is the least integer k with the following property: for every assignment L
of lists of size at least k to the vertices of G, there is a list coloring with respect to L.
This concept was introduced in the seventies independently by Vizing [121] and Erdős,
Rubin, and Taylor [34].

The constant assignment L(v) = {1, . . . , k} for every v ∈ V (G) shows that ch(G) ≥
χ(G). These difference between these numbers can be arbitrarily large, as there are
bipartite graphs G with ch(G) > k for every k.

On the other hand, the bound ch(G) ≤ ∆(G)+1 also holds, and even Brooks’s theorem
(Theorem 0.1) is still true for the list chromatic number. As for planar graphs, it is true
that ch(G) ≤ 5 for every planar graph G, as proved by Thomassen [116], but there are
planar graphs G with ch(G) = 5 (as opposed to χ(G) ≤ 4, by the Four Color Theorem).

Another distinctive characteristic of the list chromatic number is that it grows with
the average degree, which clearly is not the case for the usual chromatic number. More
precisely:

Theorem 0.6 (Alon [2]). There is a function g(d) tending to infinity such that if G has
average degree d, then ch(G) > g(d).
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Introduction

One can define the corresponding edge version of list colorings and define the list
edge chromatic number (or edge choosability) of G accordingly. This number is denoted
by ch′(G). Again, we have ch′(G) ≥ χ′(G). In this case, however, the equality was
conjectured by many authors since the seventies (see [69] for historical references):

Conjecture 0.7 (List edge coloring conjecture). For every graph G, ch′(G) = χ′(G).

This result was proved to be true for bipartite graphs by Galvin [50]. An asymptotic
version was proved by Kahn [73], in the context of multigraphs:

Theorem 0.8 (Kahn [73]). For any multigraph H

ch′(H) ≤ (1 + o(1))χ′(H).
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

1.1 Definitions and related problems

Let G be a graph (sometimes called the base graph) and D be a loopless multigraph with
V (D) = V (G) (sometimes called the demand graph). The terminal-pairability problem,
also known as the edge-disjoint paths problem, asks whether we can replace each edge e
of D by a path Pe in G joining the endpoints of e in a way that the Pe are pairwise edge-
disjoint. If this is the case, the graph with vertex set V (G) and edge set

⋃
e∈E(D)E(Pe)

is called a resolution of D in G. We say, then, that G is terminal-pairable with respect to
D, or, conversely, that D is realizable (or resolvable) in G. More generally, we say that
G is terminal-pairable with respect to a family F of loopless multigraphs (and that F is
realizable in G) if D is realizable in G for every D ∈ F . Figure 1.1 depicts an example
when the base graph is a K5, and each color represents a path in the resolution.

Figure 1.1: A base graph G, a demand graph D, and a resolution of D in G

There are a few well-studied problems related to the edge-disjoint paths problem. We
mention them in the next paragraphs.

I. Menger’s theorem, Mader’s theorem, flows in networks

The study of connection of vertices by paths in graphs traces back to the first half of
last century. One of the version of the classical theorem of Menger from 1927 states:

Theorem 1.1 (Menger [89]). Let G be a graph and u and v two distinct vertices. Then
the maximum number of pairwise edge-disjoint paths from u to v is equal to the minimum
number of edges whose removal disconnects u and v.

This theorem corresponds to the edge-disjoint paths problem when the edge set E(D)
of the demand graph consists of parallel edges joining a fixed pair of vertices. In partic-
ular, it says that a demand graph consisting of k parallel edges uv is realizable in G if
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

and only if G satisfies the following condition: for every partition of V (G) into two sets
S and T such that u ∈ S and v ∈ T , there are at least k edges with one endpoint in
each set.

Menger’s theorem was later generalized by Mader in 1978, replacing the two vertices u
and v above by any subset of V (G). To state his result, we need the following definitions,
following the notation of [107]: for a subset T = {t1, . . . , tk} ⊆ V (G), a T -path is a path
with endpoints in two distinct vertices of T and all other vertices in V (G)−T . Moreover,
a collection A = {A1, . . . , Ak} of pairwise disjoint subsets of V is called a T -partition if
ti ∈ Ai for every i ∈ [k]. Finally, for X ⊆ V (G) let dG(X) denote the number of edges
in G with exactly one endpoint in X.

Theorem 1.2 (Mader [87]). Let G be a graph and T = {t1, . . . , tk} ⊆ V (G). The
maximum number of edge-disjoint T -paths in G is equal to the minimum of

|A0|+
∑
C∈C

⌊
1

2
dG(C)

⌋
taken over all T -partitions A = {A1, . . . , Ak}, where A0 is the set of edges whose two
endpoints are in Ai and Aj with i 6= j; A = ∪i∈[k]Ai, and the elements of C are the
vertex sets of the connected components of G−A.

In another direction, the first generalization of Menger’s theorem to other demand
graphs appeared in a paper of Seymour in 1980 [108]. First, he remarks that a simple
construction reduces the case of demand graphs consisting of a multistar (a multigraph
in which there is a vertex incident to every edge) to Menger’s Theorem. Further, he
establishes some technical characterization for a graph G to be terminal-pairable with
respect to a demand graph D in the next simplest cases: when D contains two edges and
when the edges of D cover at most three vertices, the latter using the result of Mader
stated above.

Another theorem related to Menger’s theorem is the max-flow min-cut theorem of Ford
and Fulkerson. Let D = (V,E) be a digraph and s and t be two distinct distinguished
vertices of D that we call, respectively, the source and the sink. The capacity c(e) of
a (directed) edge e is a positive real number that represents the maximum amount of
flow that may pass through it. An s − t flow in D is a mapping f from E(D) to the
non-negative real numbers such that:

1. For every edge e ∈ E(D), f(e) ≤ c(e),

2. For every vertex v in V (D) − {s, t}, the amount of flow that enters v is equal to
the flow that leaves it:∑

u:(u,v)∈E(D)

f((u, v)) =
∑

w:(v,w)∈E(D)

f((v, w)).
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

The value of a flow f is defined to be
∑

v:(s,v)∈E(D) f((s, v)), and it is simple to check
that it is equal to

∑
v:(v,t)∈E(D) f((v, t)).

An s− t cut C is a partition of V (D) into two sets S and T such that s ∈ S and t ∈ T .
The capacity of a cut C is defined to be the sum of the capacities of the edges with one
endpoint in S and the other in T .

The theorem of Ford and Fulkerson states that:

Theorem 1.3 (Ford and Fulkerson [46]). The maximum value of an s− t flow is equal
to the minimum capacity over all s− t cuts.

We refer to their book [47] for a comprehensive treatment of flows in networks.

Finally, we mention that there is a variation of the max flow problem which is more
closely related to the edge-disjoint paths problem. It is called the multiple-source unsplit-
table flow, and it is defined as follows: a digraph G is given in which each edge e has ca-
pacity ce. There are k commodities correspondig to triples (si, ti, ci) ∈ V (G)×V (G)×R+,
where si is the source, ti is the sink and ci is the demand of the i-th commodity. The
goal of the problem is to route the commodities along G without splitting the flow of
any commodity (i.e., the i-th commodity must flow through a single si− ti path) and in
a way that the flow in each edge e (the sum of the commodities flowing through it) does
not exceed ce (see [9], [11] and [12]). In case all the demands and capacities are equal
and (u, v) ∈ E(G) implies (v, u) ∈ E(G) for all vertices u and v, the problem reduces to
decide if the underlying undirected graph of G is terminal-pairable with respect to the
multigraph obtained by creating an edge ei joining the pair (si, ti), i ∈ [k].

II. Graph immersions

Let H and G be (multi)graphs. An immersion of H in G is a map φ with domain
V (H) ∪ E(H) such that

• φ maps vertices of H into distinct vertices of G,

• a loop on a vertex u ∈ V (H) is mapped to a cycle of G that contains φ(u),

• an edge uv (u 6= v) of H is mapped to a path in G connecting φ(u) and φ(v),

• for every two distinct edges e1 and e2 of H, the images φ(e1) and φ(e2) are edge-
disjoint in G.

Furthermore, if for every v ∈ V (H) and e ∈ E(H) we have v /∈ e =⇒ φ(v) /∈ V (φ(e)),
φ is called a strong immersion.

In other words, a multigraph H admits an immersion in the graph G such that
|V (H)| = |V (G)| iff there is a bijection f : V (H) → V (G) such that G is terminal-
pairable with respect to the multigraph H ′ such that V (H ′) = V (G) and E(H ′) =
{f(u)f(v) : uv is an edge of H}. In the immersion we are free to identify the vertices of
H and G (or, in general, a subgraph of G) before replacing the edges by paths. In the
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

terminal-pairability problem, this identification is fixed. Clearly, the two problems are
the same if G is the complete graph and H is a loopless multigraph on the same number
of vertices. The following result is the best minimum degree condition known that forces
a complete graph to be immersed in a graph G:

Theorem 1.4 (Dvořák and Yepremyan [32]). For every positive integer t, if G is a
graph with δ(G) ≥ 11t+ 7, then there is a strong immersion of Kt in G.

Robertson and Seymour proved the fundamental result that graph immersions form
a well-quasi-ordering of graphs. In other words:

Theorem 1.5 (Robertson and Seymour [103]). In any infinite sequence of graphs (Gi)
∞
i=1,

there are i < j such that there is an immersion of Gi in Gj.

Remark 1.6. The authors mention in the same paper that they might have a proof for
strong immersions as well, and state that “even if it was correct it was very much more
complicated, and it is unlikely that we will write it down”.

The relation between the chromatic number of a graph and an immersion of a complete
graph in it is also studied. Namely, there are the following conjectures:

Conjecture 1.7 (Lescure and Meyniel [84]). If χ(G) ≥ t, then G contains a strong
immersion of Kt.

Conjecture 1.8 (Abu-Khzam and Langston [1]). If χ(G) ≥ t, then G contains an
immersion of Kt.

Remark 1.9. These two conjectures are analogous of Hadwiger’s conjecture, which
states that χ(G) ≥ t implies that G contains Kt as a minor (i.e., Kt can be obtained
by a sequence of edge contractions, vertex and edge deletions of G), and it is known
to be true up to t = 6 (see [104]). The corresponding statement obtained by replacing
“minor” by “topological minor” (i.e., G contains a subdivision of Kt as a subgraph) in
Hadwiger’s conjecture, formerly known as Hajós conjecture, is known to be false for all
t ≥ 7 (although it holds for graphs with girth at least 186, as proved in [83]).

III. Weakly-k-linked graphs

The concept of weakly-linkedness of (multi)graphs was introduced in [115] by Thomassen
as follows: a graph G with at least 2k vertices is called weakly-k-linked if for every choice
of (not necessarily distinct) 2k vertices of G, s1, . . . , sk, t1, . . . , tk, there are k pairwise
edge-disjoint paths P1, . . . , Pk in G such that Pi connects si and ti, i ∈ [k]. In our ter-
minology, a graph is weakly-k-linked if every loopless multigraph with at most k edges
is realizable in G.

It is clear that every weakly-k-linked graph is k-edge-connected, and in [115] Thomassen
conjectured that in fact, for odd k, a graph is weakly-k-linked if and only if it is
k-edge-connected. The search for the smallest function f(k) such that every f(k)-
edge-connected graph is weakly-k-linked was the object of study of a number of papers
[97, 98, 61, 65], culminating in the following result, which is currently the best known:
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

Theorem 1.10 (Huck [65]). Let G be a graph and k be a positive integer.

• If k is odd and G is (k + 1)-edge-connected, then G is weakly-k-linked.

• If k is even and G is (k + 2)-edge-connected, then G is weakly-k-linked.

1.2 Algorithms versus sufficient conditions

The reader may wonder why there are two distinct names for our problem. This fact
reflects the different directions of research in the area. We describe both perspectives in
the next lines.

The phrasing “edge-disjoint paths problem” (EDP problem for short) was used origi-
nally in computer science, where the complexity of constructing the set of edge-disjoint
paths is studied. In this direction, the decision version of EDP was first shown to be
NP-complete by Even, Itai, and Shamir [41]. Robertson and Seymour [105] proved that
for a fixed number of paths the problem is solvable in polynomial time, and the running
time was later improved by Kawarabayashi, Kobayashi and Reed [77] (these results are
about vertex-disjoint paths, but by moving to the line graph of G, edge-disjoint paths
become vertex-disjoint). However, if the number of required paths is part of the input
then the problem is NP-complete even for complete [80] and series-parallel graphs [96].
The problem is NP-hard even if G+D (the graph obtained by taking the disjoint union
of the edge sets) is Eulerian and D consists of at most three sets of parallel edges, as
shown by Vygen [122]. If no restrictions are made on G, then the problem is NP-hard
for one set of parallel edges which should be mapped to edge-disjoint paths of length
exactly 3, see [5].

On the other hand, Csaba, Faudree, Gyárfás, Lehel and Schelp, in a paper in 1992 [29],
coined the term “terminal-pairability” as they applied the edge-disjoint paths problem
in a practical task of building a network of processors in a way that allows simultaneous
communication with any pairing of the so-called terminal nodes, which are degree one
processors. In the same paper, they introduced the concept of path-pairability : Let
G = (V,E) be a graph on an even number of vertices, and M be the set of matchings
of the complete graph with vertex set V . G is said to be path-pairable if it is terminal-
pairable with respect toM. This is a fast growing line of research, and among the many
results in the area, we mention the following question: what is the minimum maximum
degree that a path-pairable graph G on n vertices may have? Faudree, Gyárfás and Lehel
[43] proved that ∆(G) ≥ c log n/ log log n for some constant c. As for upper bounds, path-
pairable graphs on n vertices and ∆ ∼ 2

√
n and ∆ ∼

√
n were constructed by Kubicka,

Kubicki and Lehel [82] and Mészáros [90], respectively. More recently, Győri, Mezei and
Mészáros [57] greatly improved the upper bound by constructing a path-pairable graph
on n vertices and ∆ ≤ c log n, where c < 8. Finally, we mention a conjecture that traces
back to the original paper of Csaba et al., and which would give another example of
path-pairable graph with ∆ < C log n, with an even smaller constant C:
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

Conjecture 1.11 ([29]). For every k ≥ 1, the (2k+ 1)-dimensional hypercube Q2k+1 is
path-pairable.

Back to terminal-pairability in general, considering the NP-hardness of the problem,
we do not hope to give a condition which is both necessary and sufficient for D to be
realizable in G. Instead, sufficient conditions for a graph D to be realized in G are
sought after.

More specifically, Gyárfás, Lehel and Schelp in [29] and later Győri, Mezei and
Mészáros in [56] dealt with the following question: given a fixed base graph G (in their
case, the complete graph), what are some sufficient conditions for a demand graph D, in
terms of its maximum degree or its number of edges, to be realizable in G? The second
set of authors proved the following two results (the first one is an improvement on an
early result from the first group of authors, and the second generalizes a result of [82]):

Theorem 1.12 (Győri, Mezei and Mészáros [56]). If D is a loopless multigraph on n
vertices such that ∆(D) ≤ 2bn/6c − 4, then D is realizable in Kn.

Theorem 1.13 (Győri, Mezei and Mészáros [56]). If D is a loopless multigraph on n
vertices, e(D) ≤ 2n − 5 and ∆(D) ≤ n − 1, then D is realizable in Kn. Moreover, a
demand graph consisting of the disjoint union of two sets of n − 2 parallel edges shows
that the bound is sharp.

Remark 1.14. The condition ∆(D) ≤ n−1 is clearly necessary, as for a demand graph
D to be realizable in G we must have dD(v) ≤ dG(v) for every v ∈ V (G) = V (D).

While Theorem 1.13 is sharp, this is not the case for Theorem 1.12: on the one hand,
it is easy to see that the result cannot hold if ∆(D) > n/2, as shown by a demand graph
obtained by replacing each edge in a one-factor of G by a set of ∆(D) parallel edges.
It was conjectured in [29] and [42] that if n ≡ 2 (mod 4), the upper bound of n/2 can
be attained. This was proved to be false by Girão and Mészáros in a short and elegant
proof that we present here for the sake of completeness:

Theorem 1.15 (Girão, Mészáros [51]). If q > 13/27n+O(1), there is a demand graph
on n vertices such that ∆(D) = q and D is not realizable in Kn.

Proof. We may assume that n is divisible by 3. Let q be an integer and D be the demand
graph obtained by partitioning the n vertices into n/3 triples and placing q/2 parallel
edges joining every pair of vertices in each triple (so D is a q-regular multigraph), i.e.,
the graph consists of n/3 edge-disjoint triangles in which every edge has multiplicity q/2.

Assume P is a collection of paths that corresponds to a resolution of D in Kn. Note
that e(D) = nq/2 and that at most n demand edges can be realized using exactly
one edge of Kn or using 2 edges within is triple, thus at least nq/2 − n demand edges
correspond to paths of length 2 or more in P. In particular, if t denotes the number of
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

paths of length 2 in P not lying within a triple, then the following condition holds due
to simple edge counting:

n+ 2t+ 3(nq/2− n− t) ≤ n(n− 1)/2,

that is, t ≥ n/2(3q − n− 3). Hence, if q is sufficiently large (in terms of n), then lots
of demand edges must be realized through path of length 2 (we call it a “cherry”).

For a triangle Ti, let αi denote the number of demand edges not in Ti that are resolved
in a cheery through any vertex of Ti. Also, let βi be the number of demand edges of Ti
that are resolved via a cherry with its middle vertex lying outside of Ti. Observe that
by simple double-counting:

n/3∑
i=1

αi + βi ≥ n(3q − n− 3)

and therefore there must exist a triangle Ti with αi + βi ≥ 3(3q − n− 3).

Note that between two distinct triangles at most 4 edges can be solved via paths of
length 2 (every cherry requires two edges between the triangles in Kn and we only have
9 of them). This implies that between Ti and any other triangle at most 4(n/3 − 1)
demand edges can be solved via cherries. Hence, 4(n/3 − 1) ≥ 3(3q − n − 3), which
implies q ≤ 13n/27 + 5/9.

1.3 Complete bipartite base graphs

The next natural step after taking G = Kn is to consider G = Kn,n or, more generally,
a complete bipartite graph. In this section, we state and prove analogous results of
Theorems 1.12 and 1.13 in this setting.

Given an edge e ∈ E(D) with endvertices u and v, we define the lifting of e to a vertex
w ∈ V (D), as an operation which transforms D by deleting e and adding two new edges
joining uw and vw; in case u = w or v = w, the operation does not do anything. We
stress that we do not use any information about G to perform a lifting and that the
graph obtained using a lifting operation is still a demand graph.

u v
w

u v
w

Figure 1.2: A lifting of an edge uv to a vertex w
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

Notice that the terminal-pairability problem defined by G and D is solvable if and only
if there exists a series of liftings, which, applied successively to D, results in a subgraph
of G, which is the resolution of D in G. The edge-disjoint paths can be recovered by
assigning pairwise different labels to the edges of D, and performing the series of liftings
so that new edges inherit the label of the edge they replace. Clearly, edges sharing the
same label form a walk between the endpoints of the demand edge of the same label in
D, and so there is also a such path.

There is a bipartite demand graph D with ∆(D) = dn/3e+1 which is not realizable in
Kn,n, namely the union of n pairs of vertices joined by dn/3e+ 1 parallel edges. Indeed,
in any resolution of D in Kn,n, from each set of edges joining the same pair of vertices
at most one edge is resolved into a path of length 1 (itself), while the rest of them
must be replaced by paths of length at least 3. Therefore, every realization uses at least
n+ 3 · n · dn/3e ≥ n2 + n edges in a Kn,n, which is a contradiction.

Two different cases are considered: first, when the demand graph D is also bipartite
with respect to the color classes of G; later, we studied the case when D may have edges
inside the color classes of G as well.

1.3.1 Bipartite demand graphs

If D is also bipartite with respect to the color classes of Kn,n, a result of Gyárfás and
Schelp [55] gave the first lower bound on the maximum degree that guarantees that D
is realizable in Kn,n:

Theorem 1.16 (Gyárfás, Schelp [55]). If a demand graph D is bipartite with respect to
the color classes of Kn,n and ∆(D) ≤ n/12, then D is realizable in Kn,n.

We improve this result by a factor of 3, replacing n/12 by n/4 (asymptotically) in a
slightly more general context:

Theorem 1.17 (Colucci, Erdős, Győri and Mezei [23]). Let D be a bipartite demand
graph whose two color classes A and B have sizes a and b, respectively. If d(x) ≤
(1− o(1))b/4 for all x ∈ A and d(y) ≤ (1− o(1))a/4 for all y ∈ B, then D is resolvable
in the complete bipartite graph with color classes A and B.

On the other hand, we show that, for some reasonably broad class of bipartite graphs,
every demand graph with maximum degree at most n/3 in this class is resolvable in
Kn,n. More specifically, we proved the following:

Theorem 1.18 (Colucci, Erdős, Győri and Mezei [23]). Assume that n is divisible by
3, and let D be a bipartite demand graph with base graph Kn,n, such that

U =
3⊎
i=1

Ui and V =
3⊎
i=1

Vi

are the two color classes of D with |Ui| = |Vi| = n
3 for i = 1, 2, 3, where

⊎
denotes disjoin

union of sets. If ∆(D) ≤ n
3 and for any i 6= j there is no edge of D joining some vertex

of Ui to some vertex of Vj, then D is resolvable in Kn,n.
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

As for the upper bound, no analogous of Theorem 1.15 is known. Girão and Mészáros
conjecture that the trivial upper bound can be improved:

Conjecture 1.19 ([51]). There is ε > 0 such that there is a demand graph D for Kn,n

with ∆(D) ≤ (1/3− ε)n and D is not realizable in Kn,n.

The extremal number of edges, as in the case of complete base graphs, can be deter-
mined precisely. We proved that:

Theorem 1.20 (Colucci, Erdős, Győri and Mezei [23]). Let n ≥ 4 and D be a bipartite
demand graph with the base graph Kn,n. If D has at most 2n− 2 edges and ∆(D) ≤ n,
then D is resolvable in Kn,n.

Remark 1.21. Again, the maximum degree condition is trivially required, since at most
n edge-disjoint paths can start from a vertex v.

Remark 1.22. The following demand graph D shows that the result above is sharp: a
pair of vertices joined by n edges, another pair of vertices joined by n − 1 edges, and
2n− 4 isolated vertices. Indeed, in any resolution of D, one of the paths corresponding
to one of the n edges joining the first pair of vertices passes through a vertex of the pair
of vertices joined by n − 1 edges, implying that this vertex has degree ≥ n + 1 in the
resolution, a contradiction.

Proofs of the Theorems 1.17, 1.18 and 1.20

Before proving Theorems 1.17 and 1.18, we will recall some definitions and lemmas about
multigraphs.

Let H be a loopless multigraph. The chromatic index or the edge chromatic number,
denoted by χ′(H), is the minimum number of colors required to properly color the edges
of a graph H. Similarly, the list chromatic index or the list edge chromatic number,
denoted by ch′(H), is the smallest integer k such that if for each edge of G there is a list
of k different colors given, then there exists a proper coloring of the edges of H where
each edge gets its color from its list. The maximum multiplicity, denoted by µ(H), is the
maximum number of edges joining the same pair of vertices in H. The number of edges
joining a vertex x ∈ V (H) to a subset A ⊆ V (H) of vertices is denoted by eH(x,A).
The (non-multi) set of neighbors of x in H is denoted by NH(x). For other notations
the reader is referred to [30]. We are going to apply the following well-known results:

Theorem 1.23 (Kőnig [79]). For any bipartite multigraph H we have χ′(H) = ∆(H),
or, in other words, the edge set of H can be decomposed into ∆(H) matchings.

Theorem 1.24 (Vizing [120]). For any multigraph H

χ′(H) ≤ ∆(H) + µ(H).

Theorem 1.25 (Kahn [74]). For any multigraph H

ch′(H) ≤ (1 + o(1))χ′(H).

24

C
E

U
eT

D
C

ol
le

ct
io

n



1 Terminal-pairability of graphs (edge-disjoint paths problem)

Finally, we remark that, even though in our theorems the demand graphs are bipartite,
in the proofs we may transform them into non-bipartite ones.

Proof of Theorem 1.18. LetDi be the (bipartite) subgraph ofD induced by Ui∪Vi for
i = 1, 2, 3. As parallel edges are allowed in D, without loss of generality, we may assume
that Di is bn3 c-regular. By Kőnig’s theorem, E(Di) can be partitioned into matchings
Mi,1,Mi,2, . . . ,Mi,bn

3
c, each of size |Ui|. We derive D′i from D by lifting the edges of Mi,j

to the jth vertex of Ui for each j = 1, 2, . . . , bn3 c. Firstly, all the edges of D′i between
Ui and Vi have multiplicity 1. Secondly, observe, that D′i[Ui] is 2(bn3 c − 1)-regular and
µ(D′i[Ui]) = 2.

Applying Vizing’s theorem we get χ′(D′i[Ui]) ≤ ∆(D′i[Ui]) + µ(D′i[Ui]) = 2bn3 c, so let
ci : E(D′i[Ui])→ {1, 2, . . . , 2bn3 c} be a proper-coloring of D′i[Ui]. Let D′ be the (disjoint)
union of D′1, D

′
2, D

′
3. We derive D′′ from D′ by lifting each edge of c−1

i (j) to the jth

vertex of Vi+1 ∪ Vi+2 (take the indices cyclically). Observe that D′′ is a simple bipartite
graph, whose color classes are still U and V , and it is obtained from D via a series of
liftings, therefore it is a resolution of D.

Proof of Theorem 1.17. Let us assume that a ≥ b and A = {v1, . . . , va}. By adding
edges, if necessary, we may assume that D is semiregular with degrees ∆A and ∆B,
where |E(D)| = a · ∆A = b · ∆B. As D is bipartite, by Kőnig’s theorem we have
χ′(D) = ∆(D) = ∆B, which means that we can split the edges of D into ∆B matchings
of size b, say M1,M2, . . . ,M∆B

.

We claim that by splitting these matchings appropriately, we can get a partition of
the edges of D into matchings M ′1,M

′
2, . . . ,M

′
a, each of size ∆A. Pick ∆A edges of M1

arbitrarily to get M ′1 and continue picking sets of ∆A edges of M1 that are disjoint
from the previously chosen sets, until less than b/4 edges of M1 are available. Put the
remaining edges into a new M ′i ; it is easy to see that these edges intersect at most b/2
edges of M2, so we can pick some of these edges of M2 to fill up M ′i to the appropriate
size. Continue this procedure until less than b/4 edges remain in M∆B

. However, as
a = |E(D)|/∆A, this means that actually all the edges in M∆B

are used up as well, thus
our claim is proven.

For each 1 ≤ i ≤ a, we lift the edges of M ′i to vi. Let us call the resulting demand graph
D′. In D′ there are no multiple edges between A and B, µ(D′[A]) ≤ 2, eD′(vi, A) ≤ 2∆A

and eD′(vi, B) = ∆A for all vi ∈ A.

To each edge e with end vertices vi and vj , we associate a list L(e) of vertices of B,
to which we can lift e to without creating multiple edges:

L(e) = V (B) \ ((ND′(vi) ∩B) ∪ (ND′(vj) ∩B).

We have |L(e)| ≥ b − eD′(vi, B) − eD′(vj , B) ≥ b − 2∆A. By Kahn’s theorem (Theo-
rem 1.25), ch′(D′[A]) ≤ (1 + o(1))χ′(D′[A]). Furthermore, by Vizing’s theorem (Theo-
rem 1.24), χ′(D′[A]) ≤ ∆(D′[A])+µ(D′[A]) ≤ 2∆A+2. By the assumptions made in the
statement of the theorem on ∆A, we have ch′(A) ≤ |L(e)| for each edge e in E(D′[A]).
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

Thus, there is a proper list edge coloring c which maps each e ∈ E(D′[A]) to an element
of L(e). Finally, we lift every edge e ∈ E(D′[A]) to c(e). As we do not create multiple
edges between A and B, the resulting graph is a resolution of D.

Proof of Theorem 1.20. We proceed by mathematical induction on n. It is easy to
check that the result holds for n = 4, 5 by a straightforward case analysis.

Let A and B be the color classes of D, each of cardinality n. In the induction step we
lift some edges in D in such a way that the resulting graph D′ is still bipartite with the
same color classes and there exists a subset Z ⊂ V (D′) such that

1. |Z ∩A| = |Z ∩B| holds,

2. ≥ |Z| edges of D′ are incident to vertices of Z,

3. ∆(D′[(A ∪B) \ Z]) ≤ n− |Z|/2, and

4. there are no multiple edges incident to vertices of Z in D′.

The first three conditions guarantee that we can invoke the inductive hypothesis on
D′[(A ∪ B) \ Z], to conclude that D′[(A ∪ B) \ Z] is resolvable. The fourth condition
now implies that D′ is resolvable as well, which in turn implies the same for D.

Since we want to keep D′ bipartite with the same color classes as D, we define the
edge-lifting of an edge e ∈ E(D), with end vertices u ∈ A and v ∈ B, to xy, whenever
{u, v, x, y} are four different vertices and x ∈ A and y ∈ B: the operation adds a copy
of xy, uy, and xv to D and then deletes e. Note that an edge-lifting operation can also
be obtained as a composition of two liftings (one to x and then to y).

Assume now that n ≥ 6 and let D be a demand graph on 2n−2 edges (we may assume
that by adding edges between two vertices of degree less than n in distinct classes). Let

X = {v ∈ A ∪B : d(v) = n}.

As we have 2n− 2 edges, it is clear that X meets both A and B in at most one vertex,
so |X| ≤ 2. Furthermore, each color class has either at least one isolated vertex or at
least two vertices of degree 1.

We distinguish four major cases.

Case 1 u1, u2 ∈ A and v1, v2 ∈ B are two-two isolated vertices in A and B.

Let Y = {v ∈ A ∪ B : d(v) ≥ n − 1} and set Z = {u1, u2, v1, v2}. Suppose there
exists a set F ⊂ E(D) of four edges, which cover every vertex of D at most twice, cover
every element of Y at least once, and cover every element of X exactly twice. It is easy
to see that there is an ordering F = {e1, e2, e3, e4} of these edges, so that edge-lifting e1

to u1v1, e2 to u1v2, e3 to u2v2, and e4 to u2v1 does not create multiple edges. Therefore,
given the existence of F , we can invoke the inductive hypothesis and conclude that D is
resolvable in Kn,n.
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

Notice that ∑
v∈Y

d(v)− |E(D[Y ])| ≤ |E(D)| = 2n− 2,

and ∆(D[Y ]) ≤ n. Depending on the cardinality of |Y |, we distinguish 5 subcases.

Case 1.1 |Y | = 4.

We have |E(D[Y ])| = 2n − 2. If there is a C4 in D[Y ], then the edges of the cycle
are a good choice for F . Otherwise we can pair the vertices of Y in such a way that the
pairs are joined by at least n − 2 edges each; choose two edges from each pair, and let
their set be F .

Case 1.2 |Y | = 3.

We have n ≥ |E(D[Y ])| ≥ n − 1. Without loss of generality, we may suppose that
A ∩ Y = {a1} and B ∩ Y = {b1, b2}, and that e(a1, b1) ≥ (n − 1)/2 ≥ 2. Therefore
e(b2, V (D) \ Y ) ≥ (n − 1)/2 ≥ 2 as well. Choose two edges joining a1 to b1 and two
edges joining b2 to V (D) \ Y , and let their set be F .

Case 1.3 |Y | = 2.

If both e(A ∩ Y, V (D) \ Y ) ≥ 2 and e(B ∩ Y, V (D) \ Y ) ≥ 2, then choose from the
respective sets two-two edges; this is a good choice for F . Otherwise |E(D[Y ])| ≥ n− 2,
therefore there are at most n + 2 edges incident on Y , or in other words, V (D) \ Y
induces at least n − 4 ≥ 2 edges. Choose two edges from both D[Y ] and D[V (D) \ Y ],
and let their set be F .

Case 1.4 |Y | = 1.

There is a vertex v to which Y is joined by at least two edges (there are two isolated
vertices in both color classes). The vertex v and Y cover at most 2n− 4 edges, so select
two edges not intersecting either v or Y into F , plus two edges joining v and Y ; let their
set be F .

Case 1.5 |Y | = 0.

There are two vertices joined by at least two edges, as otherwise D is the resolution
of itself. We can proceed exactly as in the |Y | = 1 case.

From now on, without loss of generality, we may assume that there is at most one
isolated vertex in one of the classes.
Case 2 X is empty.

Case 2.1 We have a vertex x of degree 1 in one of the classes, say, A.

We can find a vertex y in B that is either isolated or has degree 1 and is not joined
to x. In the first case, we edge-lift an edge e ∈ E(D), which is not incident to x or to
the neighbor of x, to xy and let Z = {x, y}. In the latter case, simply let D′ = D and
Z = {x, y}.
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

Case 2.2 There is no vertex of degree one in D.

We must have at least one isolated vertex in each class. Furthermore, the average
degree of the remaining vertices in each class is (2n− 2)/(n− 1) = 2, so we either have
another isolated vertex or every remaining vertex has degree exactly two.

Recall that we may assume that there is at most one isolated vertex in one of the
classes.

Case 2.2.1 There is a vertex of degree two without multiple edges.

Put this vertex and an isolated vertex from the other class into Z, and invoke the
inductive argument.

Case 2.2.2 There are two isolated vertices, a and b, in one of the classes.

Without loss of generality, we may assume that a, b ∈ A. All but one vertex of B has
degree two and we may assume that all of them have parallel edges. In this case, let u
and v be the vertices in A with highest degrees, and let z be a neighbor of u and w be
a neighbor of v. We edge-lift uz to aw, wv to bz and let Z = {a, b, z, w}.

Case 2.2.3 There is only one isolated vertex in both A and B.

We may assume that every remaining vertex has degree two and is the endpoint of
two parallel edges. In this case, let a1, . . . , an and b1, . . . , bn be the vertices of D, with
ai and bi connected by two edges for each 1 ≤ i ≤ n− 1 and an and bn isolated. In this
setting, we construct a resolution of D by edge-lifting a copy of the edge aibi to ai+1bi+2

for each 1 ≤ i ≤ n− 2, and edge-lifting a copy of an−1bn−1 to anb1.

Case 3 |X| = 1.

Let z ∈ A be the only vertex of degree n in D. Notice that, in this case, there is no
vertex of degree n− 1 in A and there exists at least one isolated vertex in A. Let us call
it v.

Case 3.1 There is a vertex u of degree 1 in B.

We have two cases: if it is joined to z, we edge-lift a copy of an edge xy independent
from uz to uv and let Z = {u, v}. If u is not joined to z, we simply edge-lift any edge
incident on z to uv and let Z = {u, v}.

Case 3.2 There is no vertex of degree 1 in B.

There must be an isolated vertex u in this class, and the average degree of the remain-
ing vertices is (2n− 2)/(n− 1) = 2. Therefore, either every remaining vertex has degree
exactly two or there is another isolated vertex in B.

Case 3.2.1 Every vertex in B except u has degree two.

Either one of them has no adjacent multiple edges or the neighborhood of each of them
consists of two parallel edges. In the first case, let x be a vertex without multiplicity.
We simply edge-lift an edge of z to uv and let Z = {x, v}. In the latter case, the degree
of each vertex is even, and, as the average degree of the vertices in A/{v, z} is 1, we
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

must have another isolated vertex v′ in A. Let a be a neighbor of z and b be a vertex of
B not joined to z, let z′ be its neighbor. We edge-lift a copy of az to bv, bz′ to av′ and
let Z = {v, v′, a, b}.

Case 3.2.2 There is another isolated vertex u′ in B.

The remaining vertices of A have average degree (n − 2)/(n − 2) = 1, so all of them
have degree one (recall that there is at most one isolated vertex in one of the classes).
In the first case, just take a neighbor x of z that has a non-neighbor y of degree one in
A (it does exist because z has at least two neighbors). Edge-lift the edge zx to uy and
let Z = {u, y}.

Case 4 |X| = 2.

Let z1 ∈ A and z2 ∈ B be the vertices of degree n. Notice that z1 and z2 must be
joined by at least two edges and that there is no other vertex of degree n or n− 1 in D.
Furthermore, in each class, we must have an isolated vertex, v1 ∈ A and v2 ∈ B, and the
average degree of the remaining vertices is (n − 2)/(n − 2) = 1, so in each class either
we have another isolated vertex or all the remaining vertices have degree one.

Recall that there is at most one isolated vertex in one of the classes, say B. All vertices
except z2 and v2 have degree one, then either we have a vertex x of degree one which is
not joined to z1, or z1 is joined to every vertex of positive degree in B. In the first case,
edge-lift a copy of z1z2 to v1x and let Z = {x, v1}. In the latter case, the neighborhood
of z1 consists of n− 2 simple edges connecting it to the vertices of degree one in B and
one double edge joining z1 and z2. Simply edge-lift one copy of this double edge to v1v2

and let Z = {z1, v2} (as z1 has no multiplicities now).

Our case analysis is now complete, as is the proof of Theorem 1.20.

1.3.2 Non-bipartite demand graphs

In this section, we extend the results above, namely Theorems 1.17 and 1.20, for the
case when the condition that the demand graph is bipartite is dropped.

We were able to prove a result similar to Theorem 1.17 in case G is a complete
symmetric bipartite graph. Namely, we proved that:

Theorem 1.26 (Colucci, Erdős, Győri and Mezei [24]). Let D be a demand graph with
V (D) = V (Kn,n), where D is not necessarily bipartite. If

∆(D) ≤ (1− o(1)) · n
4

as n→∞, then D is realizable in Kn,n.

Furthermore, if D has many edges inside the color classes of Kn,n, we were able to
give a better (bigger) bound on ∆(D):
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

Theorem 1.27. Let D be a (not necessarily bipartite) demand graph for Kn,n, the
complete symmetric bipartite graph with color classes A and B. If

∆(D) ≤ (1− o(1)) ·
(

2n

7
− 3

7
· e(D[A,B])

n

)
as n→∞, then D is realizable in Kn,n.

Finally, as an analogous of Theorem 1.20, we prove the following:

Theorem 1.28 (Colucci, Erdős, Győri and Mezei [24]). Let n ≥ 2 and D be a demand
graph for Kn,n, the complete symmetric bipartite graph with color classes A and B. If
D has at most 2n− 3 edges and ∆(D) ≤ n, then D is realizable in Kn,n.

Remark 1.29. Again, the assumption ∆(D) ≤ n is trivially necessary, as at any given
vertex, there can be at most n edge-disjoint paths that terminate there. Moreover, this
result is sharp as well, as shown by the demand graph on 2n− 2 edges consisting of two
bundles of n− 1 edges, where one of the bundles joins an arbitrary pair of vertices in A,
while the other bundle joins a pair in B.

Proofs of the Theorems 1.26, 1.27 and 1.28

For the proof of these theorems, we will need the following well-knows results, in addition
to the ones in the previous section:

Proposition 1.30 (Equitable edge coloring). If H is a multigraph and χ′(H) ≤ k for
some integer k, then there is an equitable edge coloring of H with exactly k colors, i.e.,
a proper edge coloring in which the sizes of any two color classes differ by at most one.

Proposition 1.31 (Greedy edge coloring). For any multigraph H we have

χ′(H) ≤ ch′(H) ≤ 2∆(H)− 1.

Theorem 1.32 (Shannon [109]). For any multigraph H, its chromatic index satisfies

χ′(H) ≤ 3

2
∆(H).

Also, we need to prove a technical proposition before the proofs of Theorems 1.26 and
1.27:

Proposition 1.33. If D is a demand graph on the vertex set V (Kn,n) and ∆(D) ≤ n/4,
then there exists a proper edge 2bn/2c-coloring of D[A,B] ∪ D[B], which induces an
equitable 2bn/2c-coloring on D[B] and an almost equitable (the difference between the
sizes of two color classes is ≤ 2) coloring on D[A,B].
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

Proof. Observe that (by Proposition 1.31)

χ′(D[B]) ≤ 2∆(D) ≤ 1

2
n,

χ′(D[A,B]) ≤ 2∆(D) ≤ 1

2
n.

By Proposition 1.30, there is a partition of E(D[B]) into bn/2c matchings of size
be(D[B])/nc and de(D[B])/ne, say M1, . . . ,Mbn/2c, so that |Mi| ≥ |Mj | for i < j. Simi-
larly, there is a partition of E(D[A,B]) into bn/2c matchings of size be(D[A,B])/nc and
de(D[A,B])/ne, say N1, . . . , Nbn/2c, so that |Ni| ≤ |Nj | for i < j. It is sufficient to prove
now that for all i = 1, . . . , bn/2c, there exists a 2-coloring of Mi ∪ Ni which is induces
an equitable 2-coloring on D[B] and induces an almost equitable 2-coloring on D[A,B].

Fix i. Observe, that Mi ∪ Ni is the vertex disjoint union of some edges and paths
composed of two or three edges that alternate between elements of Mi and Ni. The paths
of two and three edges contain one edge of Mi exactly. Let the number of components
of Mi ∪Ni containing k edges be ck.

Color the Mi edge of bc3/2c of the path components of length three with color 1, and
color the Mi edges of the remaining dc3/2e paths of length three with color 2. Similarly,
color the Mi edge of dc2/2e paths of length two with color 1, and color the remaining
bc2/2c uncolored Mi edges in paths of length two with color 2.

The colors of edges of Ni intersecting colored Mi edges are now determined in a proper
coloring using the colors {1, 2}. Let this proper partial 2-coloring be c. It trivially induces
an equitable coloring on D[B]. On D[A,B], we have |c−1(1)∩D[A,B]| = 2dc3/2e+bc2/2c
and |c−1(2) ∩D[A,B]| = 2bc3/2c + dc2/2e, the difference of which is clearly at most 2.
As the yet uncolored edges of Mi ∪ Ni are vertex disjoint, this partial coloring can be
extended to a proper 2-coloring, which is equitable in Mi and almost equitable in Ni.

Proof of Theorem 1.26. As D has an even number of vertices, we may assume that D
is regular by adding edges, if necessary. Clearly, e(D[A]) = e(D[B]), e(D) = e(D[A]) +
e(D[A,B]) + e(D[B]), and e(D) = n ·∆(D).

Our proof consists of three steps. In the first step, we resolve the high multiplicity
edges of D[A], while leaving D[A,B] ∪D[B] untouched. In the second step, we lift the
edges of D[B] to A, and resolve the multiplicities of D[A,B]. In the third step, we lift
the edges induced by A to B, while preserving a simpleness of the bipartite subgraph
induced by A and B, thus we end up with a graph which is a realization of D.

By Proposition 1.31, χ′(D[A]) ≤ n, so Proposition 1.30 implies the existence of an
equitable edge n-coloring c1 of D[A]. We construct D′ from D by lifting the elements of
c−1

1 (i) to ai for all i = 1, . . . , n. As c1 is a proper coloring, µ(D′[A]) ≤ 2. For any a ∈ A
and b ∈ B, we have the following estimates:

eD′(a,A) ≤ eD(a,A) + 2 · de(D[A])/ne,
eD′(a,B) = eD(a,B), eD′(b, A) = eD(b, A), eD′(b, B) = eD(b, B).
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

For the second step, we use Proposition 1.33 to take a proper edge n-coloring c2 of
D[A,B] ∪ D[B], which is an (almost) equitable n- or (n − 1)-coloring if restricted to
both D[A,B] and D[B]. We get D′′ from D′ by lifting the elements of c−1

2 (i) to ai for
all i = 1, . . . , n. As c2 is a proper edge coloring, D′′[A,B] is simple, and µ(D′′[A]) ≤
µ(D′[A]) + 2 ≤ 4. For any a ∈ A and b ∈ B, we have the following estimates:

eD′′(a,A) ≤ eD′(a,A) + eD′(a,B) + de(D[A,B])/(n− 1)e+ 1

eD′′(a,B) ≤ de(D[A,B])/(n− 1)e+ 1 + 2 · de(D[B])/(n− 1)e
eD′′(b, A) = ∆(D), eD′′(b, B) = 0.

To each edge e ∈ E(D′′[A]) with end vertices ai and aj , we associate a list L(e) of
vertices of B, to which we can lift e to without creating multiple edges:

L(e) = B \
(
ND′′(ai) ∪ND′′(aj)

)
,

whose size is bounded from below

|L(e)| ≥ n− eD′′(ai, B)− eD′′(aj , B) ≥
≥ n− 2 · de(D[A,B])/(n− 1)e − 4 · de(D[B])/(n− 1)e − 2.

By Vizing’s theorem (Theorem 1.24),

χ′(D′′[A]) ≤ ∆(D′′[A]) + µ(D′′[A]) ≤
≤ max

a∈A

(
eD′(a,A) + eD′(a,B) + de(D[A,B])/(n− 1)e+ 1

)
+ 4 ≤

≤ ∆(D) + 2 · de(D[A])/ne+ de(D[A,B])/(n− 1)e+ 5.

By Kahn’s theorem (Theorem 1.25), ch′(D′′[A]) ≤ (1 + o(1))χ′(D′′[A]). We have
ch′(D′′[A]) ≤ |L(e)| for each edge e in E(D′′[A]), if

(1 + o(1))
(
∆(D) + 2 · de(D[A])/ne+ de(D[A,B])/(n− 1)e

)
≤

≤ n− 2de(D[A,B])/(n− 1)e − 4 · de(D[B])/(n− 1)e.

This inequality holds, if

(1 + o(1))
(
∆(D) + 2 · e(D[A])/n+ 3 · e(D[A,B])/n+ 4 · e(D[B])/n

)
≤ n.

Using our observations at the beginning of this proof, the previous inequality is a con-
sequence of the regularity of D and

(1 + o(1)) · 4 ·∆(D) ≤ n.

Thus, if the conditions of the statement of this theorem hold, there is a proper list edge
coloring c3 which maps each e ∈ E(D′′[A]) to an element of L(e). Finally, we lift every
edge e ∈ E(D′′[A]) to c3(e). As we do not create multiple edges between A and B, the
resulting graph is a realization of D.
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

Proof of Theorem 1.27. This proof is a slight variation on the previous proof. We
do not lift edges of D[A] to elements of A. Futhermore, instead of Vizing’s theorem,
Shannon’s theorem (Theorem 1.32) will be used to bound the chromatic index of a graph
induced by A.

We may assume that D is regular. For the first step, we use Proposition 1.33 to take
a proper edge n-coloring c1 of D[A,B] ∪ D[B], which is an (almost) equitable n- or
(n − 1)-coloring if restricted to D[A,B] and D[B]. Lift c−1

1 (i) to ai for all i = 1, . . . , n
to get D′ from D. Now D′[A,B] is simple and D′[B] is an empty graph on n-vertices.
For any a ∈ A and b ∈ B, we have the following estimates:

eD′(a,A) ≤ eD(a,A) + eD(a,B) + de(D[A,B])/(n− 1)e+ 1,

eD′(a,B) ≤ de(D[A,B])/(n− 1)e+ 1 + 2 · de(D[B])/(n− 1)e,
eD′(b, A) = ∆(D), eD′(b, B) = 0.

To each edge e ∈ E(D′[A]) with end vertices ai and aj , we associate a list L(e) of
vertices of B, to which we can lift e to without creating multiple edges:

L(e) = B \
(
ND′(ai) ∪ND′(aj)

)
,

whose size is bounded from below

|L(e)| ≥ n− eD′(ai, B)− eD′(aj , B) ≥
≥ n− 2de(D[A,B])/(n− 1)e − 4 · de(D[B])/(n− 1)e − 2 ≥
≥ n− (1 + o(1))2∆(D).

By Shannon’s theorem (Theorem 1.32),

χ′(D′[A]) ≤ 3

2
∆(D′[A]) ≤

≤ 3

2
·max
a∈A

(
eD(a,A) + eD(a,B) + de(D[A,B])/(n− 1)e+ 1

)
≤

≤ (1 + o(1)) · 3

2
·
(
∆(D) + e(D[A,B])/n

)
.

Furthermore, by Kahn’s theorem (Theorem 1.25), ch′(D′[A]) ≤ (1 + o(1))χ′(D′[A]). We
have ch′(D′[A]) ≤ |L(e)| for each edge e in E(D′[A]), if

(1 + o(1)) · 3

2
·
(
∆(D) + e(D[A,B])/n

)
≤ n− 2∆(D).

This holds, if

(1 + o(1)) ·
(

7

2
·∆(D) +

3

2
· e(D[A,B])

n

)
≤ n.

Thus, if the conditions of the statement of this theorem hold, there is a proper list edge
coloring c2 which maps each e ∈ E(D′[A]) to an element of L(e). Finally, we lift every
edge e ∈ E(D′[A]) to c2(e). As we do not create multiple edges between A and B, the
resulting graph is a realization of D.
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

Proof of Theorem 1.28. We apply induction on n. It is easy to check the result for
n ≤ 3, so let us assume from now on that n ≥ 4. Since a subgraph of a realizable graph
is realizable as well, it is enough to prove the result for demand graphs D on exactly
2n− 3 edges. Recall that A and B be are the color classes of Kn,n, and let

S = {v ∈ A ∪B : dD(v) ≥ n− 1}.

Since D has 2n− 3 edges, it is clear that |S| ≤ 3 and that for every pair of vertices in
S there is at least one edge joining them.

For a vertex v ∈ V (D), we denote by d(v) its degree and by γA(v), γB(v) the number
of neighbors of v in class A and B, respectively. Let d′(v), γ′A(v), γ′B(v) denote the value
of these quantities after resolution of a vertex in D; similarly, d′′(v), γ′′A(v), γ′′B(v) denotes
the values after the resolution of a second vertex, and so on. We denote the multiplicity
of an edge uv by µ(uv), and we call it monochromatic if u and v are in the same color
class of D, and crossing, otherwise.

Notice that, for a vertex v ∈ A, we need precisely d(v) − γB(v) vertices in B\NB(v)
(which can be freely chosen in this set) to lift all the multiple edges and monochromatic
edges incident to v. After these liftings, which increased the number of edges of the
graph by d(v) − γB(v), all the edges incident to v have their other endpoint in B and
are simple. Clearly, we have the same for a vertex in B, exchanging all the occurrences
of A and B. We say in this case that v is resolved.

For the induction step, we will resolve t = 1 or 3 vertices in each color class of D
(possibly making some liftings before), remove them from the graph, getting a smaller
graph D′, and apply the induction hypothesis on D′. It is clear that D is realizable if
D′ is. By the inductive hypothesis, D′ is realizable if the following conditions hold:

1. ∆(D′) ≤ n− t,

2. D′ has at most 2(n− t)− 3 edges, i.e., there were at least 2t edges incident to the
2t removed vertices after their resolution.

Assume first that there are 3 vertices of degree n in D lying on the same color class
(this can only happen if n ≥ 6, since we must have 3n ≤

∑
v∈D d(v) = 4n− 6). In this

case, all other vertices in D have degree at most 4n− 6− 3n = n− 6.

Let x, y, z ∈ A be the vertices of degree n. As e(D) = 2n − 3, it is clear that we
have µ(xy) + µ(xz) + µ(yz) ≥ n+ 3 and that there are at least 6 isolated vertices in B.
We choose three from them, say, a, b, c. Without loss of generality, we may assume that
µ(xy) + µ(xz) ≥ 2/3 · (n+ 3) ≥ 6.

We resolve x, y and z in this order. After resolving x, we have γ′B(y) ≥ µ(xy), and
after resolving y, we have γ′′B(z) ≥ µ(xz). In total, we add d(x) − γB(x) + d′(y) −
γ′B(y) + d′′(z) − γ′′B(z) edges to D, and we delete at least d(x) + d′(y) + d′′(z) edges
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

when we remove x, y, z, a, b, c from D, so e(D′) ≤ e(D) − (γB(x) + γ′B(y) + γ′′B(z)) ≤
e(d)−(µ(xy)+µ(xz)) ≤ e(D)−6 edges, and we can apply induction since ∆(D′) ≤ n−3.

From now on, we may assume that there are at most two vertices of degree n in a
class.

Let u be a maximum degree vertex in D. We may assume that u ∈ A. We distinguish
some cases based on the value of γB(u):

Case 1 γB(u) ≥ 2, or γB(u) = 1 and NA(u) 6= ∅.

We resolve the demands of u first. Then, if NA(u) 6= ∅, let u′ ∈ NA(u) be a vertex
of maximum degree in this set, and v ∈ B be a vertex that was used for a lifting of an
edge uu′. Otherwise, if NA(u) = ∅, let v be an arbitrary neighbor of u in B. We resolve
the vertex v using the available vertices in A for the lifts in increasing order of degree,
and then delete u and v.

We claim that the remaining graph D′ satisfies ∆(D′) ≤ n− 1. Indeed, the procedure
above increases the degree of a vertex by one if it was used for a lift of either u or v,
does not increase the degree of any other vertex in the graph, and decreases the degree
of the neighbors of u in B by at least one. Since the vertices used for a lift of u are not
joined to it, and hence have degree at most n− 2 (recall that every vertex of degree at
least n− 1 is joined to a maximum degree vertex), no vertex in B has degree more than
n−1 after the procedure. On the other hand, we could have a non-neighbor of v, x ∈ A,
distinct from u and u′, which has degree at least n− 1 originally. This vertex would end
up with degree at least n after the procedure in case it is used for a lift of v. The way
we chose the vertices in A for lifts of v would imply, however, that d(v) ≤ n− 2, and so
4n− 6 =

∑
v∈D d(v) ≥ d(u) + d(u′) + d(x) + d(v) = 4n− 5, a contradiction.

The liftings added d(u)−γB(u)+d′(v)−γ′A(v) edges toD, and we deleted d(u)+d′(v)−1
edges when we remove u and v, so e(D′) ≤ e(D) − (γB(u) + γ′A(v) − 1) ≤ e(D) − 2, so
we can apply the induction hypothesis on D′.

Case 2 γB(u) = 1 and NA(u) = ∅.

Let u′ be the neighbor of u in B. If u′ has another neighbor distinct from u, we would
have d(u′) > d(u), a contradiction. So uu′ forms a bundle. Also, if there is any crossing
edge vv′ not belonging to this bundle, we resolve u first and then v′ ∈ B without using
u in a lift (which is possible since we need d′(v′) − γ′A(v′) ≤ n − 2 − 1 = n − 3 vertices
of A for the lifts). We are done by induction again after we deleting u and v, since
e(D′) ≤ e(D)− 2 and ∆(D′) ≤ n− 1.

Assume now that E(D) consists of the bundle uu′ and monochromatic edges not
incident to u or u′. In this case, we take a 6= u in A, b 6= u′ in B with smallest degree
(by the number of edges, it is at most 3). Let e be an edge, say, in A, which is not
incident to a. We lift e to b, and replace one copy of the edge uu′ by the path ubau′.
Then we resolve the multiple edges of a and b, and delete both of them. The remaining
graph D′ has ∆(D′) ≤ n− 1 and two less edges than D, so we may apply the induction
hypothesis on D′.
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

Case 3 γB(u) = 0.

Among the neighbors of u, let u′ be one with the largest degree. Let us consider two
cases:

Case 3.1 There is an edge e independent of uu′.

If e is a crossing edge, let e = ab. If not, let a and b be vertices in A and B, respectively,
distinct from u, u′ and the endpoints of e. In the first case, we lift uu′ to b, and in the
second, we also lift e to the vertex a or b which is in the opposite class of e. Then, we
resolve the vertices a and b and delete them. In both cases, it is clear that the remaining
graph D′ satisfies e(D′) ≤ e(D) − 2 and ∆(D′) ≤ n − 1, so the result follows from
induction applied in D′.

Case 3.2 There is no edge independent from uu′.

As e(D) = 2n − 3 and d(u), d(u′) ≤ n, it follows that uu′ is an edge of multiplicity
at most 3. So, it is clear that there are two independent edges e and f such that u and
u′ are incident to e and f , respectively. Again, we let a, b be vertices in A and B not
incident to e or f , and we lift both edges to b. After resolving and deleting a and b,
we are left with D′ with ∆(D′) ≤ n − 1 and e(D′) ≤ e(D) − 2, so we are done by the
induction hypothesis on D′.

1.4 Open problems

Our proofs of the degree versions (Theorems 1.17 and 1.26) reduced the gap between the
lower and upper bound of the maximum degree of a demand graph to guarantee that it
is realizable in Kn,n. However, it is still an open question to determine its asymptotic
correct value. Besides this natural question, we propose some other open problems:

1.4.1 Monochromatic demand graphs in the bipartite case

We studied the terminal-pairability of Kn,n when D is a bipartite demand graph and
in the general case where it may have edges inside and in between the color classes A
and B of Kn,n. What happens if we assume that all the edges of D lie inside the color
classes?

First, if we assume that all the edges are inside one of the color classes, say, A, the
problem is very simple: realizing D in Kn,n is the same as coloring the edges D properly
where the colors are the vertices of B, and then lifting each edge to its corresponding
color. Theorem 1.32 guarantees that we can do it whenever ∆(G) ≤ 2n/3, and a demand
graph consisting of three vertices with n/3 + 1 edges joining each pair of them shows
that we cannot improve this result.

In case D may have edges inside both A and B, we are not able to give a better
estimate than the one in Theorem 1.27. In this case, the result says that D is realizable
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1 Terminal-pairability of graphs (edge-disjoint paths problem)

as long as ∆(G) ≤ (1 + o(1))2n/7. We conjecture that this bound can be improved.
Namely, we conjecture that:

Conjecture 1.34. If D is a demand graph for Kn,n with all edges lying inside the color
classes and ∆(D) ≤ (1 + o(1))n/2, then D is realizable in Kn,n.

1.4.2 Other base graphs

In general, if we are looking for conditions for a pair of (multi)graphs (G,D) that guar-
antees D to be realizable in G, a natural set of candidates, which in particular generalizes
the maximum degree condition we had in some of our results, are the more general cut
conditions. We could ask whether it is enough for D to be realizable in G that the size
of every cut in D is at most some fraction of the size of the corresponding cut in G.
Namely:

Problem 1.35. Let G and D be (connected) multigraphs such that V (G) = V (D) = [n].
What is the minimum value of f(n) such that the following implication holds?

f(n) ≤ min
∅6=X⊆V (G)

eG(X,V (G)−X)

eD(X,V (D)−X)
⇒ D is realizable in G.

It is possible to show, by taking G to be an expander multigraph, that f(n) ≥ Ω(log n).
If we insist that G should be a simple graph, a similar construction shows that f(n) ≥
Ω(log n/ log logn).
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2 L(2, 1)-labelings of oriented graphs
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2 L(2, 1)-labelings of oriented graphs

2.1 L(2, 1)-labelings

An important application of colorings of graphs is the well-known Channel Assignment
Problem: radio channels are to be assigned to transmitters at several locations in a way
that different channels have to be assinged to pairs of transmitters that are close, to
avoid interference. This is the same as (vertex) coloring the graph whose vertices are
the transmitters and two transmitters are joined if they are close to each other, where
each color represents a channel. Metzger [91], Zoeliner and Beall [127] and Hale [58]
were the first to deal with channel assignment using Graph Theory.

The following generalization of this problem was raised by Hale: suppose that, in
case two transmitters interfere, not only their channels must be different, but also they
cannot receive channels that differ in some specific values, to permit clear reception of
the transmitted signals. More precisely, let T be a finite set of nonnegative integers
containing 0 that represents the set of forbidden differences. We are looking for an
assignment c : V (G)→ N such that |c(u)− c(v)| /∈ T whenever uv ∈ E(G). In this case,
c is called a T -coloring of G.

A {0}-coloring of a graph is simply an usual (proper) coloring. If we denote by χT (G)
the minimum number of colors in a T -coloring of G, it is clear (by using sufficient large
numbers as colors) that χT (G) = χ(G). It is more meaningful, then, to consider the
so called T -span of G, i.e., the minimum, taken over all the T -colorings of G, of the
difference between the largest and the smallest colors used in the coloring. This number
is denoted by spT (G).

It is not hard to see that, if T contains 0 and max(T ) = r, then spT (G) ≤ (χ(G) −
1)(r + 1). Cozzens and Roberts improved it to the following:

Theorem 2.1 (Cozzens and Roberts [28]). If G is a graph and T is a finite set of
nonnegative integers containing 0, then spT (G) ≤ (χ(G)− 1)|T |.

The list coloring version of T -colorings was introduced by Tesman [113, 114]. For more
results about T -colorings and related problems we refer to the survey paper of Roberts
[102] and to the excellent books of Chartrand and Zhang [20] and Jensen and Toft [69].

Motivated by Roberts [102], Roger Yeh in his PhD thesis in 1990 [124] and later
together with Jerrold Griggs in a paper of 1992 [52], introduced L(2, 1)-labelings of
graphs, the subject of this chapter:

An L(2, 1)-labeling (also known as L(2, 1)-coloring) of a graph G is an assignment
f : V (G)→ {0, . . . , k} of labels (or colors) to the vertices of G such that |f(u)−f(v)| ≥ 2
if uv ∈ E(G) and |f(u) − f(v)| ≥ 1 if the distance between u and v is 2 in G. This
property of f is called the L(2, 1) condition, and k is sometimes called the span of f . The
least value of k such that G admits an L(2, 1)-labeling f : V (G)→ {0, . . . , k}, which we
sometimes call a k-L(2, 1)-labeling, is called the L(2, 1)-number of G and it is denoted
by λ(G). In their seminal paper, they collected a few elementary properties of λ(G).
The next theorem compiles some of them:
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2 L(2, 1)-labelings of oriented graphs

Theorem 2.2 (Griggs and Yeh [52]). The following properties hold for the L(2, 1)-
number:

1. For every graph G, λ(G) ≥ ∆(G) + 1.

2. Let Pn denote the path on n vertices. Then λ(P2) = 2; λ(P3) = λ(P4) = 3;
λ(Pn) = 4 for n ≥ 5.

3. Let Cn denote the cycle on n vertices. Then λ(Cn) = 4 for all n ≥ 3.

4. If T is a tree, then λ(T ) = ∆(T ) + 1 or λ(T ) = ∆(T ) + 2.

5. For every graph G, λ(G) ≤ n+ χ(G)− 2.

Proof. We prove items 1, 4 and 5. Items 2 and 3 are simple case-by-case analysis (for
cycles, the pattern in a optimal labeling depends on the remainder of the division of n
by 3).

For the first, note that, if u is a vertex of maximum degree in G, then all of its ∆(G)
neighbours must receive distinct colors. Furthermore, all these colors must be at least 2
apart from the color of u.

If T is a tree, the lower bound is implied by the paragraph above. As for the upper
bound, we apply a greedy labeling in T , using an ordering v1, . . . , vn of the vertices of
T in a way that vi has exactly one neighbor vj with j < i: when we are to assign a
color to a given vertex v, we have only 1 colored neighbor of v and at most ∆(T ) − 1
colored vertices with distance 2 from v. This means we can always find color among
{0, . . . ,∆(T ) + 2} to assign to v in a way that the L(2, 1) condition is satisfied for v and
the already colored vertices.

Finally, let S1, . . . , Sχ(G) be a partition of V (G) into independent sets, where Si =
{vi,1, . . . , vi,ni} and |Si| = ni for 1 ≤ i ≤ χ(G). The following labeling to is an L(2, 1)-
labeling of G with span n+χ(G)−2: starting with a 0, f assigns consecutive integers to
vertices inside a color class of G, and skips an integer when jumps from one color class
to the next. Namely:

f(vi,j) =

{
j − 1, if i = 1;

i+ j − 2 +
∑i−1

t=1 nt, otherwise.

The first item in the theorem above gives a sharp lower bound on λ(G) in terms of
∆(G): for instance, λ(G) = ∆(G) + 1 if G is a star. As for an upper bound, the authors
proved an asymptotically sharp result, namely that λ(G) ≤ ∆(G)2 + O(∆(G)). More
precisely, they have the following result:

Theorem 2.3 (Griggs and Yeh [52]). Let G be a graph with maximum degree ∆. Then:

1. λ(G) ≤ ∆2 + 2∆;
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2 L(2, 1)-labelings of oriented graphs

2. if G is 3-connected, then λ(G) ≤ ∆2 + 2∆− 3;

3. if the diameter of G is 2, then λ(G) ≤ ∆2.

Proof.

1. The first statement comes from an arbitrary greedy coloring of G: let k = ∆2 +2∆
(so we have ∆2 + 2∆ + 1 available colors), assume the graph is partially colored
and let v be a vertex of G. It has at most ∆ colored neighbors, and at most
∆(∆−1) = ∆2−∆ colored vertices at distance 2 from it. As each neighbor blocks
at most 3 colors (the color it is assigned and at most two neighboring colors),
and each vertex at distance 2 blocks at most one color for v, we have at most
3∆ + ∆2 −∆ = ∆2 + 2∆ forbidden colors to avoid, so we can find a suitable color
for v.

2. Suppose now that G is 3-connected. If G is complete, it is clear that λ(G) = 2∆.
Otherwise, there are three vertices u, v and w such that uv and vw are edges, but
uw is not. Let v1 = u, v2 = w and v3, . . . , vn be an ordering of the remaining
vertices of G with the following property: for every 3 ≤ i ≤ n − 1, there is j > i
such that vivj is an edge of G. This can be achieved, for instance, by ordering the
vi from the furthest to the closest to v (so vn = v). Again, we color G greedly
with respect to this order, starting by coloring v1 = u with color 0 and v2 = w
with color 1. However, now a vertex vi, 3 ≤ i ≤ n − 1, has at most ∆ − 1
colored neighbors. The same argument in the paragraph above now shows that
k = 3(∆ − 1) + ∆(∆ − 1) = ∆2 + 2∆ − 3 is enough to find a free color for vi.
Finally, as v has two neighbors colored 0 and 1, it is also possible to find a free
color for it and finish the coloring of G.

3. If G has diameter 2 and ∆ = 2, then G is either a C4, a C5 or a P3, and the result
is easily checked. Assume now that ∆ ≥ 3. If ∆ ≥ n−1

2 , item 5 of Theorem 2.2
together with Brook’s Theorem imply that λ(G) ≤ n + ∆ − 2 ≤ 2∆ + 1 + ∆ −
2 = 3∆ − 1 ≤ ∆2. On the other hand, if ∆ < n−1

2 , then δ(Ḡ) ≥ n/2, and by
Dirac’s Theorem [31], Ḡ contains a Hamilton path, say, v1v2 . . . vn. The labeling
f(vi) = i − 1 for 1 ≤ i ≤ n is an L(2, 1)-labeling of G with k = n − 1. As G has
diameter two, we have ∆2 ≥ n− 1, from where the result follows.

Remark 2.4. The smallest bound of the Theorem above, namely ∆2, is achieved by
the so called Moore graphs of diameter two, which are C5, the Petersen graph, and
the Hoffman–Singleton graph, a 7-regular graph with 50 vertices and 175 edges, plus
a hypothetical 57-regular graph with 3250 vertices and 92625 edges (whose existence is
currently not known). No infinite family of graphs with λ ≥ ∆2 − C, or even λ ≥
∆2 − o(∆), is known.
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2 L(2, 1)-labelings of oriented graphs

On the other hand, Yeh proved that there are graphs that match the upper bounds in
Theorem 2.3 asymptotically. A projective plane is a set of points and a set of lines with
the following incidence conditions:

1. Every pair of points is contained in exactly one line;

2. Every pair of lines intersect in exactly one point;

3. There are four points such that no line is incident with more than two of them.

It is known that (see, for instance, the book of Hughes and Piper [66]), if a finite
projective plane exists, then there is an integer n, called its order, such that the plane
has exactly n2 + n+ 1 points, n2 + n+ 1 lines, each point is incident to exactly (n+ 1)
lines, and each line is incident to exactly (n + 1) points. Finite projective planes are
known to exist for every n which is a power of a prime.

From a projective plane Π, one can construct its incidence graph. It is a bipartite
graph where one color class represent the points, the other represents the lines, and
there is an edge join a point and a line precisely when they incide in Π. This graph is a
(n+ 1)-regular bipartite graph on two color classes of n2 +n+ 1 vertices each, diameter
three and the remarkable property that for each pair of vertices in a color class, there is
exactly one path of lenght two joining them.

Theorem 2.5 (Yeh [124]). Let G be a incidence graph of a projective plane. Then
λ(G) = ∆(G)2 −∆(G).

Indeed, it is conjectured that the third upper bound in Theorem 2.3 is not only
asymptotically correct, but exact:

Conjecture 2.6 (Griggs and Yeh [52]). For every graph G with maximum degree ∆ ≥ 2,
λ(G) ≤ ∆2.

This was proved to be the case for many classes of graphs, but it is open in general.
The best result in this direction is due to Havet, Reed and Sereni, who proved, using deep
probabilistic methods, that this result holds for graph with sufficiently large maximum
degree:

Theorem 2.7 (Havet, Reed and Sereni [60]). There is ∆0 such that, if G is a graph
with maximum degree ∆ ≥ ∆0, then λ(G) ≤ ∆2. In particular, there is a constant C
such that, for every graph G, λ(G) ≤ ∆2 + C.

Following the seminal paper of Griggs and Yeh, a multitude of papers and results
on L(2, 1) number of graphs appeared, mostly focusing on computing or estimating λ
in specific classes, but the L(2, 1) number of different kinds of products of graphs, the
number of edges of a graph with a given order and L(2, 1) number, and the list version
of L(2, 1)-labelings were also studied, among other variants. Furthermore, the more
general L(h, k)-labeling, where adjacent vertices must receive colors with difference at
least h, and vertices joined by a path of length two must receive colors with difference
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2 L(2, 1)-labelings of oriented graphs

at least k was considered. It is not our intention to survey all these results here, as we
are interested in the directed version of L(2, 1)-labelings. We refer to the surveys of Yeh
[125] and Calamoneri [16] for a comprehensive account of the area.

Rather, we will consider here the oriented version of L(2, 1)-labeling, namely: given
an oriented graph G (a directed graph where no loops, multiple or opposite directed
edges are allowed), an L(2, 1)-labeling of G is an assignment f : V (G) → {0, . . . , k} of
labels (or colors) to the vertices of G such that |f(u) − f(v)| ≥ 2 if uv ∈ E(G) and
|f(u) − f(v)| ≥ 1 if there is a (directed) path of length two joining u and v is 2 in G.
Again, the least value of k such that G admits an L(2, 1)-labeling f : V (G)→ {0, . . . , k}
is called the L(2, 1)-number of G, and it is denoted by

−→
λ (G).

Notice that, if G is an oriented graph and H is it underlying graph (the undirected
graph obtained by ignoring the orientation of the edges), then the following inequality
holds:

−→
λ (G) ≤ λ(H) (2.1)

We will see later that this bound is usually not sharp, and that indeed those two
parameters may behave quite differently in some classes of graphs.

2.2 L(2, 1) number of paths, cycles and Cartesian product

The second and third items of Theorem 2.2 characterize completely the L(2, 1) number
of cycles and paths. It is easy to see that the upper bound in inequality (2.1) is attained
for these graphs: indeed, every L(2, 1)-labeling of a cycle (resp. path) is also an L(2, 1)-
labeling of a directed cycle (resp. directed path) of the same length (with the obvious
correspondence between the vertices), since the directed paths of length two in the
directed graph are in correspondence with the undirected paths of length two in the
undirected counterpart. This means that the results of this part of the theorem translate
to the directed version:

Proposition 2.8.

1.
−→
λ (
−→
Cn) = 4 for every n ≥ 3;

2.
−→
λ (
−→
P2) = 2,

−→
λ (
−→
P3) =

−→
λ (
−→
P4) = 3 and

−→
λ (
−→
Pn) = 4 for all n ≥ 5.

A natural next step is to study how the L(2, 1) number behaves when we combine two
cycles or paths in some way. There are many different sorts of products of graphs (see
[59] and [67] for good surveys on the topic). We will consider one of the most studied
graph products in this section: the Cartesian product.
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2 L(2, 1)-labelings of oriented graphs

2.2.1 Cartesian product

The Cartesian product of two graphs (resp. digraphs) G and H is the graph (resp.
digraph) G�H such that V (G�H) = V (G)× V (H), and where there is an edge joining
(a, x) and (b, y) if ab ∈ E(G) and x = y, or if a = b and xy ∈ E(H) (resp. there is an
edge pointing from (a, x) to (b, y) if ab ∈ E(G) and x = y, or if a = b and xy ∈ E(H)).

Figure 2.1: The Cartesian product of
−→
P3 and

−→
P4

The following theorem of Whittlesey, Georges and Mauro settles the question for the
Cartesian product of two undirected paths:

Theorem 2.9 (Whittlesey, Georges and Mauro [123]). Let m,n ≥ 3. Then:

1. λ(P2�P2) = λ(C4) = 4;

2. λ(P2�Pn) = 5;

3. λ(Pm�Pn) = 6.

As for the Cartesian product of cycles and paths, the following result is known:

Theorem 2.10 (Jha, Narayanan, Sood, Sundaram and Sunder [70]; Klavžar and Vesel
[78]). Let m ≥ 3 and n ≥ 4. Then:

1. λ(Cm�P2) =

{
5, if m ≡ 0 (mod 3);

6, otherwise.

2. λ(Cm�P3) =

{
7, if m = 4 or m = 5;

6, otherwise.

3. λ(Cm�Pn) =

{
6, if m ≡ 0 (mod 7);

7, otherwise.
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2 L(2, 1)-labelings of oriented graphs

Finally, Schwarz and Troxell settled the Cartesian product of two cycles completely.
The dependence of λ on the lengths of the cycles is a bit more subtle in this case, as
shown in their theorem:

Theorem 2.11 (Schwarz and Troxell [106]). Let m,n ≥ 3. Then:

λ(Cm�Cn) =


6, if m,n ≡ 0 (mod 7);

7, if {m,n} ∈ A ∪B ∪ C;

8, otherwise;

where A = {{3, i} : i ≥ 3, i odd or i ∈ {4, 10}}, B = {{5, i} : i ∈ {5, 6, 9, 10, 13, 17}},
and C = {{6, 7}, {6, 11}, {7, 9}, {9, 10}}.

As for the oriented version, much less is known. The following result, from 2018, was
the best for product of two oriented cycles:

Theorem 2.12 (Jiang, Shao and Vesel [110]). If m,n ≥ 40, then
−→
λ (
−→
Cm�

−→
Cn) ≤ 5.

Our result refines this theorem, determining precisely the value of
−→
λ in this range.

Perhaps surprinsingly, it depends only on the value of the greatest common divisor of
the lengths of the cycles:

Theorem 2.13 (Colucci and Győri [26]). Let m,n ≥ 40. Then:

−→
λ (
−→
Cm�

−→
Cn) =

{
4, if gcd(m,n) ≥ 3;

5, otherwise.

Proof of Theorem 2.13

Let S(m,n) = {am + bn : a, b nonnegative integers, not both zero}. A classical result
of Sylvester [112] states that t ∈ S(m,n) for all integers t ≥ (m − 1)(n − 1) that are
divisible by gcd(m,n).

We start with a lemma which is a slightly stronger version of Lemma 5 from [110] that
can be obtained with the same proof:

Lemma 2.14. (Lemma 5 in [110]) For every m, n with m, n ≥ 3 and every 4-L(2, 1)-

labeling f of
−→
Cm�

−→
Cn, the following periodicity condition holds:

f(i, j) = f(i+ 1 mod m, j − 1 mod n) for all i ∈ [m], j ∈ [n]. (2.2)

The following lemma combined the result of Sylvester mentioned above will also be
useful for us:

Lemma 2.15. (Lemmas 2 and 3 in [110]) Let m, n, p ≥ 3 and t, k ≥ 1 be integers. If
−→
λ (
−→
Cm�

−→
Cn) ≤ k and

−→
λ (
−→
Cp�
−→
Cn) ≤ k, then

−→
λ (
−→
Cm+tp�

−→
Cn) ≤ k.

In particular, if m and n are such that
−→
λ (
−→
Cm�

−→
Cn) ≤ k,

−→
λ (
−→
Cm�

−→
Cm) ≤ k and

−→
λ (
−→
Cn�

−→
Cn) ≤ k, then

−→
λ (
−→
Ca�
−→
Cb) ≤ k for all a, b ∈ S(m,n), and hence for all a,

b ≥ (m− 1)(n− 1) divisible by gcd(m,n).
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2 L(2, 1)-labelings of oriented graphs

After stating these two lemmas, we are able to give the proof:

For m,n ≥ 3, let G denote the graph
−→
Cm�

−→
Cn, i.e., V (G) = [m]× [n] and the directed

edges of G point from (i, j) to (i + 1 mod m, j) and to (i, j + 1 mod n), for every i ∈
[m], j ∈ [n]. For a labeling f , we write f(i, j) instead of f((i, j)) for short.

A directed P3 subgraph of G shows, together with Proposition 2.8, that
−→
λ (
−→
Cm�

−→
Cn) ≥

4.

Let d = gcd(m,n) and assume first that d ≥ 3. According to Lemma 2.15, it is enough

to prove that
−→
λ (
−→
Cd�
−→
Cd) = 4. Any 4-L(2, 1)-labeling f of

−→
Cd can be extended to a 4-

L(2, 1)-labeling f ′ of λ(
−→
C d�

−→
Cd) by setting f ′(i, j) = f(i − j mod d), and, by Theorem

2.2, we know that λ(
−→
Cd) = 4.

On the other hand, assume for the sake of contradiction that d ∈ {1, 2} and there is

a 4-L(2, 1)-labeling f of
−→
Cm�

−→
Cn. In particular, m 6= n, so let us assume that m > n.

It is easy to check that, if m ≥ n+3, f induces a valid 4-L(2, 1)-labeling of
−→
Cm−n�

−→
Cn.

In fact, let g(i, j) = f(i, j) for all 1 ≤ i ≤ m − n and 1 ≤ j ≤ n. We claim that g is a

4-L(2, 1)-labeling of
−→
Cm−n�

−→
Cn, which, in particular, satisfies (2.2) as well.

Indeed, all we have to check is that the following conditions hold for g, since the other
restrictions are inherited by f : |g(m−n− 1, j)− g(1, j)| ≥ 1, |g(m−n, j)− g(1, j)| ≥ 2,
|g(m − n, j) − g(2, j)| ≥ 1, |g(m − n, j) − g(1, j + 1 mod n)| ≥ 2, for every j ∈ [n]. All
these conditions follow from g(m−n−1, j) = f(m−n−1, j) = f(m−1, j+n mod n) =
f(m − n − 1, j) and g(m − n, j) = f(m − n, j) = f(m, j + n mod n) = f(m − 1, j),
which follow from the application of (2.2) n times, together with the fact that f is a

L(2, 1)-labeling of
−→
Cm�

−→
Cn.

Applying this argument consecutively, using the fact that d = gcd(m,n) and by the
symmetry of the factors of the product, we conclude that f induces a 4-L(2, 1)-labeling

c of either
−→
Ck+1�

−→
Ck or

−→
Ck+2�

−→
Ck, for some k ≥ 3. This is a contradiction, since in this

case we would have c(1, 1) = c(2, k) = · · · = c(k+1, 1) and (k+1, 1) and (1, 1) are joined
by and edge or by a directed path of length two, respectively. �

2.3 L(2, 1)-labelings of other oriented graphs

Chang and Liaw studied the L(2, 1)-labelings of oriented trees. Namely, in a paper of
2003, they proved the following result:

Theorem 2.16 (Chang and Liaw [19]). Let T be an oriented tree. Then
−→
λ (T ) ≤ 4.

More precisely, let l be the length of a longest (directed) path in T . Then:

1. If l = 1, then
−→
λ (T ) = 2;

2. If l = 2, then
−→
λ (T ) = 3;
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2 L(2, 1)-labelings of oriented graphs

3. If l = 3, then
−→
λ (T ) ∈ {3, 4};

4. If l ≥ 4, then
−→
λ (T ) = 4.

This result, unlike some of the result of the previous section, shows a pronounced

difference between
−→
λ (T ) and the L(2, 1) number of its underlying graph: by Theorem

2.2, λ(T ) ∈ {∆(T ) + 1,∆(T ) + 2} for every tree T .

Our following result, proved together with Győri, sheds some light on this phe-

nomenon, providing an upper bound for
−→
λ (G) in terms of the maximum degree of

the blocks, i.e., the biconnected components, of the underlying graph of G. Namely:

Theorem 2.17 (Colucci and Győri [25]). Let G be an oriented graph with the following
property: for every block B of its underlying graph, all the in- and out-degrees of the

vertices of G[B], the subgraph of G induced by V (B), are bounded by k. Then
−→
λ (G) ≤

2k2 + 6k.

Proof. We proceed by induction on the number of blocks of H, the underlying graph
of G. If H has only one block (that is, it is 2-connected), it is clear that we can color
G greedily using at most 2k2 + 6k + 1 colors, since the first (resp. second) directed
neighborhood of any vertex v in G contains at most 2k (resp. 2k2) vertices, and each of
those vertices forbids at most three (resp. one) colors for v.

On the other hand, if H contains at least two blocks, let v be a cut vertex with the
property that at most one of the blocks containing v contains a cut vertex distinct from
v. It is clear that such a vertex exists from the tree structure of the blocks of H. Let
B1, . . . , Bt be the blocks containing v such that v is the only cut vertex of Bi.

We apply induction on the graph G′ = G −
⋃t
i=1(V (Bi)\{v}) to get a coloring of it

using at most 2k2 + 6k+ 1 colors. We are left with the vertices of the blocks Bi (except
v) to color.

Let A and B be, respectively, the set of uncolored vertices that point to and from v in
G. It is clear that the size of any connected component in A and B is at most k and that
the only paths joining these components pass through v. In this way, as v has at most 2k
colored neighbors in G at this point, we have at least 2k2 + 6k+ 1− 2k− 3 ≥ 2k distinct
free colors for the vertices in A and B. Let some of the free colors be c1 < c2 < · · · < c2k.
We use colors c1, c3, . . . , c2k−1 for A and c2, c4, . . . , c2k for B, coloring each vertex in a
connected component with a distinct color.

Now that A ∪ B is colored, we have to color the vertices of
⋃t
i=1Bi at distance at

least two from v. We can color these vertices greedily as before, since its neighbors and
second neighbors lie inside a block of H, in which the maximum degree is k.

In particular, this result implies that oriented trees have bounded L(2, 1) number
(with a slightly worse constant than the optimal value 4 given in Theorem 2.16), as the

blocks of their underlying graph are edges. Namely, it proves that
−→
λ (T ) ≤ 8 for every

oriented tree T .
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2 L(2, 1)-labelings of oriented graphs

We also gave a construction that yields a lower bound asymptotically equal to half of
the upper bound of Theorem 2.17:

Theorem 2.18 (Colucci and Győri [25]). There is an oriented graph G such that its
underlying graph is 2-connected, every in-degree and out-degree in G is bounded by k +

O(1) and
−→
λ (G) ≥ k2 +O(k).

Proof. Let V (G) = Z2
k, the set of pairs of integers modulo k, where k ≥ 4 is a positive

integer. To simplify the notation, we write ab for the pair (a, b) ∈ Z2
k. The arcs of G are

defined as follows:

i. ab→ bc, if c > a.

ii. ab→ (b+ 1)c, if b < k − 1, c ≤ a and c 6= a− 1.

iii. ab→ a(b+ 1), if b < k − 1 and a 6= b+ 2.

iv. ab→ (a+ 1)b, if a < k − 1 and a 6= b+ 1.

It is easy to check that G does not contain opposite arcs and both the in-degree and
out-degree of its vertices are bounded by k + 1. Furthermore, it will be clear from
the proof that its underlying graph is 2-connected.

Note that to prove that the theorem it suffices to show that, for every pair of vertices
ab, cd with a, b, c, d /∈ {0, k − 1}, there is a directed path of length at most 2 from
ab to cd or vice-versa. Therefore, we assume this condition holds in what follows.

We can find paths of length at most 2 joining ab and cd as follows:

1. If a < c and b < d: ab→ bc→ cd.

2. If a > c and b > d: cd→ da→ ab.

3. If a < c and b > d: cd→ (d+ 1)a→ ab, except if:

i. c = a+ 1: ab→ (b+ 1)a→ (a+ 1)d.

ii. b = d+ 1: cd→ (d+ 1)(a− 1)→ a(d+ 1).

4. If a > c and b < d: ab→ (b+ 1)c→ cd, except if:

i. a = c+ 1: (c+ 1)b→ (b+ 1)(c− 1)→ cd.

ii. d = b+ 1: ab→ (b+ 1)(c− 1)→ c(b+ 1).

5. If a = c and, say, b < d (without loss of generality): ab→ (b+ 1)a→ ad, except
if:

i. d = b+ 1 and a 6= b+ 2: ab→ a(b+ 1).

ii. d = b+ 1 and a = b+ 2: a(b+ 1)→ ab.

6. If, say, a < c (without loss of generality) and b = d: ab → b(c− 1) → cb, except
if:
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2 L(2, 1)-labelings of oriented graphs

i. c = a+ 1 and a 6= b+ 1: ab→ (a+ 1)b.

ii. c = a+ 1 and a = b+ 1: (a+ 1)b→ ab.

We conjecture that there is a construction that matches the upper bound asymptoti-
cally:

Conjecture 2.19. There is an oriented graph G for which each indegree and outdegree

is bounded by (1 + o(1))k and
−→
λ (G) ≥ 2k2 +O(k).

A related notion to L(2, 1)-labeling in oriented graphs is the oriented coloring. An
oriented coloring of an oriented graph G is a function c : V (G)→ [k] such that

1. c(u) 6= c(v), if u and v are joined by an edge;

2. if uv is an edge, there is no edge xy with c(x) = c(v) and c(u) = c(x).

In other words, an oriented coloring is a proper vertex coloring that has no pair of
color classes joined by two edges pointing to opposite directions. The oriented chromatic
number of G, denoted by −→χ (G) (or sometimes by χo(G)), is the least k such that G
admits an oriented coloring c :→ [k]. Equivalently, it is the least integer k such that
V (G) can be partitioned into k independent sets S1, . . . , Sk in a way that for every
1 ≤ i < j ≤ k, all edges joining Si and Sj point in one fixed direction (either from Si to
Sj or the other way around).

It is easy to see that
−→
λ (G) ≤ 2(−→χ (G) − 1), since subracting one and then doubling

every color of an oriented coloring of G, we get an L(2, 1)-labeling. Calamoneri and
Sinaimeri [18], using results on the oriented chromatic number of oriented planar graphs
[92, 94, 101, 118], noticed that this inequality implies that the L(2, 1) number of every
oriented planar graph is bounded by a constant. They also gave some exact values and
bounds for some classes of oriented graphs, as cactus, Halin graphs, wheels and prisms.
Also, Calamoneri [17] studied the L(2, 1) number of some oriented grid graphs. Again,
possibly with a bigger constant, Theorem 2.17 also proves that the L(2, 1) number of
oriented cacti, prisms and grid graphs are bounded.

2.4 A new generalization of L(2, 1)-labeling of oriented graphs

In this section, we introduce one more generalization of L(2, 1)-labeling and prove anal-
ogous results of Theorems 2.17 and 2.18 in this new setting.

A path of length two admits three pairwise non-isomorphic orientations: a → b → c,
a → b ← c, and a ← b → c; we call these paths P1, P2 and P3, respectively. In this
terminology, we can rephrase the definition of a L(2, 1)-labeling of an oriented graph
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2 L(2, 1)-labelings of oriented graphs

G as follows: an assignment f : V (G) → {0, . . . , k} such that |f(u) − f(v)| ≥ 2, if
uv ∈ E(G); and |f(u)− f(v)| ≥ 1, if there is a P1 in G joining u and v.

We study the corresponding problems that arise when we replace P1 in this definition
by P2 or P3, or, even more generally, by a subset S of {P1, P2, P3}. We denote the
corresponding minimum value of k by λS(G). Some of the choices of S lead us back
to previous questions, namely, λ∅(G) = 2χ(G) − 1; λ{P1,P2,P3}(G) = λ(H), where H is

the underlying graph of G; and λ{P1}(G) =
−→
λ (G). Also, by the symmetry of P2 and

P3, we have just the following three cases left to consider: S = {P2}, S = {P2, P3} and
S = {P1, P2}.

In each one of those cases, we are going to determine the order of magnitude, and, with
one exception, the correct asymptotic value, of the maximum possible value of λS(G) in
terms of the maximum degree of G.

First, we consider S = {P2}, i.e., when the only two path considered is a → b ← c.
We have the following asymptotically sharp result:

Theorem 2.20 (Colucci and Győri [25]). Let G be an oriented graph such that d+(v) ≤ k
and d−(v) ≤ k for all v ∈ V (G). Then λ{P2}(G) ≤ k2 + O(k), and there is a family of
graphs that matches this upper bound asymptotically.

Proof. We color G greedily with the colors {0, . . . , k2 + 5k}: given a vertex v, each of its
at most 2k neighbors forbid at most 3 colors for v. Among the second neighbors, only
the at most k(k − 1) = k2 − k vertices that are joined by a P2 to v forbid colors for v,
at most one new color per vertex. In total, at most 3 · 2k + k2 − k = k2 + 5k colors are
forbidden for v.

As for the sharpness of the bound, the same construction as in the undirected case
works. Let G = (A,B,E) be the oriented bipartite incidence graph of a projective plane
with point set A, line set B, |A| = |B| = k, and all the edges pointing from A to B.
Both the in- and outdegrees of G are bounded by (1 + o(1))

√
k and there is a P2 joining

every pair of vertices in A. Therefore, at least k different colors are needed in any valid
labeling of G.

In the case S = {P2, P3}, we have the following result, which does not yield an
asymptotic sharp bound, but a factor 2 for the ratio between the upper and lower
estimates:

Theorem 2.21 (Colucci and Győri [25]). Let G be an oriented graph such that d+(v) ≤ k
and d−(v) ≤ k for all v ∈ V (G). Then λ{P2,P3}(G) ≤ 2k2 + O(k). On the other hand,
there is a family of graphs G with d+(v) = (1 + o(1))k, d−(v) = (1 + o(1))k for every
v ∈ V (G) and λ{P2,P3}(G) ≥ k2 +O(k).

The proof of the upper bound in Theorem 2.21 is obtained in a similar way as in
Theorem 2.20, i.e., coloring the graph greedly, bounding the number of forbidden colors
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2 L(2, 1)-labelings of oriented graphs

for a given vertex using the sizes of its first and second neighboorhoods. The lower
bound comes from the very same construction in Theorem 2.20. We omit the details.

Finally, in the case S = {P1, P2}, we have a different upper bound and an asymptoti-
cally sharp construction, as stated in the following theorem:

Theorem 2.22 (Colucci and Győri [25]). Let G be an oriented graph such that d+(v) ≤ k
and d−(v) ≤ k for all v ∈ V (G). Then λ{P1,P2}(G) ≤ 3k2 +O(k). Furthermore, there is
a family of graphs that matches this bound asymptotically.

Proof. Again, we apply the greedy algorithm as in Theorem 2.20 to get the upper bound.

On the other hand, consider the following construction: if H = (A,B,E) is the
bipartite incidence graph of a projective plane with point set A, line set B and |A| =
|B| = k with all edges oriented from A to B, let H ′ = (A′, B′, E′) and H ′′ = (A′′, B′′, E′′)
be two copies of H with edges oriented from A′ to B′ and A′′ to B′′, respectively. For
a vertex p ∈ V (H), we denote by p′ (resp. p′′) its copy in H ′ (resp. H ′′), and we call
p, p′, p′′ twin vertices. We construct an oriented graph G as follows: The vertex set of G
is V (G) = V (H)∪V (H ′)∪V (H ′′). The edge set of G is E(G) = E(H)∪E(H ′)∪E(H ′′)∪
{(l, p′), (l′, p′′), (l′′, p) : l ∈ B, p ∈ A and (p, l) ∈ E(H)}∪{(p, p′), (p′, p′′), (p′′, p) : p ∈ A}.
In the graph G, all degrees are bounded by (1 + o(1))

√
k. Moreover, given two vertices

p, q from A ∪ A′ ∪ A′′, either they are joined by a P2 (in case both vertices come from
the same set), by a P1 (if they are in different sets and are not twin vertices) or by an
edge (if they are twin vertices). This shows that a valid labeling of G must use at least
3k colors.
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3 Edge colorings without a fixed monochromatic subgraph

3.1 Classical questions in Extremal Graph Theory: maximizing
the number of edges

One of the most natural and well-studied parameters in Extremal Graph Theory is the
Turán number (also known as the extremal number) of a graph H. It is denoted
by ex(n,H) and defined as

ex(n,H) = max{e(G) : G is a graph on n vertices and H * G}.

A graph G is called and extremal graph for H if e(G) = ex(|V (G)|, H).

This parameter is named after the Hungarian mathematician Pál Turán, whose theo-
rem, published in 1941, generalizes the result from 1907 of Mantel [88] that ex(n,K3) =
bn2/4c to all complete graphs and characterizes its extremal graphs:

Theorem 3.1 (Turán [117]). For every t ≥ 2,

ex(n,Kt) = e(T (n, t− 1)) ∼
(

1− 1

t− 1

)
n2

2
,

where T (n, r) is the so-called r-partite Turán graph: a complete r-partite graph with n
vertices in which each color class contains either bn/rc or dn/re vertices. Furthermore,
T (n, t− 1) is the unique graph on n vertices and ex(n,Kt) edges.

Turán’s Theorem is the cornerstone of a huge body of work in Extremal Graph Theory
and beyond, with literally thousands of papers and myriads of results tracing back to it,
so it is out of the scope of the present text to survey all of them. However, it is worth
mentioning a few theorems in the area to illustrate a recurring phenomenon in Extremal
Graph Theory that will also manifest in the problems we are dealing in this thesis: the
fact that the nature of the questions is surprisingly more intricate when we deal with
forbidden bipartite graphs.

One of the first generalizations of Turán’s theorem is the following result of Erdős and
Simonovits. As it is based on an earlier result of Erdős and Stone [36], it is sometimes
referred to as Erdős-Stone-Simonovits theorem in the literature:

Theorem 3.2 (Erdős and Simonovits [40]). If H is a graph with χ(H) = t ≥ 2, then

ex(n,H) = ex(n,Kt) + o(n2).

The result above is an asymptotically sharp estimate for the extremal number of every
non-bipartite graph, since by Turán’s theorem we have ex(n,Kt) = Θ(n2) whenever
t ≥ 3. For bipartite graphs H, on the other hand, it simply gives the crude upper bound
ex(n,H) = o(n2), as the first term on the right-hand side vanishes in this case.

The problem of estimating the extremal number of bipartite graphs is much more
challenging. Indeed, with few exceptional classes of bipartite graphs H, not even the
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3 Edge colorings without a fixed monochromatic subgraph

order of magnitude of ex(n,H) is known. Erdős and Simonovits [38] conjectured that for
every bipartite graph H, there are constants c and 1 ≤ α < 2 such that ex(n,H) ∼ cnα,
and, reciprocally, for every rational number 1 ≤ α < 2 there is a bipartite graph H such
that ex(n,H) ∼ cnα for some c. Bukh and Conlon [15] answered the latter question
affirmatively if instead of forbidding a single bipartite graph we may forbid a finite
collection of graphs. Some other results giving families of rational numbers α such that
there is a graph H with ex(n,H) ∼ cnα appear in [71], [75] and [72]. We refer the reader
to the survey of Füredi and Simonovits [48] for the history and results in this area.

3.2 Maximizing the number of colorings

In a paper of 1974, Erdős [37] raised the following generalization of Turán-type prob-
lems: for a fixed graph H, let cr,H(G) denote the number of (not necessarily proper)
r-edge-colorings of a graph G, i.e., functions c : E(G) → [r] = {1, . . . , r}, without a
monochromatic copy of H as a subgraph. For instance, c1,H(G) = 0 if G contains H as
a subgraph, and cr,P3(G), where P3 denotes the path on three vertices, is the number of
proper r-edge-colorings of G. We define cr,H(n) as

cr,H(n) = max{cr,H(G) : G is a graph on n vertices}.

Also, similarly as in the previous section, we call a graph on n vertices G extremal
with respect to r and H (or (r,H)-extremal) if cr,H(G) = cr,H(n).

For every r, n and H, we have the following general bounds:

rex(n,H) ≤ cr,H(n) ≤ rr·ex(n,H). (3.1)

The lower bound comes from the fact that any r-coloring of an H-free graph does
not contain a monochromatic H, so in particular an extremal H-free graph has rex(n,H)

colorings without a monochromaticH. The upper bound follows from the fact that in any
r-coloring of a graph on at least r ·ex(n,H)+1 edges there is a monochromatic subgraph
on at least ex(n,H) + 1 edges, by Pigeonhole Principle, and hence a monochromatic H.
This means that every graph G with cr,H(G) > 0 has at most r · ex(n,H) edges, so it
admits at most rr·ex(n,H) r-edge-colorings.

Considering the disjoint union of two (r,H)-extremal graphs on n and m vertices, it is
easy to see, assuming H is a connected graph, that cr,H(n+m) ≥ cr,H(n) · cr,H(m) holds
for all positive integers m and n (i.e., the function cr,H(n) is supermultiplicative). A
lemma of Fekete [44] implies, then, that the following limit exists (it is either a positive
real number or infinity):

br,H = limn→∞ cr,H(n)1/n. (3.2)

In [37], Erdős mentions that, together with Rothschild, he conjectures that, for every
t, there is n0(t) such that c2,Kt(n) = 2ex(n,Kt) for n > n0(t), and asks whether the upper
bound in (3.1) could be replaced by r(1+ε)ex(n,H) for all or almost all graphs H. The
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3 Edge colorings without a fixed monochromatic subgraph

conjecture essentially says that an extremal graph for H in Turán’s sense should also be
“almost” extremal in this new coloring sense. We will see later that this is not true in
general.

Eighteen years later, in 1992, the question reappears in a new collection of problems by
Erdős [39], where he restates the conjecture for triangles and two colors, asking whether
c2,K3(n) ≤ 2bn

2/4c.

Four years later, in 1996, Yuster published the first result in this area, answering Erdős
question positively. He proved the following:

Theorem 3.3 (Yuster [126]). For every n ≥ 6,

c2,K3(n) = 2bn
2/4c.

Furthermore, using the Regularity Lemma of Szemerédi, as usual, with an embedding
lemma, he provided the following asymptotic result for complete graphs:

Theorem 3.4 (Yuster [126]). For all t ≥ 4,

c2,Kt(n) = 2ex(n,Kt)+o(n2).

The exact conjecture of Erdős and Rothschild for complete graphs, without the o(n2)
term in the result above, was only proved eight years later, in 2004, in a paper of
Alon, Balogh, Keevash and Sudakov, where they discovered an interesting phenomenon:
although the lower bound given by the extremal graph is exact for two or three colors,
this is very far from the truth in case r ≥ 4, in the sense that cr,Kt(n) is exponentially
larger than rex(n,Kt). More precisely, they proved the following:

Theorem 3.5 (Alon, Balogh, Keevash, Sudakov [3]). For r ∈ {2, 3} and t and n >
n0(r, t),

cr,Kt(n) = rex(n,Kt).

On the other hand, for every r ≥ 4 and t ≥ 3, there is c > 1 such that, for n > n0(r, t),

cr,Kt(n)/ex(n,Kt) > cn
2
.

In their proof, they combine a multicolored version of Szemerédi’s Regularity Lemma
with a stability result for the Turán graphs. It was one of the first examples where the
Regularity Lemma was used to prove an exact result. Their results extend to edge-color-
critical graphs as well.

Furthermore, they proved the following for more colors:
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3 Edge colorings without a fixed monochromatic subgraph

Theorem 3.6 (Alon, Balogh, Keevash, Sudakov [3]). For every r ≥ 4 and t ≥ 3, the

limit f(r, t) = limn→∞ cr,Kt(n)1/(n2) exists and satisfies

r(t−2)/(t−1) < f(r, t) ≤ r.
Furthermore, f(r, t) = r(t− 2)/(t− 1)(1 + o(1)), where the o(1) term goes to zero as

t+ r tends to infinity.

Finally, they proved that c4,K3(n) = (31/221/4)(
n
2)+o(n2) and c4,K4(n) = (38/9)(

n
2)+o(n2).

Similar results can be obtained replacing Kt by a graph H with χ(H) ≥ 3.

In a paper of 2012, Pikhurko and Yilma [100] removed the o(n2) in the bounds above,

proving that, for large n, c4,K3(n) ∼ (31/221/4)(
n
2) and c4,K4(n) ∼ (38/9)(

n
2), and that

the only extremal graphs are indeed the ones conjectured by Alon et al., namely T4(n)
and T9(n), respectively. A few years later, in 2016, they proved with Staden [99] that
even if we forbid complete graphs of different sizes in each color, there is always an
extremal graph which is complete multipartite, and wrote the problem as an optimization
program.

Balogh, in 2006, was the first to address a non-monochromatic version of the problem.
In fact, he proved the following:

Theorem 3.7 (Balogh [10]). For every fixed 2-edge-coloring c of Kt that uses two colors,
i.e., a surjective function c : E(Kt) → {1, 2}, and n sufficient large, the Turán graph
T (n, t− 1) is the graph on n vertices with the largest number of edge-colorings without a
Kt colored as c.

In this case, however, three colors are already enough to change the behavior of the
problem: for instance, the complete graph Kn has more colorings that avoid a rainbow

triangle (there are 3(2(n2)− 1) ≈ 3 · 1.41n
2

such colorings that uses only two colors) than
the complete bipartite graph T2(n), which admits only 3n

2/4 ≈ 1.32n
2

such colorings.

3.3 Forbidding some monochromatic forests

3.3.1 Colorings without monochromatic matchings

Hoppen, Kohayakawa and Lefmann [63] were the first to study this problem forbidding
a bipartite monochromatic graph. More specifically, they studied the number cr,Il(n),
where Il stand for a matching on l edges. To state their result, we need two definitions:

Given integers c ≥ 1 and n ≥ c + 2, let Gn,c be the graph on the vertex set [n] and
such that the vertex set is divided into two classes, the first of size c, inducing a clique,
the second of size n− c, inducing an independent set, and all the possible edges joining
vertices in different classes. Moreover, given integers k, l ≥ 2, let c(k, l) be the quantity
defined by

c(k, l) =

{
l − 1, if k ∈ {2, 3};
d(l − 1)k/3e, if k ≥ 4.
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3 Edge colorings without a fixed monochromatic subgraph

Theorem 3.8 (Hoppen, Kohayakawa and Lefmann [63]). Let k, l ≥ 2 be fixed integers.
There exists n0 = n0(k, l) such that, for n ≥ n0, we have ck,Il(n) = ck,Il(Gn,c(k,l)).
Moreover, for n ≥ n0, the graph Gn,c(k,l) is the unique (k, Il)-extremal graph up to
isomorphism.

Similarly as Theorem 3.5, Theorem 3.8 shows that the (k,H)-extremal graphs are the
H-free extremal graphs for k = 2, 3 but not for k ≥ 4.

3.3.2 Colorings without monochromatic paths

The same set of authors, in a paper from 2014, started to investigate the question for
other forbidden bipartite graphs. More especifically, they considered some families of
trees, such as paths and stars. Perhaps surprisingly, the computation of cr,H(n) is a
much harder problem for those graphs, even for small number of colors and relatively
small paths and stars.

Those are graphs that have linear Turán number, i.e., ex(n,H) = O(n). In particular,
the bounds of (3.1) show that the limit in (3.2) is finite in this case.

They first consider the case of paths, giving some precise results for and P3 or P4. In
the case of the path on three vertices, they prove the following results for two and three
colors, respectively:

Theorem 3.9 (Hoppen, Kohayakawa and Lefmann [64]). Let n ≥ 2 be an integer. Then:

c2,P3(n) = 2bn/2c.

Equality c2,P3(G) = c2,P3(n) holds if and only if n is even and G consists of n pairwise
independent edges, or n is odd and G either consists of (n− 1)/2 pairwise independent
edges and an isolated vertex or of (n − 3)/2 pairwise independent edges and a path on
the three remaining vertices.

Theorem 3.10 (Hoppen, Kohayakawa and Lefmann [64]). Let n ≥ 2 be a positive
integer. For n = 2 we have c3,P3(2) = 3, and equality c3,P3(G) = c3,P3(2) holds only
for G = K2. For n = 3 we have c3,P3(3) = 33, and equality c3,P3(G) = c3,P3(3) is only
achieved by G = K3 or G = P3. For n ≤ 4, the function c3,P3(n) is given by

c3,P3(n) =


18n/4, if n ≡ 0 (mod 4);

30 · 18(n−5)/4, if n ≡ 1 (mod 4);

66 · 18(n−6)/4, if n ≡ 2 (mod 4);

126 · 18(n−7)/4, if n ≡ 3 (mod 4).

There is a single graph G on n ≥ 4 vertices with c3,P3(G) = c3,P3(n). For 4 ≤ n ≤ 7
it is a cycle on n vertices. For n ≥ 8 and n ≡ 0 (mod 4), the graph G consists of n/4
pairwise vertex-disjoint 4-cycles. For n = 4n′ + i, n′ ≥ 2 and i ∈ {1, 2, 3}, the graph G
consists of n′ vertex-disjoint cycles, (n′ − 1) of which on four vertices and one of which
on (4 + i) vertices.
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3 Edge colorings without a fixed monochromatic subgraph

Theorem 3.10 shows that, already for P3, a different behavior shows up: three colors
are enough to make a P3-free extremal graph not (r, P3)-extremal. Indeed, a P3-free
extremal graph is, for n even, a collection of n/2 matchings. This graph has 3n/2 ≤ 1.74n

P3-free colorings. On the other hand, when n is divisible by four, a collection of n/4
disjoint copies of C4 has 18n/4 ≥ 2.05n P3-free colorings.

For more colors, they give the following general upper bound:

Theorem 3.11 (Hoppen, Kohayakawa and Lefmann [64]). For every r ≥ 4 and n,
cr,P3(n) ≤ (r!)n/2.

Although they are not able to characterize or even conjecture what the (r, P3)-extremal
graphs are, they give constructions that yields much more colorings than the extremal
graph: for instance, if the number r of colors is an odd multiple of three, let m = r/3+1,
and consider a 1-factorization of the complete graph Km with corresponding matchings
M1, . . . ,Mm−1, each of size m/2. If we split the set of colorings among the matchings Mi,
i = 1, . . . ,m− 1 in such a way that each matching receives three colors, and then color
each edge in Mi with any of these three colors, we get (3m/2)m−1 distinct r-colorings of
Km. Taking n/m disjoint copies of Km, we get that

cr,P3(n) ≥ ((3m/2)m−1)n/m = 3rn/6,

which is much larger than then rn/2 that a P3-free extremal graph admits.

Another construction that works for r = 4 or r = 5 is to take n/4 disjoint copies of C4

and, in each cycle, use two fixed colors to color one of the matchings and the two or three
remaining colors to color the other matching. This gives more than 2n/4 · 2n = 25n/4

(resp. 2n/4 · 2n/2 · 3n/2) colorings, again a bigger number than 4n/2 (resp. 5n/2) colorings
of the P3-free extremal graph.

For P4, again for r = 3 there are graphs with more colorings that the P4-free extremal
graphs: on the one hand, an P4 extremal graph on n vertices has either rn or rn−1

colorings, depending if n ≡ 0 (mod 3) or not; on the other hand, the following general
proposition shows that, in particular, c3,P4(n) is much bigger than 3ex(n,P4):

Proposition 3.12 (Hoppen, Kohayakawa and Lefmann [64]). For integers r ≥ 1 and
n ≥ 4, we have

cr,P4(n) ≥ (r!)n−r+1.

In case of two colors, they prove that the P4-free extremal is also extremal when n is
divisible by three:

Theorem 3.13 (Hoppen, Kohayakawa and Lefmann [64]). If n is a positive integer,
then

c2,P4(n) ≤ 2n.
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3 Edge colorings without a fixed monochromatic subgraph

Equality holds for graphs on n vertices if and only if n ≡ 0 (mod 3) and G consists
of n/3 pairwise vertex-disjoint triangles. Moreover, if an n-vertex graph G is not P4-
extremal, then c2,P4(n) ≤ 31 · 2n−5.

If n is not divisible by three, they show a better construction than the extremal graph:

Proposition 3.14 (Hoppen, Kohayakawa and Lefmann [64]). For any integer n ≥ 4
with n 6≡ 0 (mod 3), we have

c2,P4(n) ≥ 9/8 · 2n−1 > 2ex(n,P4).

The behavior of cr,Pl is not known for r ≥ 2 and l ≥ 5. The authors conjectured the
following:

Conjecture 3.15. For every l ≥ 5, b2,Pl = 2. On the other hand, for every fixed r ≥ 3,
there is C > 1 such that cr,Pl(n) > Cn · rex(n,Pl).

This conjecture is proven to be true for r ≥ 4 by the following more general proposition:

Proposition 3.16 (Hoppen, Kohayakawa and Lefmann [64]). Let r ≥ 4 and let H
be a connected graph with linear Turán number. Then there exists C > 1 such that
cr,H(n) > Cn · rex(n,H).

3.4 Colorings without monochromatic stars

We consider now the number cr,St(n), where St stands for the star with t edges. The
fact that ex(n, St) = bn(t− 1)/2c, together with (3.1) and (3.2), implies that

rbn(t−1)/2c ≤ cr,St(n) ≤ rrbn(t−1)/2c

and

rb(t−1)/2c ≤ br,St ≤ rrb(t−1)/2c.

The following theorem improves both the upper and the lower bounds above. For
that, first we consider the number χr,t =

∏r−1
i=0

(
(r−i)(t−1)

t−1

)
= (r(t − 1))!/(t − 1)!r. This

is the number of r-colorings of the star Sr(t−1) without a monochromatic St.

Theorem 3.17 (Hoppen, Kohayakawa and Lefmann [64]). For positive integers r ≥ 3,
n and r, we have

br,St ≤ (χr,t)
1/2.

As for the lower bound, the following asymptotic result is known:
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3 Edge colorings without a fixed monochromatic subgraph

Theorem 3.18 (Hoppen, Kohayakawa and Lefmann [64]). Given a positive integer
r ≥ 3, we have

br,St ≥ r−(
√

3/4+o(1))r
√
t log t · (χr,t)1/2,

where the o(1) term above is with respect to t→∞.

This result implies that cr,St(n) ≥ Cn · rex(n,St) for some C > 1 and t > t0. The graph
Kt,t shows that the same holds for all r ≥ 2 and t ≥ 3. In other words, for any fixed
r ≥ 2 and t ≥ 3, if n is sufficient large, an St-free extremal graph is not (r, St)-extremal.
This is not the case for r = t = 2 by Theorem 3.9.

The discussion above shows that the computation of cr,St(n) may be difficult even for
small values of r and t. In particular, the value of c2,S3(n), or even b2,S3 , is known.

We were able to improve some of the current upper bounds when the forbidden graph
is a star. We now state the best known uppper and lower bounds followed by our
corresponding improvements on the upper bounds in each case.

First, we consider small forbidden stars (S3 and S4) and 2-colorings. For S3, Hoppen,
Kohayakawa and Lefmann had the following bounds:

Theorem 3.19 (Hoppen, Kohayakawa and Lefmann [64]). b2,S3 ≤
√

6 ≈ 2.45. On the
other hand, the graph consisting of n/6 disjoint copies of the complete bipartite graph
K3,3 gives b2,S3 ≥

6
√

102 ≈ 2.16.

We improve the upper bound above to:

Theorem 3.20 (Colucci, Győri and Methuku [27]). There is a constant c such that
c2,S3(n) ≤ c · 183n/10. In particular, b2,S3 ≤ 183/10 ≈ 2.38.

Their result for S4 is:

Theorem 3.21 (Hoppen, Kohayakawa and Lefmann [64]). b2,S4 ≤
√

20 ≈ 4.47. On the
other hand, the graph consisting of the union of n/10 disjoint bipartite graphs K5,5 gives
b2,S4 ≥ 3.61.

Our improved upper bound in this case is:

Theorem 3.22 (Colucci, Győri and Methuku [27]). b2,S4 ≤ 2005/18 ≈ 4.36.

Next, we consider 2-colorings that forbid monochromatic big stars. Hoppen, Ko-
hayakawa and Lefmann, in the same paper, proved the following:

Theorem 3.23 (Hoppen, Kohayakawa and Lefmann [64]). For every t, b2,St ≤
(

2t−2
t−1

)1/2
.

Furthermore, a certain complete bipartite graph gives b2,St ≥ 2−(
√

2/2+o(1))
√
t log(t)·

((
2t−2
t−1

))1/2
.

We improve the upper bound for large t as follows:

Theorem 3.24 (Colucci, Győri and Methuku [27]). For large values of t, we have:
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3 Edge colorings without a fixed monochromatic subgraph

b2,St ≤
(√

2 ·
(

2t−3
t−2

)) 2t−3
4t−7

.

Finally, we fix the forbidden star to be S3 and consider r-colorings. The bounds in
Hoppen, Kohayakawa and Lefmann’s paper are:

Theorem 3.25 (Hoppen, Kohayakawa and Lefmann [64]). For every r, br,S3 ≤
(

(2r)!
2r

)1/2
.

The new upper bound for this quantity that we prove here is:

Theorem 3.26 (Colucci, Győri and Methuku [27]). If r is a sufficiently large integer,
then

br,S3 ≤

(
r(2r − 1)!2

22r−2

) 2r−1
8r−6

∼
8
√

2
4
√
e
·
(

(2r)!

2r

)1/2

≈ 0.85 ·
(

(2r)!

2r

)1/2

.

3.4.1 A useful lemma

Given a graph G, we call an edge e = uv ∈ E(G) an ab-edge (a ≤ b) if {d(u), d(v)} =
{a, b}. Furthermore, we denote by mab the number of ab-edges (sometimes we will write
ma instead of maa for short) and by va the number of vertices of degree a in G.

We now state and prove a simple lemma that will be used throughout the proofs of
this paper.

Lemma 3.27. For every r ≥ 2, t ≥ 3 and n, there is an (r, St)-extremal graph G on n
vertices and a constant c(r, t) with the following properties: ∆(G) ≤ r(t − 1) − 1, and
d(v) ≥

⌈
r
2

⌉
· (t− 1) holds for all but at most c(r, t) vertices v ∈ V (G).

Proof. LetG be a graph on n vertices. IfG has a vertex of degree at least r(t−1)+1, all of
its r-edge colorings contain a monochromatic St, by Pigeonhole Principle, so cr,St(G) = 0.
Furthermore, if there is a vertex v of degree exactly r(t− 1), then for an edge e incident
to v, the graph G′ = G−e has at least as many colorings as G. Indeed, every coloring of
G induces a coloring of G′ in an injective way, since the color of the other (r−1)(t−1)−1
edges incident to v define the color of the edge e uniquely.

On the other hand, if G has two vertices u, v of degree less than
⌈
r
2

⌉
· (t−1) not joined

by an edge, the graph G′ = G + uv has at least as many good colorings as G, since in
every partial coloring of G′ that comes from a coloring of G, there is at least one free
color for the edge uv. Therefore, we may assume that all such vertices induce a clique,
which implies that there is at most a constant number of them.

3.4.2 Applying an entropy lemma

In this section, we will outline the general framework on which our proofs will rely. We
start by stating a crucial lemma from [22]:
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3 Edge colorings without a fixed monochromatic subgraph

Lemma 3.28. Let F be a family of vectors in F1 × · · · × Fm. Let G = {G1, . . . ,Gn} be
a collection of subsets of M = {1, . . . ,m}, and suppose that each element i ∈M belongs
to at least k members of G. For j = 1, . . . , n let Fj be the set of all projections of the
members of F on Gj. Then

|F|k ≤
n∏
j=1

|Fj |. (3.3)

In our proofs, we will take F to be the set of r-edge-colorings of a graph G without
monochromatic copies of St. It is a family of vectors in [r]|E(G)|, where an edge-coloring
c : E(G) → [r] is identified with the vector indexed by the edges of G whose value in
entry e ∈ E(G) is c(e).

For each ab-edge ei of G, we will take a set Gi to be the set of indices of ei and the edges

incident to it, and we take 2r(t−1)−2−(a+b) identical unit sets G1
i , . . . ,G

2r(t−1)−2−(a+b)
i

containing the index of ei. This choice guarantees that each edge is counted 2r(t−1)−3
times among the sets in G, so we may apply inequality (3.3) with k = 2r(t− 1)− 3.

Let us estimate now the size of the Fj . It is the number of restrictions of r-edge-
colorings of G without monochromatic St to the subgraph spanned by the edges in the
set Gj . The number of r-edge-colorings without monochromatic St of this subgraph is
an upper bound for |Fj |.

For the unit sets Gij , it is clear that |F ij | ≤ r. Otherwise, let us denote by f(x) the
number of r-edge-colorings without monochromatic St of a star on x edges in which the
color of exactly one edge is fixed. If we color an ab-edge ei and then the stars hanging
on its endpoints, we get |Fi| ≤ rf(a)f(b).

Taking into account both types of sets, an ab-edge contributes to the right-hand side
of (3.3) with a factor of g(a, b) = r2r(t−1)−1−(a+b)f(a)f(b).

Plugging this bound in (3.3), we get an optimization problem in terms of the number
of ab-edges of G. This problem would be significantly simplified if we could assume that
almost all edges of G are aa-edges.

This is indeed the case, since whenever we have a pair of independent ab-edges (a 6= b)
e = uv and f = xy, say, d(u) = d(x) = a and d(v) = d(y) = b, such that ux and vy
are not edges, we may consider the graph G′ formed by G by deleting uv and xy and
adding ux and vy. Note that G′ has two less ab-edges, one more aa-edge and one more
bb-edge than G. On the other hand, the upper bounds on the number of colorings of G
and G′ given by (3.3) are the same, since g(a, b)2 = g(a, a) · g(b, b), and the degree of the
endpoints of all other edges remain unchanged. Therefore, repeating this procedure as
long as we can, we may assume that G has at most a constant number of ab-edges with
a 6= b. In particular, we may rewrite (3.3) as
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3 Edge colorings without a fixed monochromatic subgraph

|F|2r(t−1)−3 ≤ c ·
r(t−1)−1∏

a=d r
2
e·(t−1)

(r2r(t−1)−1−2af(a)2)ma

= c′ ·
r(t−1)−1∏

a=d r
2
e·(t−1)

(r2r(t−1)−1−2af(a)2)ava/2, (3.4)

where the range of a in the product comes from Lemma 3.27.

By taking logarithms, it is clear that we are maximizing a linear function of the
vi. This means that the maximum is attained when all but one of the vi are zero,
and the exceptional vi corresponds to the value that maximizes the function g(a) =
(r2r(t−1)−1−2af(a)2)a.

3.4.3 Forbidding small stars in 2-edge-colorings

In this section, we prove Theorems 3.20 and 3.22. Following the setup in the previous
section, the proofs are quite straightforward:

Proof of Theorem 3.20. By (3.4), we have the following bound:

|F|5 ≤ c ·
3∏

a=2

(27−2af(a)2)ava/2 (3.5)

= c′ · 32v2 · 183v3/2, (3.6)

since f(2) = 2 and f(3) = 3 in this case. The fact that 32 < 183/2 ≈ 76 concludes the
proof.

Proof of Theorem 3.22. In this case, simple computations show that f(3) = 4, f(4) = 7
and f(5) = 10. Therefore, the bound (3.4) reads as

|F|9 ≤ c · 512m3 · 392m4 · 200m5 = c′ · 5123v3/2 · 3924v4/2 · 2005v5/2.

As 5123/2 ≈ 11585, 3924/2 = 153664 and 2005/2 ≈ 565685, the maximum is achieved
when v3 = v4 = 0 and v5 = n, and the proof is complete.
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3 Edge colorings without a fixed monochromatic subgraph

3.4.4 Forbidding large monochromatic stars in 2-edge-colorings

In this section, we prove Theorem 3.24.

Proof of Theorem 3.24. In this case, f(x) =
∑t−2

k=x−t
(
x−1
k

)
, since given a star on x edges

with one edge colored with color c, we may choose at least x − t and at most t − 2 of
the remaining x− 1 edges to assign c without having a monochromatic St in any of the
colors.

We are done, then, if we find the maximum of g(a) =

(
24t−5−2a

(∑t−2
k=a−t

(
a−1
k

))2
)a

,

for t − 1 ≤ a ≤ 2t − 3. We claim that, for t large enough, the maximum value of g is
attained for a = 2t− 3.

To prove this claim, we will use the following well-known bounds for large a and t:(
2t− 3

t− 2

)
≥ 0.9 · 22t−3

√
πt

(3.7)

and (
a− 1

da−1
2 e

)
≤ 1.01 · 2a−1

√
πa
, (3.8)

that are consequences of the well-known Stirling’s formula: n! ∼
√

2πn(ne )n.

The first one implies that

g(2t− 3) =

(
2

(
2t− 3

t− 2

)2
)2t−3

>

(
0.92 · 24t−5

πt

)2t−3

> 28t2−2t log2 t−25.92t+O(log(t)).

Also, we have f(a) ≤ 2a−1, since f(a) is a sum of binomial coefficients in the (a−1)-st
row of Pascal’s triangle. Hence,

g(a) ≤ (24t−5−2a(2a−1)2)a = 2(4t−7)a.

Suppose first that a ≤ 2t− log2 t. Then the last inequality implies that

g(a) ≤ 2(4t−7)(2t−log2 t) = 28t2−4t log2 t+O(t) ≤ g(2t− 3)

for large t.

On the other hand, if 2t − log2 t ≤ a ≤ 2t − 4, notice that, as the central binomial
coefficient is the maximum in its row, we have
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3 Edge colorings without a fixed monochromatic subgraph

f(a) =

t−2∑
k=a−t

(
a− 1

k

)
≤ (2t− a− 1)

(
a− 1

da−1
2 e

)
≤ 1.01(2t− a− 1)

2a−1

√
πa
,

by (3.8).

The latter estimate implies that

g(a) ≤ (24t−5−2a(1.01(2t− a− 1) · 2a−1/
√
πa)2)a

= 2a(4t−7+2 log2(2t−a−1)+log2(1.012/π)−log2 a).

By taking the derivative (for fixed t, with respect to a) of the function in the exponent,
it is easy to see that this bound on g is increasing for 2t− log2 t ≤ a ≤ 2t− 4 and large
t. Therefore, the maximum of the bound in this range is attained for a = 2t− 4, which
gives, for large t,

g(a) ≤ 2(2t−4)(4t−7+2 log2(3)+log2(1.012/π)−log2 (2t−4))

< 28t2−2t log2 t−26t+O(log(t))

< g(2t− 3).

Now the fact that g(2t− 3) =
(

2
(

2t−3
t−2

)2)2t−3
, together with (3.4), gives the result.

3.4.5 More colors

Finally, we prove Theorem 3.26.

Proof of Theorem 3.26. The bound in (3.4) can be written as

|F|4r−3 ≤ c
2r−1∏
a=r

(r4r−2a−1f(a)2)ma = c′
2r−1∏
a=r

(r4r−2a−1f(a)2)ava/2. (3.9)

Again, all it is left to do is to prove that the maximum of g(a) = (r4r−2a−1f(a)2)a is
obtained for a = 2r − 1. With this result, our theorem follows by plugging vi = 0 for
i < 2r − 1 and v2r−1 = n in (3.9) and by the fact that f(2r − 1) = (2r−1)!

2r−1 .

We have, from Stirling’s formula,

g(2r − 1) =

(
r(2r − 1)!2

22r−2

)2r−1

= r
8r2−4(2−log(2)) r2

log(r)
+o( r2

log(r)
)
.

We are going to bound f(a) in two different ways and use each of the bounds for a
different range of the value of a.
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3 Edge colorings without a fixed monochromatic subgraph

First, notice that f(a) ≤ ra−1, since this is the total number of r-colorings of a star
with a− 1 edges. This bound is enough if a ≤ 2r − 2r/ log(r). Indeed, in this case,

g(a) ≤ (r4r−2a−1 · r2a−2)a

< r
(4r−3)(2r−2 r

log(r)
)

= r
8r2−8 r2

log(r)
+O(r)

< g(2r − 1),

for large r.

Suppose now that that a ≥ 2r−2r/ log(r). Let us divide the colorings counted by f(a)

according to the number of times each color appears on it. There are exactly (a−1)!∏r
i=1 ci!

colorings where the color i appears exactly ci times (without loss of generality: c1 ≤ 1;
ci ≤ 2, for i ≥ 2;

∑r
i=1 ci = a − 1). Notice that, in any valid coloring with a ≤ 2r − 1,

at least a− 1− r colors appear twice, so (a−1)!∏r
i=1 ci!

≤ (a−1)!
2a−1−r holds for any choice of the ci.

The number of choices for the ci satyisfing the condition above is bounded from above
(being very rough) by

(
3r−a−2
r−1

)
(see, for instance, Corollary 2.4 in [?]). Hence we have

the following estimate for g:

g(a) ≤

(
r4r−2a−1

(
3r − a− 2

r − 1

)2 (a− 1)!2

22a−2−2r

)a
. (3.10)

We will prove that the upper bound for g(a) in (3.10) is increasing with a in this
range, and that for a = 2r − 2 it gives a value smaller than g(2r − 1).

Plugging a = 2r − 2 in (3.10), we get

g(2r − 2) ≤

(
r7(2r − 3)!2

22r−4

)2r−2

.

So, Stirling’s formula implies that

g(2r − 1)

g(2r − 2)
≥

(
r(2r − 1)!2

22r−2

)2r−1

·

(
r7(2r − 3)!2

22r−4

)−(2r−2)

∼ c · rc′ · 26r

e4r

> 1,

for large r, since 26 > e4, where c and c′ are positive constants.

To prove that the bound in (3.10) is increasing in this range, we first rewrite it as
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3 Edge colorings without a fixed monochromatic subgraph

g(a) ≤
(
r−122r+2

)a
·

(
r2r(a− 1)!

(2r)a

(
3r − a− 2

r − 1

))2a

The first term in the right-hand side of the inequality above is clearly increasing with
a. Let us show that the second term, call it h(a)2, grows with a as well. It is enough to
prove h(a+ 1)/h(a) ≥ 1. The following calculation shows that this is indeed the case:

h(a+ 1)

h(a)
=
r2r · a! · aa

(2r)2a+1
·
(

3r − a− 2

r − 1

)
·
(

2r − a− 1

3r − a− 2

)a
≥ (2r − r/ log(r))! · (2r − r/ log(r))(2r−r/ log(r))

24r−3 · r2r−3
· (r/ log(r) + 1)2r−r/ log(r)

r2r−2

→∞,

as r →∞, where we used the fact that 2r−r/ log(r) ≤ a ≤ 2r−2 and that
(

3r−a−2
r−1

)
≥

1, replacing a for either 2r − 2 or 2r − r/ log(r) to get the smallest bound possible.

3.4.6 Remarks and open problems

Our argument could be generalized by taking the sets Gj to include bigger neighborhoods
of the edge ej . However, in this case, new technical problems arise when we try to
estimate the |Fi|. Somewhat better results could be achieved, but we do not believe
that they get substantially closer to the lower bounds.

We conjecture that b2,S3 = 6
√

102, i.e., the union of disjoint K3,3’s is the graph with
the largest number of 2-edge-colorings without monochromatic S3. In general, for 2-
colorings forbidding monochromatic stars of a fixed size, we think, in agreement with
[64], that the extremal configuration is given by a collection of copies of a fixed (possibly
complete bipartite) graph of constant size.

3.5 Forbidding other graphs

In the first sections of this chapter, we mentioned results for cr,H(n) where H was a
nonbipartite graph (either complete or edge-critical). Subsequently, forests, i.e., (bipar-
tite) graphs without cycles were considered. In this section, as a natural next step, we
mention a few initial results for cr,H(n) for other graphs H.

3.5.1 Bipartite graphs containing a cycle, large number of colors

The following result of Ferber, McKinley and Samotij estimates the number of H-free
graphs, where H is any graph containing a cycle.
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3 Edge colorings without a fixed monochromatic subgraph

Theorem 3.29 (Ferber, McKinley and Samotij [45]). Let H be an arbitrary graph con-
taining a cycle. Suppose that there are positive constants α and A such that ex(n,H) ≤
Anα for all n. Then there exists a constant C depending only on α, A, and H such that
for all n, the number of H-free graph on the vertex set [n] is at most 2Cn

α
.

In particular, if ex(n,H) = Anα for some α and A, this result implies that the number
of H-free graphs on [n] is at most 2C·ex(n,H). This is known for many classes of graphs
and it is conjecture, as mentioned before, that it holds for every graph.

Since we can view an r-edge coloring of a graph on n vertices as the union of r H-free
graphs on the same vertex set, we have cr,H(n) ≤ 2Cr·ex(n,H) if H is a bipartite graph
as above. This is better than the trivial bound rr·ex(n,H) for large values of r, namely
bigger than 2C (personal communication with Y. Kohayakawa, 2018).

3.5.2 Four-cycle, two colors

This subsection consists of an unpublished ongoing joint project with Ervin Győri.

The smallest forbidden graph not studied in the literature, which happens to be the
smallest bipartite graph with a cycle, is C4. To the best of our knowledge, no estimates
on c2,C4(n), apart from the general ones from (3.1), are known.

The problem of estimating c2,C4(n) is probably substantially harder than the corre-
sponding question for complete graphs since two of the fundamental tools used in the
forbidden complete graph case lack here: the Regularity Lemma and a stability theorem.
Although there are versions of the former for sparse graphs, they cannot be applied di-
rectly as in the case of forbidden cliques. As for the latter, no sufficiently strong stability
results are known for C4, i.e., results that guarantee that a graph with slightly more than
ex(n,C4) edges must contain many C4s. Therefore, we believe a new technique is needed
to settle the problem.

Nevertheless, we give some minor improvement on the upper bound given by (3.1),

which is c2,C4(n) ≤ 22ex(n,C4) = 2n
3/2+O(n), since ex(n,C4) = 1

2n
3/2 + O(n) (see [35]).

The lower bound, also given by (3.1), is 2n
3/2/2+O(n) ≥ 1.41n

3/2+O(n).

The idea is, given a graph, to color some copies of small complete bipartite graphs
(K2,4, K2,3 and K2,2 = C4) in it, remove them, and then apply a trivial upper bound in
the remaining edges. The following theorem of Füredi will guarantee that such copies
exist:

Theorem 3.30 (Füredi [49]). For any fixed t ≥ 2,

ex(n,K2,t) =
1

2

√
t− 1n3/2 +O(n4/3).

In particular, we are going to use that ex(n,K2,4) ∼
√

3
2 n

3/2 and ex(n,K2,3) ∼
√

2
2 n

3/2.

Proposition 3.31. c2,C4(n) ≤ 1.95n
3/2+o(n3/2).
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3 Edge colorings without a fixed monochromatic subgraph

Proof. Let G be some (2, C4)-extremal graph on n vertices. A graph with more than
2ex(n,C4) does not have any good coloring by the pigeonhole principle, and a graph with
less than ex(n,C4) has less colorings than an extremal C4-free graph. Thus, ex(n,C4) ≤
e(G) ≤ 2ex(n,C4). We may assume that e(G) ∼ 2ex(n,C4) = n3/2 + O(n), since
applying our argument with smaller e(G) would give a smaller bound.

The extremal number of K2,4 and K2,3 imply that, ignoring lower order terms, G has
(e(G)−

√
3/2·n3/2)
8 ≤ 2−

√
3

16 n3/2 disjoint copies of K2,4. Removing these copies, we are left

with a graph on
√

3
2 n

3/2 edges, so it has
√

3/2−
√

2/2
6 n3/2 =

√
3−
√

2
12 n3/2 copies of K2,3. The

remaining graph has
√

2
2 n

3/2 edges, so it has
√

2−1
8 n3/2 copies of C4. Removing these

copies, we are left with a graph on 1
2n

3/2 edges.

It is a simple computation that the number of 2-edge-coloring of a K2,4 (resp. K2,3

and C4) without a monochromatic C4 is 128 (resp. 44 and 14). This give the following
upper bound on the number of colorings of G, and, consequently, on c2,C4(n):

c2,C4(n) ≤ (128
2−
√
3

16 · 44
√

3−
√
2

12 · 14
√
2−1
8 · 2

1
2 )n

3/2+o(n3/2) ≈ 1.944n
3/2+o(n3/2).
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[23] Colucci, L., Erdős, P. L., Győri, E., and Mezei, T. R. Terminal-pairability
in complete bipartite graphs. Discrete Applied Mathematics 236 (2018), 459–463.
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[37] Erdős, P. Some new applications of probability methods to combinatorial analysis
and graph theory. University of Calgary, Department of Mathematics, Statistics
and Computing . . . , 1974.
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[49] Füredi, Z. New asymptotics for bipartite Turán numbers. J. Combinatorial
Theory, Series A 75 (1996), 141–144.

[50] Galvin, F. The list chromatic index of a bipartite multigraph. Journal of Com-
binatorial Theory, Series B 63, 1 (1995), 153–158.
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