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Abstract

It is almost self-evident that the phenomenon of online hate speech is on the rise. Meanwhile, governments around the world are resorting to legislative measures to tackle this pernicious social problem. This Capstone thesis has sought to offer an overview of the legislative responses to online hate speech in four different jurisdictions and unravel their implication on the right to freedom of expression. Using a comparative methodology, the research describes how the regulation of social networking platforms in relation to hate speech is being approached by the Council of Europe, German, the United States of America and Federal Democratic Republic of Ethiopia. It tests the hypothesis that legal frameworks for moderation of user-generated online content can have a more detrimental effect for freedom of speech in semi-democratic countries like Ethiopia than in developed liberal democracies. Findings of this project regarding the recently enacted Ethiopian Hate Speech and Disinformation Prevention proclamation will offer some guidance for The Council of Ministers in the course of adopting implementing regulation.
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Chapter one: Introduction

1.1 statement of the problem

“Governments of the Industrial World, … On behalf of the future, I ask you of the past to leave us alone. You are not welcome among us. You have no sovereignty where we gather.... We are creating a world where anyone, anywhere may express his or her beliefs, no matter how singular, without fear of being coerced into silence or conformity...”

John Perry Barlow, 1996

Some 20 years after J. P. Barlow's 'Declaration of the Independence of Cyberspace', we are now living in the age of social media. Recent statistics has indicated that, Facebook hosts approximately 2.5 billion monthly active users worldwide. There are also 330 million registered users of Twitter. The emergence and rapid adoption of these social networking platforms has redefined the concept of communication. Given their inexpensive, high-speed and ubiquitous nature, everyone can be a creator and distributor of contents without going through the traditional gatekeepers. Social media platforms provide an enormous opportunity of accessing and imparting information, amplifying important issues and mobilizing the public to robust socio-economic and politico-legal changes. Had it not been for such platforms, the Arab spring would have hardly yielded results, the me to movement and Black lives matter might have never been realized. As a true marketplace of ideas or as a “modern public square,” social media platforms can also play

_______________________________

1 J. Clement, ‘Statistics on Number of Facebook users worldwide’ https://www.statista.com/statistics/264810/number-of-monthly-active-facebook-users-worldwide/ Accessed 14 March 2020. Along with other application platforms like Messenger, WhatsApp and Instagram, which are owned by Facebook, the total number of Active users climbed to 2.9 billion.
2 Ibid.
3 Anita Breuer, Todd Landman & Dorothea Farquhar ‘Social media and protest mobilization: evidence from the Tunisian revolution’, Democratization, 22:4, 764-792
4 Brünker, Judith and others, ‘The Role of Social Media during Social Movements – Observations from the #metoo Debate on Twitter.’ In Proceedings of the 52nd Annual Hawaii International Conference on System Sciences (HICSS), 2356-2357
5 Cascante, Diana Carolina, "Black Lives Matter: Understanding Social Media and the Changing Landscape of Social Trust" (2019). Theses and Dissertations. 3375.
an important role in enhancing democracy by widening the space for civil deliberation and thoughtful discourses which sometimes accommodates diverse political, cultural and ideological perspectives.

However, as much as they become increasingly important in dispensing incredible and unique communication opportunities, on the downside, social networks can also provide a safe space for the proliferation of illegal contents. Along with their deliberative and democratizing potentials, these platforms can also be an ideal venue for those who want to spread deeply insulting, hateful, racist, xenophobic, misogynistic and other reprehensible messages which causes genuine harm to human dignity. And in some instances, such stigmatizing and dehumanizing content may not stay purely virtual. Recent empirical researches indicated that online hate speech could potentially lead to an outbreak of real-life violence and offline hate crimes.  

There have long been debates about how to strike a proper balance between protection of freedom of expression and suppression of hate speech. However, doing this work in digital context and in the era of social media presents some new human right and Constitutional challenges. In addition to the issue of legitimacy, the scale and amount of power that American-born private social media companies have in the public sphere is extremely disproportional to the responsibility that they hold. Given the fact that the reach of internet transcends national borders, identification of governing law and jurisdiction has always been a major obstacle in addressing the issue of online hate speech. Different countries have different Constitutional jurisprudence, socio-political

---

values, historical context and cultural sensitivity that informs their commitment to protect or prohibit hate speech. In the United States, for instance, hate speech is constitutionally protected except when it involves “incitement of imminent lawless action”.\(^8\) One of the firmest theoretical justifications for such strong reluctance in prohibiting hate speech is the normative principle of *marketplace of ideas* which posits that the most effective way of countering problematic speech is more speech.\(^9\) Placing great significance on the value of human dignity, German and other European countries, on the other hand, adopted an approach which compromises the right to freedom of expression in order to effectively curtail the problem of hate speech.\(^10\) The main difficulty in responding to social media’s facilitation of hate speech stems from such vast divergence of approach and shift of balance in ways of understanding the acceptable limits of freedom of expression.

1.2 General objective

The main purpose of this research will be to explore the legislative responses to online hate speech in different jurisdictions and unravel their implication on the right to freedom of expression. Including the UN framework, the research will describe how the regulation of Internet platforms in relation to hate speech is being approached by Four different Jurisdictions: The Council of Europe, German, United States of America and Federal Democratic Republic of Ethiopia. These jurisdictions have been selected for different reasons. First, despite their global reach, since the most popular private social media companies like Facebook, YouTube and twitter are originally incorporated in the United States, considering US’s regulatory regime will have paramount

---

\(^8\) Brandenburg v Ohio [1969] 395 USSC 444  
\(^9\) Abrams v. United States, 250 U.S. 616, 630 (1919) Holmes, J., dissenting  
significance. The country’s pure speech jurisprudence added to its unique approach of regulating social media companies provide an opportunity to put the issue in perspective.

Secondly, addressing the issue of online hate speech requires multi-dimensional consideration as it involves the rights to freedom of expression of social media platforms and their users, the right to access to information of third party readers and the right to have personal dignity and equality of those who were allegedly victimized by the content posted. In the case of *Delfi v Estonia*\(^{11}\) and *MTC v Hungary*,\(^{12}\) the European Court of Human Rights endeavored to demark the legal boundaries and responsibilities for Member States of council of Europe, for digital platforms and for citizens. Such an exemplary effort to find the right balance between various conflicting interests could be a source of guidance for other Jurisdictions while undertaking legislative measures to effectively tackle illegal content online and, accordingly, worthy of discussion. In addition to this, the European Commission Against Racism and Intolerance (ECRI) plays tremendous role in setting standards of hate speech regulation across 47 member states of the Council of Europe by its General Policy Recommendation (GPR).\(^{13}\) Thus, it is important to provide a brief overview of its unique and comprehensive approach of combating hate speech.

Thirdly, as argued by some scholars, Germany has created a global prototype for Intermediary liability regimes as a response to user-generated illegal online contents.\(^{14}\) Undoubtedly, Germany is serving as a model and setting a precedent for governments around the world. Two years after the coming into effect of Germany Network Enforcement Act (or

---

\(^{11}\) *Delfi AS v. Estonia* (GC), App no. 64569/09, (ECtHR 2015)
\(^{12}\) *MTE and index V. Hungary* App no. 22947/2013, (ECtHR, 2016)
\(^{14}\) Jacob Mchangama and Joelle Fiss, *The Digital Berlin Wall: How Germany (Accidentally) Created a Prototype for Global Online Censorship*, (first edt 2019 Justitia publisher) 17
NetzDG)\textsuperscript{15} more than 14 countries\textsuperscript{16} worldwide have adopted or proposed models of intermediary liability which are broadly identical with this very legislation.\textsuperscript{17} Thus, since Germany is at the forefront in reversing the tendency of providing safe harbor to private social media companies to eschew liability for hateful content posted by their user, introducing its approach would be necessary to understand the contemporary and ever-growing trends of online hate speech regulation.

1.3 Specific objective

Much research has been conducted on the regulation of problematic online content. However, there has been no comprehensive academic study of the Ethiopian approach in this regard, particularly, after the enactment of the new proclamation for \textit{Prevention and Suppression of Online Hate Speech and Disinformation}\textsuperscript{18} which comes to effect on March 23, 2020. My project aims to take a first step to fill this research gap by providing an overview of Ethiopia’s current state of affairs in tackling the prevalence of hate speech in the digital ecosystem.

In countries like Ethiopia with polarized political history and strong ethnic tension, the proliferation of online hate speech, unless properly regulated, could have far reaching repercussions. However, given the lack of well-established democratic culture, independent judiciary, robust rule of law and human right protection system, hate speech regulations could also be utilized to silence dissents and suppress legitimate expressions. In view of that, such statute-backed regulatory scheme, be it for online or offline expressions, which fails to contextualize the

\textsuperscript{15} Gesetz zur Verbesserung der Rechtsdurchsetzung insozialen Netzwerken (Netzwerkdurchsetzungsgesetzes) Act to Improve Enforcement of the Law on Social Networks of 1 septembe 2017(BGBIL. 13352)
\textsuperscript{16} France, UK, Australia, Russia, Honduras, Venezuela, Vietnam, Belarus, Kenya, India, Singapore, Malaysia and Philippines and Ethiopia
\textsuperscript{17} Jacob and Joelle (no. 14) 17
\textsuperscript{18} Hate Speech and Disinformation Prevention and Suppression Proclamation No. 1185 /2020, (March 23rd, 2020) Federal Negarit Gazette No. 26
existing institutional accountability mechanism could be counterintuitive and may entail disproportionate detrimental and chilling effect on the right to freedom of expression. Against such backdrop, this research will examine how should we characterize the Ethiopian approach to legal regulation of digital communications of hate speech, evaluate the challenges and prospects of implementing the newly introduced online hate speech and disinformation proclamation, analyze the implication of this law on the right to freedom of expression, describe why imposing liability on the users of social media/ authors of illegal content is, in and of itself, not sufficient to stamp out the problem of hate speech.

1.4 Research Questions

This research seeks to address the following general and specific questions: -

➢ What are the implications of legislative responses of different jurisdictions to tackle illegal content online on the right to freedom of expression?

➢ How do we characterize the Ethiopian regulatory approaches to online hate speech and its implication on freedom of expression?

1.5 Methodology

To answer these research questions and to achieve the aforementioned general and specific objectives, doctrinal, qualitative and critical methods will be employed. In analyzing how the regulation of Internet platforms in relation to hate speech is being approached by the Ethiopian legislator, given the absence of academic literature and the recentness the existing law, more descriptive and explanatory approach will be employed based on interpretive and comparative method. Thus, in addition to Primary sources like national legislations, international and regional human right instruments and case laws, secondary sources such as books, academic articles, communications, policy recommendations and non-academic sources will also be consulted.
1.6 Scope

Given the breadth of this research topic and the myriad issues it encompasses; it is worth to mention that the subject matters of this project are restricted only to online hate speech. Due to the limitations of time and space, issues related to misinformation, fake news and defamation are not within the scope of this paper. Furthermore, trying to answer the question of “when”, “how” and “who” should regulate the dissemination of hateful content on social networks, evaluating different liability regimes of content providers for third-party's hateful massage hosted in their platform, and exploring regulatory mechanism for internet facilitation of hate speech particularly in the context of countries with undeveloped democratic culture needs much comprehensive research. From that perspective, it has to be noted that even though some of the concerns are raised in this project, it will, nevertheless, be relatively brief.
Chapter two: Conceptual framework

2.1 Definition of Hate speech

Because of its illusive and emotive nature\textsuperscript{19}, there is no universal consensus around the precise definition of hate speech.\textsuperscript{20} “Despite considerable attempts by national and supranational legislators, international conventions, Courts, civil society organizations, academic scholars and technology companies, determining the objective constitutive element of hate speech has always been a point of contention.”\textsuperscript{21} According to David Kaye – UN Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, “such lack of consensus around its meaning, may threatens legal certainty and pave the way for the restriction of legitimate expressions.”\textsuperscript{22} The impreciseness of definition of hate speech may also inhibit stakeholders from drawing a clear line between incitement to violence that causes genuine physical or psychological harms and other forms of expressions which may not have the same consequences. In other word, the blurred line between legitimate criticisms and hate speech creates the challenge of “distinguish between harms that justify restrictions from those that do not”.\textsuperscript{23} Among the existing diversity of perspectives, in this section, an overview of expressions which are typically identified by different international human right instruments as constitutive elements of hate speech will be provided.

In order to comprehend the notion of hate speech, reference is often made to the Convention on the Prevention and Punishment of the Crime of Genocide which was adopted in 1948 and

\begin{flushleft}

\textsuperscript{20} Natalie Alkiviadou, 'Regulating Internet Hate: A Flying Pig?' (2016) JIPITEC 216

\textsuperscript{21} Rotem Medzini and Tehilla Shwartz Altshuler, dealing with hate speech on social media, (the Israel Democracy Institute first edn 2019) 5


\end{flushleft}
entered into force in 1953.\textsuperscript{24} Among other things, it has asserted that state parties shall criminalize \textit{public} expressions which could \textit{directly} incite others to commit the crime of genocide. In the case of the \textit{Prosecutor V. Jan Paul Akayesu}\textsuperscript{25} the International Criminal Tribunal for Rwanda emphasized that to be considered as an incitement the expression has to be \textit{public} and \textit{direct}. To be more precise, the expression must be unambiguous in its intended context to fall under the test of direct and public incitement.\textsuperscript{26}

Even though the phrase “hate speech” is not explicitly mentioned in it, Article 4 of the International Convention on the Elimination of All Forms of Racial Discrimination (ICERD)\textsuperscript{27} is also another important human right instrument to conceptualize the notion. It provides that “along with condemning all propaganda, state parties are obliged to punish those engaged in the dissemination of ideas based upon racial superiority or hatred, Incitement to racial discrimination, acts of violence or incitement to such acts against any race or group of persons of another color or ethnic origin.”\textsuperscript{28}

The important distinctive features of ICERD is that it imposes a duty on state parties to \textit{criminalize} acts or expressions which are referred in the convention and explanatory recommendation of its committee.\textsuperscript{29} In General recommendation no. 15 and in the case of \textit{Gelle v Denmark} the committee explicitly indicated that in addition to impose criminal

\textsuperscript{25} ICTR, The Prosecutor v. Jean-Paul Akayesu, ICTR-96-4-T, September 1998
\textsuperscript{26} In the case \textit{Prosecutor v. Nahimana, Barayagwiz and Ngeze} the tribunal again explicitly indicated the distinction between hate speech and direct and public incitement to commit genocide.
\textsuperscript{28} Ibid.
punishment, states are also required to effectively enforce such punishment.\textsuperscript{29} ICCPR, in contrast, placed more lenient obligation which needs only prohibition by law that may not necessarily be criminalization.

Along with any propaganda of war, Article 20 (2) of the ICCPR prohibits “advocacy of national racial or religious hatred that constitutes incitement, hostility or violence.”\textsuperscript{30} Some argued that this provision is over-broad and comprised ambiguous words like “advocacy” and “incitement” which could be interpreted in different way based on subjective standards. Article 19 of ICCPR has also provided the three-prong test to legitimately restrict the right to freedom of expression. In addition to the requirement of legality with sufficient precision and proportionality, the Convention set down lists of legitimate grounds for limiting freedom of expression. The curtailment of hate speech could be justified,\textit{ inter alia}, “for protection of the rights or reputations of others.”\textsuperscript{31} At this juncture, it is worth mentioning that the UN human right committee, in its General Comment no. 34, has indicated that article 20 should be interpreted in line with the three tier test provided under Art. 19 (3).\textsuperscript{32} Therefore, “any limitation relaying on article 20 should also comply with article 19(3) of the convention”\textsuperscript{33}

Taking into account these different kind restrictions, in 2012, the annual report of UN Special Rapporteur on the Promotion and Protection of the Right to Freedom of Opinion and Expression classified hate speech into three categories.\textsuperscript{34} First, the most severe forms of hate

\begin{itemize}
  \item \textsuperscript{29} Gelle v Denmark, Communication no. 34/2004 (15 March 2006) CERD/C/68/D/34/2004, para. 7.3
  \item \textsuperscript{30} International Covenant on Civil and Political Rights (adopted 16 December 1966, entered into force 23 March 1976) 999 UNTS 171 (ICCPR), art 20(2)
  \item \textsuperscript{31} Ibid, Art. 19 (3)
  \item \textsuperscript{32} HRC, General Comment No. 34, para. 50 see also Ross v. Canada, Communication No. 736/1997, 18 October 2000
  \item \textsuperscript{33} Parmar, S. ‘Uprooting ‘defamation of religions’ and planting a new approach to freedom of expression at the United Nations. In T. McGonagle & Y. Donders (Eds.), The United Nations and Freedom of Expression and Information: Critical Perspectives (Cambridge University Press 2015) 373, 427
  \item \textsuperscript{34} Special Rapporteur to the General Assembly, (2012), A/76/357, para. 2
\end{itemize}
speech which **must be prohibited** under international law. Second, certain forms of hate speech which **may be prohibited** under international law even if they do not reach the threshold of incitement. And thirdly, the least severe forms of ‘hate speech’ which **must not be subject to legal restrictions** under international law despite its potential to raise concern in terms of intolerance and discrimination.\(^35\)

*The Rabat Plan of Action on the prohibition of advocacy of national, racial or religious hatred* is also considered as another most important soft law instrument to understand the notion of hate speech. Even though it fails to encompass other recognized grounds of discrimination aside from those explicitly provided in Article 20(2) *i.e.* national, racial or religious grounds, the Rabat Plan of Action established the **six-part threshold** test to restrict freedom of expression on the ground of hate speech. These thresholds are (1) “the social and political context”, (2) “status of the speaker”, (3) “intent to incite the audience against a target group”, (4) “content and form of the speech”, (5) “extent of its dissemination” and (6) “likelihood of harm, including imminence.” However, it is the researcher’s opinion that these thresholds are too high in a sense that it is possible to encounter virulent and hate-laden expressions which may not fulfill the above cumulative requirements but constitutes incitement to discrimination, hostility or violence.

Within the framework of Council of Europe, Committee of Ministers recommendation no. 97(20) defined hate speech as:

“all forms of expression which spread, incite, promote or justify racial hatred, xenophobia, anti-Semitism or other forms of hatred based on intolerance, including: intolerance expressed by

---

\(^35\) Report of the United Nations High Commissioner for Human Rights on the expert workshops on the prohibition of incitement to national, racial or religious hatred (11 January 2013) A/HRC/22/17/Add.4 para. 12
aggressive nationalism and ethnocentrism, discrimination and hostility against minorities, migrants
and people of immigrant origin”\textsuperscript{36}

In addition, the European Commission against Racism and Intolerance (ECRI) has produced
general policy recommendation (GPR) No. 15 on combating hate speech, which offers the most
extensive definition on hate speech. According to ECRI’s GPR No. 15, “hate speech” shall mean:

“The advocacy, promotion or incitement, in any form, of the denigration, hatred or vilification of a
person or group of persons, as well as any harassment, insult, negative stereotyping, stigmatization
or threat in respect of such a person or group of persons and the justification of all the preceding
types of expression, on the ground of ‘race’, colour, descent, national or ethnic origin, age,
disability, language, religion or belief, sex, gender, gender identity, sexual orientation and other
personal characteristics or status”\textsuperscript{37}

The lists of protected characteristics are comparatively long – it includes 10 grounds and it is non-
exhaustive. Furthermore, “incitement is not only linked to hatred but also to denigration and
vilification of a person or group of persons.”\textsuperscript{38} Consistent with the jurisprudence of the ECtHR, the
Commission has also recognized that “hate speech may take the form of the public denial,
trivialization, justification or condonation of crimes of genocide, crimes against humanity or war
crimes which have been found by courts to have occurred, and of the glorification of persons
convicted for having committed such crimes”\textsuperscript{39}

The term “hate speech” does not appear in the text of ECHR. It has been explicitly mentioned by
the ECtHR for the first time in the case of Sürek v. Turkey\textsuperscript{40} in 1999. As it will be discussed in the
next chapter, when dealing with cases concerning hate speech, the Strasbourg Court adopted two

\textsuperscript{36} Council of Europe, Committee of Ministers, \textit{Appendix to Recommendation no. R (97) 20}, 1997 (Recommendation no. (97) 20) [hereinafter Recommendation no. R (97) 20]
\textsuperscript{37} ECRI (2016) 15 para 6
\textsuperscript{38} Pejchal Viera, \textit{Hate Speech and Human Rights in Eastern Europe’} (London: Routledge 2020), 181
<https://doi.org/10.4324/9781003005742> (accessed April 2020)
\textsuperscript{39} ECRI (2016) 15 para 8
\textsuperscript{40} Sürek v. Turkey, \textit{ECtHR (GC) App no. 26682/95}, (1999),
approaches. While in certain cases the Court invoked Article 17 of the Convention (the 'abuse clause') and declare the application inadmissible, in other cases, the Court tend to apply the three-prong test enshrined in article 10(2) of the Convention. Hence, the Court prefers to determine and analyze issues related to hate speech in a case-by-case bases.

2.2 Distinctive features of online hate speech

Although it has been described in different ways with different magnitude, hate speech is not a new phenomenon.\(^41\) It predates the internet. Nevertheless, technological advancement has presented a distinctive challenge as it widened the avenue for the creation of radicalized hate groups.\(^42\) The first unique feature of online hate speech is its effortlessness of securing anonymity of the perpetuator. Some argues that anonymity facilitates the exercise of freedom of expression as it provides a possibility to share ideas without the fear of being persecuted.\(^43\) On the other hand, such Anonymity may also seize as an opportunity to disseminate reprehensible and illegal expressions without disclosing once own personality and without any kind of fear of being held accountable.\(^44\) It may empower haters to utter their harmful content undauntedly.

The other distinctive feature of online hate speech is its \textbf{Instantaneousness}.\(^45\) Because of the very nature Internet, the time delay between having a thought or feeling and expressing it to a particular individual who is located in a long distance away, or to a group of likeminded people or

\(^{41}\) SELMA ‘Hacking Online Hate’: Building an Evidence Base for Educators <http://www.hackinghate.eu/> accessed April 2020
\(^{43}\) Criza veliz ‘Online Masquerade: Redesigning the Internet for Free Speech Through the Use of Pseudonyms’ (2019) Journal of Applied Philosophy, Vol. 36, No. 4, 644
\(^{44}\) Alexander Brown, ‘What Is so Special about Online (as Compared to Offline) Hate Speech?’ (June 2018): \textit{Ethnicities} 18, no. 3, 297–326. 10.1177/1468796817709846 (Accessed 18 march 2020)
to a mass audience can be a matter of seconds.\textsuperscript{46} Given internet’s ease of access, size of audience, boundarylessness and inexpensiveness online hate speech causes grater social and psychological impact on the victim. As the result of its \textit{iterant} nature deleted content could be re-appear in different platform, account or page when the perpetuator wishes to do so. Hence, hateful content can be immortalized and may entail constant and irreparable damage.

The third distinctive feature is its \textbf{multijurisdictional} nature. As indicated in the introductory chapter, internet transcends national borders. Harmful or dehumanizing content created in one jurisdiction may affect vulnerable groups in another jurisdiction. In such a case, identification of proper Court with binding jurisdiction and determination of governing law becomes a challenge to address the issue of online hate speech. The case of \textit{Yahoo!, Inc. V. Lic} \textsuperscript{47} is a textbook example with regard to global reach of internet and its challenge in identification of proper jurisdiction especially when there is a considerable difference in ways of understanding the acceptable limits of freedom of expression.\textsuperscript{48}

2.3 Theoretical framework underlying the interplay between freedom of expression and online hate speech

Conceptualization of freedom of expression and demarking its boundaries has long been contested from legal, philosophical and political perspectives by different scholars.\textsuperscript{49} Principally, there are three theoretical foundations which serves as response to the question of what inherent

\textsuperscript{46} Ibid.
\textsuperscript{47} Yahoo! Inc. v. La Ligue Contre Le Racisme Et L’antisemitisme and L’union Des Etudiants Juifs De France
value can be found in freedom of expression. The first and most predominant one is promotion of marketplace of ideas or enhancement of the pursuit of truth. In “On Liberty”, John Stuart Mill argued that “it is only by uninhibited public discourse and deliberations that theories, knowledge, truth and even society can progress.” His approach adheres that the best way to ensure the advancement of truth is unfettered and free expression of opinion irrespective of its immorality and falsity. In a way which resonate with formulations from John Stuart Mill, Justice Oliver W. Holmes’s famous dissent in Abrams v. United States asserted that "the best test of truth is the power of the thought to get itself accepted in the competition of the market, and that truth is the only ground upon which citizens’ wishes safely can be carried out”. However, “Mill’s theory provides no justification for an absolute ban on efforts to regulate hate speech.” Accordingly, scholars like Keith N. Hylton contended that “in cases where speech contravenes the law which protect citizens from harassment, threats, and intimidation, Mill's theory implies that a state should be free to enhance penalties for hate speech.” Furthermore, Mill’s Harm principle can provide us the moral justifications or philosophical benchmark for prohibition of hate speech.

---

54 Hylton Keith ‘Implications of Mill's Theory of Liberty for the Regulation of Hate Speech and Hate Crimes’ (1996) The University of Chicago Law School Roundtable: Vol. 3: Iss. 1. 35, 57
55 According to Mill’s Harm principle, “the only purpose for which power can be rightfully exercised over any member of a civilized community, against his will, is to prevent harm to others.” And since hate speech creates social as well as individual harm its restriction can be morally defensible.
56 Viera (no 38) 26
The second theoretical foundation of free speech is its necessity to a healthy functioning of democracy. Placing heavy emphasis on political speech, Alexander Meiklejohn argued that freedom of expression paves the way for citizens to make an informed political decision and to hold their government accountable which ultimately enhance self-governance and participatory democracy.\(^{57}\) Nevertheless, should hate speech be protected for the sake of democracy? If we accept democracy as a system of government “that best expresses respect for citizens as free and equal”\(^{58}\) or as “a fair mode of decision making in the face of reasonable disagreement about justice,”\(^{59}\) it could not be objectionably diminished by laws banning hate speech.\(^{60}\)

By going beyond instrumental value, the third predominant theoretical justification states that free speech is the vehicle through which individuals assures his or her self-fulfillment.\(^{61}\) According to this line of argument, personal autonomy cannot effectively be exercised without free expression. In “A theory of Justice”, Rawls pointed out that, being an end in itself, freedom of thought and expression underpins the acknowledgment of human autonomy.\(^{62}\) However, even though individual autonomy is generally conceived as valuable, “it should always be weighed against other normative commitments, such as equality and dignity of citizens which are the primary focuses of hate speech legislations”\(^{63}\).

---

63 Haward, (no 60) 7
On the other hand, while some contemporary legal philosophers such as Ronald Dworkin argued that “restrictions on speech subverts democratic legitimacy”\textsuperscript{64}, others like Jeremy Waldron, attempted to conceptualize free speech by taking Immanuel Kant's perception of human dignity as fundamental component and advocate for the prosecutions of hate speech.\textsuperscript{65} In his book entitled “the Harm of hate speech”, Waldron noted that “since there is a public good of inclusiveness that our society should embrace, the inherent value conflict between absolute free speech and human dignity should be resolved in favor of the latter.”\textsuperscript{66}

In view of the fact that individual's ability to function in society depends not just on their individualized reputation but the general honor and social standing of the group to which they belong, hate speech against identified group causes emotional pain, distress and intimidation to its members.\textsuperscript{67} Hate speech “undermine the targets’ citizenship, their equal status and their entitlement to basic justice by associating ethnicity, race or religion with conduct or attributes that disqualify them from being treated as members of society in good standing.”\textsuperscript{68} It has also been argued that blanket protection of all speech, irrespective of their social or psychological impact, emanates from the hidden motive of sustaining the \textit{status quo} and the desire to continue to oppress and subordinate vulnerable groups.\textsuperscript{69}

2.4 The interconnection between hate speech, hate crime and social media

The destructive effect of hate speech is not restricted to emotional or psychological damage on individual level. It is also self-evident that large-scale atrocities like genocide has always been

\textsuperscript{64} James Weinstein, ‘Hate Speech Bans, Democracy, and Political Legitimacy’ (2017). Constitutional Commentary. 529
\textsuperscript{65} Jeremy Waldron, \textit{The Harm in Hate Speech}. (Cambridge, MA: Harvard University Press, 2012) 96
\textsuperscript{66} Ibid.
\textsuperscript{67} Mari Matsuda, ‘Public Response to Racist Speech: Consider the Victim's Story’, 87 MICH. L. REV. 2320, 2341
\textsuperscript{68} Ibid pp. 5
accompanied by hateful expressions. The widespread anti-Semitic rhetoric propagated by derstümer, a newspaper founded by Julius Streicher, had led to the extermination of approximately 6 million Jews. Isaiah Berlin described the role of hate speech during the holocaust as follows:

“The Nazis were led to believe by those who preached to them by word of mouth or printed words that there exited people, correctly described as sub-human, and that these persons are poisonous creature, … If you believe it because someone you trust told you that it is true, then you arrive at the state of mind where, it is quite rational to exterminate Jews...”

(emphasis added)

The cause and effect relationship between hate speech and genocide had also been established by International Criminal Tribunal for Rwanda (ICTR) in the case of Prosecutor V. Jan Paul Akayesu. “Extremist nationalist speech in the former Yugoslavia was preceded by bloody ethnic conflict in 1992.” Fear mongering propaganda has also played a significant role in exacerbating the 2007’s post-election violence in Kenya which resulted in persecution of more than 1000 lives and displacement of over 600,000 citizens. Therefore, it is safe to conclude that there is a direct cause and effect relationship between hate or incitement speech and hate crime.
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70 He was convicted of “incitement to genocide” and sentenced to death for committing crimes against humanity.
72 Andrea Dworkin, The Jews, Israel and women's liberation (The free press 2000) 141
73 ICTR, The Prosecutor v. Jean-Paul Akayesu, ICTR-96-4-T, September 1998
The emergence of social media networks heightened this complex problem to the next level. Provocative and antagonizing online expressions are arguably on the rise, so does their repercussions. An empirical research conducted in 2019 indicated that hate speech propagated on social media platforms encourage perpetrators to carryout real-life violence in Germany. Significant correlation has been established between anti-immigrant as well as anti-Muslim posts and actual attacks on Muslims and immigrants. The findings of the Umati project has also indicated the direct casual link between hate speech their on social media and their devastating real-life consequences in Kenya. Indeed, social media facilitation of hate crimes has never been so evident since the 2017’s devastating ethnic cleansing against Rohingya Muslim minority in Myanmar. It was also indisputable that the massacre occurred in Christchurch or in Pittsburgh synagogue has been an extension of perpetrator's online activity.
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80 Alexandra Stevenson, ‘Facebook Admits It Was Used to Incite Violence in Myanmar’, (The New York times Nov. 6, 2018)

CHAPTER THREE – Regulatory models of online hate speech

3.1 The UN framework

In the previous chapter, despite its double-edged ambiguity, it has been attempted to unpack the notion of hate speech from the perspective of international and regional human right instruments. Here, it is important to point out that there is no binding international treaty and supranational jurisdictional authority which specifically aimed at tackling the problem of online hate speech. Even though the challenge needs multi stakeholder’s engagement and responses, “the traditional human rights law has been designed to apply to states and not to private social media companies”\(^{82}\) like Facebook and Twitter. However, in a resolution adopted by the UN Human Right Council, it is clearly indicated that "the same rights that people have offline must also be protected online"\(^{83}\) In similar manner, in its General Comment No. 34 the Human Right Committee affirms that “Article 19 of ICCPR protects all forms of expression and the means of their dissemination, including all forms of electronic and internet-based modes of expression”\(^{84}\) From this it is possible to understand that even though these international regulatory frameworks, are adopted in the pre-internet era, since the object of expressions which could legitimately be prohibited remains similar, their applicability to the digital world is warranted. Although it is not binding, the UN Guiding Principles on Business and Human Rights (UNGPs)\(^{85}\) provide some
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\(^{84}\) UN Human Rights Committee, General Comment No. 34 on Article 19 of the ICCPR, adopted at its 102nd session, 11–29 July 2011: <http://www2.ohchr.org/english/bodies/hrc/docs/GC34.pdf>. (accessed on April 2020)

human right standards for companies. Indeed, in his recent thematic report\textsuperscript{86}, the UN special rapporteur on the promotion and protection of the freedom of opinion and expression has recommended that “to combat online hate speech, both state and private social media companies should reinforce the standards set by international covenants, their authoritative interpretation by Human Right Committee and the Rabat Plan of Action”\textsuperscript{87}. According to David Kaye, to restrict online proliferation of hate speech countries should observe the three-prong tests provided in article 19 (3) of the ICCPR. Thus, restrictions must fulfill “the requirements of \textit{legality} (specified in a precise, public and transparent law), \textit{legitimacy} (justified to protect rights or reputations of others; national security; public order; public health or morals), and \textit{necessity and proportionality} (the least restrictive means to achieve that aim or the test of strict scrutiny)”\textsuperscript{88}.

3.2 The Council of Europe

The Council of Europe has developed treaty based, political standard-setting and policy making strategies of curtailing hate speech while maintaining freedom of expression. As an effort to fill the gaps of Cybercrime Convention\textsuperscript{89}, an Additional Protocol has been designed in 2003 concerning the criminalization of acts of a racist and xenophobic nature committed through computer systems.\textsuperscript{90} And apart from the ECHR, this additional protocol is the only treaty-based strategy adopted by the Council of Europe so far.\textsuperscript{91} Even though the protocol requires states to

\textsuperscript{87} Ibid.
\textsuperscript{88} Ibid.
\textsuperscript{90} McGonagle, Tarlach ‘The Council of Europe against online hate speech: Conundrums and challenges’ (2012) Belgrade: Republic of Serbia, Ministry of Culture and Information< https://hdl.handle.net/11245/1.407945 > (accessed on 4 April 2020)
\textsuperscript{91} Even though their main subject matter is not tackling hate speech, the European Convention on Trans frontier Television and Convention on preventing and combating violence against women and domestic violence does also prohibits certain forms of hate speech.
prohibit various types of expression which could be categorized as hate speech, it has also given discretion to member states not to criminalize such expressions if other effective remedies are available.\textsuperscript{92}

3.2.2 European Commission against Racism and Intolerance (ECRI), General Policy Recommendation No. 15

Although it is not a Convention-based body, ECRI plays an important role in providing guidelines and setting standards of hate speech regulation which are anchored in the jurisprudence of ECtHR, binding international human right instruments and recommendations like the Rabat plan of action. Other than exclusively relaying on legal(criminal) responses, in its General Policy Recommendation no. 15, the Commission introduced various mechanism of countering hate speech through new areas of interventions. “It provides a coherent and comprehensive approaches including legal and administrative measures; self-regulatory mechanisms; effective monitoring; victim support; awareness raising and educational measures.”\textsuperscript{93} Recognizing their role in magnifying the impact of hate speech and their importance as a vehicle to challenge it, ICRI encouraged States “to use of regulatory powers with respect to open digital spaces (online media platforms) to promote action to combat the use of hate speech in a way which does not violate the right to freedom of expression”\textsuperscript{94} In this regard, ECRI pointed out the necessity of self-regulation by designing proper code of conduct, setting up content restrictions mechanism including word filtering bots, providing appropriate training for content moderators and adopting compliant mechanisms.”\textsuperscript{95}

\textsuperscript{92} McGonagle (no. 90) 21
\textsuperscript{94} ECRI (2016) 15 recommendation 8
\textsuperscript{95} Ibid, recommendation 8
Regarding the extent to which online media can be subjected to some forms of responsibility for the dissemination of illegal content in their platform, ECRI’s GPR. No. 15 has made an important distinction between different kinds of remedies. As indicated in *Delfi v. Estonia*, “because of the particular nature, of the Internet, the ‘duties and responsibilities’ that are to be conferred on an Internet news portal for the purposes of Article 10 may differ to some degree from those of a traditional publisher, as regards third-party content.”

In line with ECtHR’s understanding, recommendation 8 identifies “the need for specific powers, subject to judicial authorization, to require the deletion of certain hate speech, the blocking of sites using hate speech, the publication of an acknowledgement.” And such kind of remedies are not considered as the violation of Art. 10 of the Convention, so long as they have been used for hate speech of a more serious character. As pointed out in explanatory memorandum of ECRI’s GPR. No. 15, being required to take measures identified under recommendation 8 should take into account different factor like “whether or not such online media platforms took an active role on the proliferation hate speech, whether or not they were aware that their facilities were being used for this purpose, whether or not they had and used techniques to identify such use and those responsible for it and whether or not they acted promptly to stop this from continuing once they became aware that this was occurring.” In determining the extent to which platform providers are liable for third party’s hateful content the ECtHR considers these factors constantly.

Whereas, criminal sanctions seem to be appropriate measures only in a very restricted manner. ECRI is aware of the danger that such measure could be misused to silence dissenting voices. Hence, although recommendation 10 envisages the imposition of criminal responsibility,

---
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because of the potential risk that it poses on the right to freedom of expression, such kind of measure should be taken as a remedy of last resort and in line with the principle of proportionality.

3.2.3 Case laws of the ECtHR

The ECtHR has frequently held that freedom of expression constitutes one of the essential foundations of democratic society and basic conditions for the full development of every individual. In the case of *Handyside v. the United Kingdom*, The Strasbourg court decided that article 10 of the Convention protects “not only 'information' or 'ideas' that are favorably received or regarded as inoffensive, but also to those that offend, shock or disturb”.\(^{100}\) Despite their objectionable character, “such expressions are the demands of pluralism, tolerance and broadmindedness without which there is no democratic society.”\(^{101}\) However, “although free speech is an important value, it is not the only one.”\(^{102}\) Other normative commitments such as “human dignity, equality, freedom to live without harassment and intimidation, social harmony, mutual respect, and protection of one’s good name and honor are also central to the good life and deserve to be safeguarded”\(^{103}\) The *Erbakan v. Turkey* judgment reflects the need to “sanction or even prevent all forms of expression which spread, incite, promote or justify hatred” in order to preserve human dignity and equality.\(^{104}\)

In dealing with the issues of hate speech the Court has adopted two approaches. When the Court confronted with cases like Holocaust denial\(^ {105}\), glamorizing of neo-Nazi ideas and National Socialism,\(^ {106}\) incitement to racial hatred\(^ {107}\) etc., it invokes, *prima facie*, what is mostly known as
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\(^{100}\) *Handyside* vs the United Kingdom, ECtHR, 7 December 1976, Application No. 5493/72,  
\(^{101}\) Sunday Times vs the United Kingdom, ECtHR, 26 April 1979, Application No. 6538/74  
\(^{102}\) Eric Heinze, *Hate Speech and Democratic Citizenship* (OUP, Oxford 2016) 38.  
\(^{103}\) Ibid Balogh v Hungary App no 47940/99 (ECHR, 20 July 2004)  
\(^{104}\) Erbakan v. Turkey, App. No. 59405/00 (ECtHR, 2006)  
\(^{106}\) H., W., P. and K. v. Austria, Appn. No. 12774/87, 62 (ECtHR Inadmissibility decision)  
\(^{107}\) Norwood vs the United Kingdom, App. No. 23131/03 (ECtHR, 16 Nov. 2004)
‘the abuse clause’ which is enshrined in Article 17 of the Convention and categorically exclude the applicant’s expression from substantial and procedural guarantees by Article 10 (guillotine effect) based on the justification that such expression repudiates the fundamental values of the Convention.\footnote{108} In the case of \textit{Leroy vs France}\footnote{109}, the Court’s reasoning implied that” Article 17 is also applicable in cases of racist, xenophobic, anti-Semitic and Islamophobic expressions”.\footnote{110} In other cases of hate speech like \textit{Jersild v Denmark},\footnote{111} \textit{Gündüz v Turkey},\footnote{112} \textit{Vejdeland and others v Sweden}\footnote{113}, the ECtHR employed the \textbf{three-prong proportionality analysis} as provided in Article 10 (2) of the Convention. Having the general overview of ECtHR’s jurisprudence regarding hate speech, it is important to assess where the Court stands when it comes to hate speech disseminated online.

3.2.4 Delfi v Estonia

In the landmark case of \textit{Delfi v. Estonia}\footnote{114}, the Grand Chamber confirmed that imposing liability on online news portal for grossly insulting, hateful and threatening comments hosted in their platform by anonymous user is not a violation of Article 10 of the Convention. \textit{Delfi}, the biggest internet portal in Estonia, published an article entitled ‘\textit{SLK Destroyed Planned Ice Road}’ in 2006.\footnote{115} This publication attracted many offensive and threatening comments which latter on described as \textbf{hate speech} by the Strasbourg Court. The comments stayed for 6 weeks and taken down from the news

\footnotetext{108}{W.P. and Others vs Poland, App. No. 42264/98 (ECtHR2 September 2004); Ivanov vs Russia, App. No. 35222/04 (ECtHR, 20 Feb. 2007)}
\footnotetext{109}{Leroy vs France, App. No. 36109/03, (ECtHR, 2 October 2008)}
\footnotetext{111}{Jersild v Denmark, app no. 15890/89, (ECHR 23 September 1994)}
\footnotetext{112}{Gündüz v Turkey App No 35071/97 (ECHR, 4 December 2003)}
\footnotetext{113}{Vejdeland and others v. Sweden, App. no. 1813/07 (ECtHR, sept 2012)}
\footnotetext{114}{Delfi AS v. Estonia app no. 64669/09, (ECtHR 2015)}
\footnotetext{115}{Ibid. para 16}
portal following the request by the ‘victims’ Lawyer.\textsuperscript{116} By considering the news portal as a publisher of user generated contents, the national Court held \textit{Delfi} liable for its failure of removed the impugned comments ‘without delay’.\textsuperscript{117} In its Chamber judgment the ECtHR accepted the finding of Estonian National Court and concluded that the interference on \textit{Delfi}’s right to freedom of expression was prescribed by law and pursue legitimate aim protecting the reputation and rights of others.\textsuperscript{118} As the news portal knowingly allowed the possibility of giving comment by anonymous users it had been considered by the Court “to have assumed certain responsibility for such comments.”\textsuperscript{119} Since the webpage has integrated the reader’s comment into its portal for commercial benefit, and most importantly, since \textit{Delfi} exercised “a substantial degree of control over the comments published on its platform,”\textsuperscript{120} the Chamber asserted that \textit{Delfi} should be considered as content provider rather than purely technical service provider (intermediary), and therefore assume certain level responsibility for an infringement of other persons’ reputation by the comments of its anonymous users.”\textsuperscript{121} Accordingly, the Court concluded that the interference was a justified and proportionate as provided in Article 10(2) of the Convention. The Grand Chamber has confirmed this finding by looking at four elements. To put in a nutshell, first, it has pointed out the unique nature of internet and emphasized that “the duties and liabilities of online intermediaries for third-party illegal content may vary from traditional publishers.”\textsuperscript{122} Secondly, the court considered the nature and context of the comment and arrived at the conclusion that “the majority of the impugned comments amounted to hate speech or incitements to violence and as

\textsuperscript{116} Ibid. para 20
\textsuperscript{117} Ibid, Para. 65
\textsuperscript{118} Ibid, Para. 62 and 63
\textsuperscript{119} Ibid, Para. 65
\textsuperscript{120} Ibid, Para. 65
\textsuperscript{121} Ibid, Para. 65
\textsuperscript{122} Ibid, Para. 113
such did not enjoy the protection of Article 10”. Thirdly, the Court implied the potential liability of anonymous commenter (real name policy as a possible solution to exempt news portal from liability for user generated illegal content). Fourthly, the Court has examined necessary measures taken by Delfi as *professional and commercial news portal* to prevent or remove these hateful and threatening remarks posted in its platform. In this regard the Court emphasized that:

“where third-party user comments are in the form of hate speech and direct threats to the physical integrity of individuals, the Court considers that the rights and interests of others and of society as a whole may entitle Contracting States to impose liability on Internet news portals, without contravening Article 10 of the Convention, if they fail to take measures to remove clearly unlawful comments without delay, even without notice from the alleged victim or from third parties”

Finally, the Grand Chamber assessed whether the domestic Court had rightly balanced the rights of *Delfi* to impart information via its platform with the protection of personality rights of others based on relevant and sufficient grounds. And by fifteen votes to two, it concluded that despite the functioning of notice-and-take-down facility, the Estonian courts’ finding of liability against *Delfi* has been a justified and proportionate restriction on the portal’s freedom of expression.

As aptly argued by the two dissenting judges, the requirement of removing the alleged comments “without delay and even without notice”, disregarded the concept of “actual knowledge” and introduced strict liability regime based on pure promptness. Such an
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123 Ibid para. 140. However, the two dissecting judges observed that such characterization remains” non-specific” and “murky” See Joint Dissenting Opinion of Judges Sajó and Tsotsoria, paras. 28 and 29, respectively.
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approach may lead to Collateral censorship and proactive monitoring of third-party content.\textsuperscript{129} It has also been underscored that the commercial nature of the news portal may not necessarily avoid the potential of comment sections for facilitating individual contributions to public debate.\textsuperscript{130} Indeed, the Grand Chamber restricted the impact of its judgment emphasizing that “the case did not concern to social media platforms or other fora on the Internet where ... the content provider may be a private person running the website or a blog as a hobby.”\textsuperscript{131} However, the two dissenting judges described such an approach as a “damage control” stating that “Freedom of expression cannot be a matter of a hobby”.\textsuperscript{132}

\textit{Post-Delfi developments}

Subsequent to \textit{Delfi}, the ECtHR passed another judgement on similar subject matter in the case of \textit{MTE and Index.hu ZRT v Hungary}.\textsuperscript{133} As it has done in \textit{Delfi}, the court has applied the five standards to find the right balance between various conflicting interests. These important parameters are: (1) “the context and content of the impugned comments, (2) the liability of the authors of the comments, (3) the measures taken by the website operators and the conduct of the injured party, (4) the consequences of the comments for the injured party, and (5) the consequences for the applicants.”\textsuperscript{134} Nevertheless, unlike \textit{Delfi}, the Court found violation of Article 10 of the Convention basically for two reasons. First, in the case of \textit{MTE} the nature of comment was “notably devoid of the pivotal element of hate speech.”\textsuperscript{135} The court asserted that the alleged

\textsuperscript{129} Joint Dissenting Opinion of Judges Sajó and Tsotsoria para. 17
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\textsuperscript{132} Joint Dissenting Opinion of Judges Sajó and Tsotsoria, para 25
\textsuperscript{133} MTE and index V Hungary App no. 22947/2013, (ECtHR, 2016)
\textsuperscript{134} Ibid para.63 It is important to mention that, these parameters are being used by the Court frequently. See for example Rolf Anders Daniel Pihl v. Sweden, Payam Tamiz v. the United Kingdom and Hiness v. Norway. In addition to this, in its Recommendation CM/Rec (2018)2 the committee of ministers has adopted similar approaches.
\textsuperscript{135} Ibid para 77
comments were ‘offensive and vulgar’, but they “did not constitute clearly unlawful speech’ and ‘certainly did not amount to hate speech or incitement to violence.”\textsuperscript{136} The court’s inadmissibility decision in the case of \textit{Pihl v. Sweden}\textsuperscript{137} further demonstrate the importance of distinguishing classic defamatory remarks from hate speech. The court found that an imposition of liability on the news portal for utterances which are not clearly unlawful cannot be justified.\textsuperscript{138} \textit{Secondly}, the Court observed that the “domestic court had failed to strike a proper balance between the applicants right to freedom of expression and real estate website’s right to respect for its commercial reputation.”\textsuperscript{139}

Unlike in \textit{Delfi} the Court has not taken into account the commercial and professionally managed character of the news portal in the judgment of \textit{MTE.}\textsuperscript{140} It is also important to note that, when the portal is considered as a content provider and involved in modifying user generated comments or undertake considerable editorial function, it can be argued that such portals are best placed to block, filter or remove illegal contents. Hence, as the ECtHR ascertained in \textit{Delfi (even though it is difficult to qualify Delfi as an editor of the users’ comment)}, imposing liability on such host for its failure to take down harmful contents could be justified. However, when the portal is considered as a mere intermediary internet service provider where there is initially complete freedom for people to post what they want or where the platform provider does not offer any content, as in the cases of social medias, the strict liability regime that the court has introduced in \textit{Delfi} is not applicable. Such an intermediary, which simply provides a podium for sharing can only be held

\begin{footnotesize}
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\end{footnotesize}
liable for third parity’s illegal content after the application of ‘notice-and-take-down’ rule. *i.e.* when the online platform fails to act expeditiously after it becomes aware of the harmful nature of the content that it hosted. And this is known as limited liability regime. In the first case, state control over internet portals obliges the latter to pre-monitor or filter user generated comments. And as the ECtHR underlined in *MTE and Index.hu Zrt v. Hungary*, this burden will have negative implications since it ultimately creates “excessive and impracticable forethought capable of undermining the right to freedom of expression on the Internet”\(^\text{141}\) Furthermore, because of their lack of capacity to fulfil an obligation of preemptively monitoring all communications, intermediaries may decide to remove the comment section altogether to avoid liability for third parity’s illegal comment.

\(^{141}\) MTE and index V Hungary App no. 22947/2013, (ECtHR, 2016)
3.3 German

3.3.1 General Background

Due to philosophical and historical circumstances, the emphasis given to human dignity and the approach of regulating hate speech is quite unique in Germany. Article 1 of Germany’s basic law and the jurisprudence of its Constitutional Court gives prominent position to the inviolability of human dignity. In the case of Luth, the Constitutional Court asserted the fundamental nature of right to free expression of opinion stating that “...it is one of the foremost human rights of all.” Whereas, in Mephisto the Court held that “Human dignity is the supreme value that dominates the whole value system of the fundamental rights.” The essential framework concerning regulation of hate speech has also been set out by the Constitutional Court in case of Holocaust Denial.

3.3.2 The Network Enforcement Act (NetzDG)

The unfolding of Germany’s Network enforcement Act (NetzDG) is highly attributed to the growing menace of hate speech and right-wing anti-migrant backlash following Angela Merkel’s acceptance of over a million Syrian asylum seekers in 2015. Since the government was of the opinion that Social Media companies did not adopt sufficient and effective self-regulatory
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measures for fast removal of unlawful content, it has drafted the NetzDG.\textsuperscript{149} The Act was passed in June 2017 and went to full effect on January 2018. Even through many countries throughout the world are grappling with the challenge of countering online proliferation of hate speech, Germany is unique among other western democracies in its ambitious attempt of holding social media gaits accountable for failure to implement effective and transparent complaints management infrastructure. Generally speaking, the restrictions imposed by the NetzDG can be regarded as necessary in a democratic society in the sense of Article 10 (2) of the ECHR. Protection of the right and reputation others who are exposed to hate speech as well as prevention of breaches of public order can be considered as legitimate aims of the law which ate in line with the ECHR.\textsuperscript{150}

3.3.3 Object and main Tenets of the NetzDG

The Act obliges social networks\textsuperscript{151} to provide effective, user-friendly and transparent complaint mechanisms\textsuperscript{152} which ensures the deletion or blockage of illegal contents published in their platform within a specified timeframe. Once they receive a complaint these social media companies should take immediate note and investigate whether the content is simply ‘unlawful’ or ‘manifestly unlawful’.\textsuperscript{153} According to section 3(2) of the network enforcement Act, while manifestly illegal content must be blocked or taken down within 24 hours of receiving the

\begin{footnotesize}
\begin{enumerate}
\item However, the Act is not narrow in its speech restriction.
\item Social networks are defined as “telemedia service providers with more than 2 million users which, for profit-making purposes, operate internet platforms which are designed to enable users to share any content with other users or to make such content available to the public. Accordingly, Platforms which provide individualized communication services, such as email or messaging apps, as well as platforms providing editorialized content, such as news websites, are not within the NetzDG.”
\item Network Enforcement Law s 3(1).
\item Network Enforcement Law s 3(2)(2). Thus, Social media platforms are not only obliged to engage in monitoring and reviewing the allegedly illegal content, but also to interpret certain provisions the German penal Code. Some critics described such situation as “Privatization of the law enforcement”
\end{enumerate}
\end{footnotesize}
complaint, merely illegal content should be removed within a week subject to some exceptional circumstances.\textsuperscript{154} “Both complainants and content generators must immediately be informed of the decision on the complaint, and reasons for the decision must be provided”.\textsuperscript{155}

3.3.4 Scope

Its scope of application is provided in under sec. 1 (3). Accordingly, NetzDG does targets 21 different criminal offences which are provided in the German Penal Code related to, \textit{inter alia}, “insult, defamation, public incitement to crime, incitement to hatred and dissemination of propaganda material or use of symbols of unconstitutional organizations”. Even though the term hate speech is not explicitly indicated in the Act, the enumerated provisions encompass utterances which are described as hate speech. Here it is also important to point out that the NetzDG does not establish new criminal offences, rather it “merely enforces an existing legal obligations of social media service providers which is proscribed under Sec. 10 of the Telemedia Act.”\textsuperscript{156}

3.3.5 Transparency mechanisms and Sanctions

In addition to establishing effective complaints management mechanisms, the NetzDG imposes an organizational obligation of transparency or reporting duty on social media companies. The Act provides that the handling of complaints shall be monitored via monthly checks by the social network’s management. “If a platform receives more than 100 complaints per year, it must produce a semi-annual report detailing its content moderation practices and make it available for the public.” \textsuperscript{157} Failure to implement such core obligations will entail an administrative fine ranging

\textsuperscript{154} Network Enforcement Law s 3(2)(3).
\textsuperscript{155} Network Enforcement Law s 3(2)(5).
\textsuperscript{156} Thomas Wischmeyer, ‘What is Illegal Offline is Also Illegal Online’ – The German Network Enforcement Act unpublished manuscript (September 27, 2018)
from 500,00 to 50 million Euros. However, as we can understand from sec. 4(5) of the Act, “no fines can attach to decisions in individual cases. Instead, fines require a systemic and persistent failure in the complaints management mechanism which must be substantiated through content that has been ruled illegal by a court in a separate proceeding.”

3.3.6 Its implication on Freedom of expression

According to Article 5 (2) of the German Basic Law, freedom of expression and information can be restricted by general laws meeting the standards enshrined in the Basic Law and developed by the Constitutional Court. Nevertheless, the NetzDG has been criticized by Scholars and Activists for its potentially restrictive effect on free speech. Following its enactment, the UN Special Rapporteur on freedom of opinion and expression raised various concerns and concluded that the Act is incompatible with article 19 of the ICCPR. Given the disproportionality of its potential sanction; some argued that the Act could serve as an incentive to ‘over-block’ legitimate online speeches. Because, social media platforms are more likely to delete or block an alleged hate speech without an in-depth assessment than the risk of being subject to a fifty-million-Euro fine. Such imposition will ultimately lead to over-policing of lawful content driven by risk aversion and creates chilling effects on freedom of expression. Decisions about the legality or illegality of user-generated content needs thorough and comprehensive evaluation which is accompanied by judicial oversight. In this regard, some scholar characterized NetzDG as an “invitation to private

159 Mark Scott and Janosch Delcker, ‘Free speech vs. censorship in Germany. New rules on online hate speech cause problems for internet giants’ (Politico, 4 January 2018)
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However, since the decision of social media companies to remove the content which have been flagged can be challenged in a court of law, such depiction seems unwarranted. The problem might be its failure to compel these intermediaries to prepare a mechanism which enable the ‘publisher’ of an alleged hate speech to challenge or respond on the compliant.

3.4 The United States of America

3.4.1 The Communications Decency Act

The United States stands alone, quite famously, when it comes to providing constitutional protection to hate speech except when it involves “incitement of imminent lawless action” (the standard developed in Brandenburg v. Ohio). In addition to its pure speech Supreme Court jurisprudence, the country's minimalist approach or continued opposition of banning hateful contents has also fortified by its reservation to Article 20(2) of the ICCPR and Article 4 of the CERD. The US is also an outlier in giving safe harbor to giant social media companies. Section 230 of the Communication Decency Act asserted that “no provider or user of an interactive computer service shall be treated as the publisher or speaker of any information provided by another information content provider.” Unlike the European system, The CDA does not obliged social media companies to comply with a notice-and-takedown procedure in order to benefit from the liability protection. Some scholars argued that the main purposes of broadly excluding the possibility of liability were not only to protect the free expression of platforms and their users but

---

also “to foster technological innovation.”\textsuperscript{166} On the other hand, while private social media companies are broadly immune from liability for user-generated illegal content posted on their platform, the First Amendment does not bind these online private media companies. Hence, despite the general presumption in favor of free speech, “regulatory actions of private social media companies through their internal term of service and community guidelines would not create affirmative obligations under the First Amendment.”\textsuperscript{167} Subsequently, even if the content is constitutionally protected, they are free of liability for removing such contents when they considered it as “obscene, lewd, lascivious, filthy, excessively violent, harassing, or otherwise objectionable.”\textsuperscript{168} The term “otherwise objectionable” in section 230 of the CDA is broad enough to include hate speech as a justification for their content restriction. However, recently the immunities of social media companies have been under scrutiny in an especially intense way because of their failure to adopt a clear, transparent and a workable policy that addresses hate speech. On the other hand, since the scheme of control which is supposed to be developed by social media platforms is “not subject to any oversight or monitoring there no guarantee that freedom of expression is properly protected by these platforms.”\textsuperscript{169}

\textsuperscript{166} Samples, John, Why the Government Should Not Regulate Content Moderation of Social Media (April 9, 2019). Cato Institute Policy Analysis, No. 865. Pp
\textsuperscript{167} Daithí Mac Sithigh (2020) The road to responsibilities: new attitudes towards Internet intermediaries, Information & Communications Technology Law, 29:1, 1-21,
\textsuperscript{168} Communication Decency, U.S.C. section 230(c) 2
3.5 Ethiopia

3.5.1 General Background

Ethiopia is on the verge of political transformation. And the country’s public protest-driven reforms have been partly facilitated on social media platforms which sometimes serve as an alternative political forum for citizens. However, these platforms have also been weaponized to inflame long-simmering grievances and encourage animosity among communities. Nowadays, the age-old unity and fraternity among the peoples of Ethiopia is being threatened by the prevalence of hate speech on social medias. In 2018 alone, the raise of hate speech had led to “ethnic tension and conflict across the country that have created more than 1.4 million new Internally Displaced Persons”. Researchers argues that “hateful speech and disinformation have contributed significantly to the unfolding polarized political climate, religious-based attacks, ethnic violence and displacement in Ethiopia” Historically distinct socio-political dynamics of the country is being instrumentalized to promote hate and tribal intolerance on social medias. And such situations are becoming a threat to human dignity, diversity and equality, national security and social stability. That being the case, regulation of hate speech through legislative measure is warranted to the country’s growing concern. Nevertheless, such statute-backed regulatory schemes may also present, somewhat counter-intuitively, the risk of stifling legitimate expressions and dissenting voices on social medias. There is no doubt that regulation of hate

---


172 Ibid.

173 Yared Legesse mengstu ‘Shielding Marginalised Groups from Verbal Assaults without Abusing Hate Speech Laws ’ in Herz and Molnar eds. (2012), the content and context of Hate speech Cambridge, Cambridge University Press pp. 53.

speech for preserving public order is more appealing in politically polarized and less democratic countries like Ethiopia than in well-established democracies like Germany and the US. Nonetheless, the legal conundrum surrounding proper regulation, specifically, deciding who should be responsible for determining the boundaries of permissible content? what parameters should be employed? and how can this be achieved without eroding online freedom of speech? remains imperative even in developing countries like Ethiopia whose priority is ensuring peaceful coexistence of communities.

Content regulation rules had existed in plethora of Ethiopian laws even before the enactment of the new hate speech and misinformation suppression proclamation. The TFOP\textsuperscript{175} can be considered as the first legislation which aimed at regulating certain type of illegal content on the internet. The ‘Value Added Service License Directive’\textsuperscript{176}, has also incorporated some provisions which prohibited online contents “that encourage hatred, violence, or discrimination.” The recent effort to adopt an effective countermeasure to the dissemination of problematic online content, however, was the enactment of Computer Crime Proclamation which provides that “sharing any written, video, audio or any other picture that incites violence, chaos or conflict among people shall be punishable with rigorous imprisonment not exceeding three years”\textsuperscript{177} Nevertheless, this law failed to explicitly proscribe hate speech, racist and xenophobic content, justification or denial of genocide, and other harmful contents.\textsuperscript{178}

\textsuperscript{175} Telecom Fraud Offence Proclamation, \textit{Federal Negarit Gazeta}, Proclamation No. 761/2012, Article 6(1).
\textsuperscript{176} Ministry of Communications and Information Technology, \textit{Value Added Service Licence Directive} No. 3/2011, Article 11.
3.5.2 The New Hate Speech and Disinformation Prevention and Suppression Proclamation

The new law, which took effect on 23 March 2020 introduced a direct liability regime by imposing fines up to 100,000 Ethiopian birr and imprisonment for up to three years\textsuperscript{179} for anyone who “disseminates hate speech by means of broadcasting, print or social media using text, image, audio or video.”\textsuperscript{180} Unlike the ECtHR and Germany online speech regulatory approach which focuses on the digital infrastructures, the new Ethiopian hate speech and misinformation law is mainly directed at those who produce the content. What led to the adoption of this proclamation was the evolving concern of various stakeholders on the prevalence of hate speech on social medias and the need to prevent individuals from engaging in speech that incite violence under the disguise of exercising the right to freedom of expression, and promoting “tolerance, civil discourse and dialogue, mutual respect and understanding”\textsuperscript{181}

3.5.3 Its accordance with International standards of freedom of expression

The Act defines hate speech under article 2(2) as “a deliberate promotion of hatred, discrimination or attack against a person or discernible group of identity, based on ethnicity, religion, race, gender or disability.” Since this definition is nebulous and over-broad, some argued that it may open up loopholes for the arbitrary application of the law to target legitimate dissent. Unlike the US, Germany and other European countries, there is no well-established democratic culture, independent judiciary, robust rule of law and human right protection system in Ethiopia. Hence, the existing system of check and balance in the country does not provide any institutional guarantee

\textsuperscript{179} Hate Speech and Disinformation Prevention and Suppression Proclamation No. 1185 /2020, (March 23rd, 2020)
\textsuperscript{180} Federal Negarit Gazette No. 26
\textsuperscript{181} Ibid. Article 3 and Article 7
\textsuperscript{181} Ibid the preamble
if the new proclamation is being misconstrued by the law enforcement organ. It is also important to note that the proclamation goes beyond the command of Article 20(2) and the limitations on restrictions required by Article 19(3) of the ICCPR. Equally notable is that the new law prioritizes criminal and punitive measures as an effective means of solving the problem. However, in order to avoid a chilling effect on freedom of expression, it is also essential not to lose sight of international human right standard which requires criminal sanction on hate speech to be a remedy of last resort and in line with the principle of proportionality. In that respect, the new proclamation could inadvertently restrict individuals’ freedom of expression and silence dissenting voices.

3.5.4 Obligations imposed on Social media service providers

If a certain content has been flagged as hate speech, like the NetzDG, the new Ethiopian proclamation imposed statutory obligation upon social media companies to take down such content within 24 hours. However, the law does not impose any liability on these platforms for their failure to comply with this requirement. Furthermore, there is no clear procedural guidelines that governs the manner by which hateful content could be taken down. It appears that the government does not have the means and leverage to coerce giant social media companies and assure their compliance with the new proclamation. Facebook transparency report, for instance, indicates that the Ethiopian government has never made any requests for problematic content to be taken down from its platform.182 If we assume that the government can oblige platform providers to develop content moderation units in Ethiopia, to which language this applies? In a country of more than 70 languages, content moderation focusing only on posts in one or two languages could present another problem.

3.5.5 Procedural shortcomings

The new hate speech and misinformation suppression proclamation does not device any mechanism which enable the creator of perceived hateful content to challenge the removal decision when he/she believes that the decision was illegitimate, disproportionate or unjustified. Most notably, it does not require the decision of taking down an alleged illegal content to be backed by judicial authorization. This ultimately creates a situation that allow private social media companies to determine whether a certain content is illegal or not without government oversight. In addition to putting individual’s freedom of speech at the mercy of the “heckler’s veto”\(^\text{183}\), such delegation of censorship measure to private social media companies can have significant human right ramifications. “While the law has clarified that engaging in ordinary social media activities such as tagging or liking certain content does not entail criminal liability, it’s not clear whether re-sharing or re-posting the content would be illegal.”\(^\text{184}\) It has also failed to provide standing for those who were targeted by hate speech.

\(^{183}\) Yohannes Eneyew Ayalew ‘Muting sectarianism or muzzling speech’? January 31, 2020

\(^{184}\) Brhan taye, ‘Ethiopia’s hate speech and disinformation law: the pros, the cons, and a mystery’ May 19 2020
4. Concluding remarks and recommendations

This project aimed to answer the question of how regulation of online communications affects the rights of freedom of expression and to what extent online service providers can be held responsible for hosting third parties’ hateful content. To answer those questions, I started by providing some common grounds to comprehend the notion of this evolving phenomenon by taking international and regional human right instruments as a point of departure. After setting theoretical and philosophical foundation for the study, I analyzed the relationship between online hate speech and offline hate crimes and concluded that there is a direct cause and effect relationship between these two occurrences. In the first section of Chapter III, it was observed that apart from the UN Guiding Principles on Business and Human Rights, there is no binding international treaty and supranational jurisdictional authority which specifically aimed at imposing human right obligation on private social media companies. I have also explored how the regulation of Internet platforms in relation to hate speech is being approached by the Council of Europe, Germany and the United States and to what extent social networking platforms can be held liable for the dissemination hateful contents. The response of each jurisdiction is linked to its unique circumstances and informed by the shift of balance in ways of understanding the acceptable limits of freedom of expression.

In the last section of this project I confirmed the hypothesis that because of lack of well-established institutional accountability mechanism, legal frameworks for moderation of user-generated online content can have more detrimental effect for free speech in developing countries like Ethiopia than in developed liberal democracies. As an illustration, it has been shown how the new hate speech and misinformation proclamation of Ethiopia presented a potential risk of unduly
restricting individual’s right to free speech and stifling critical public debate on social medias. Therefore, the government of Ethiopia should minimize such dreadful consequences by,

➢ Affording the institutional and procedural safeguards against misuse of the new hate speech and misinformation proclamation.
➢ Providing proper mechanism which enable the creator of perceived hateful content to challenge the removal decision when he/she believes that the decision was illegitimate, disproportionate or unjustified.
➢ Requiring social networking platforms to have judicial authorization before taking down an alleged illegal content
➢ Commanding judges and public prosecutors to consider the Rabat Plan of Action while implementing the new proclamation

It was argued that the potential impact of hate speech should not be underestimated by Ethiopian policy makers. However, while I understand the arguments regarding the importance of newly introduced proclamation for maintaining peaceful coexistence among communities by proscribing hate speech, in my opinion, the prevalence of this harmful phenomena is a mere manifestation of more profound historical and socio-political problems. In that sense, I argued that resorting to legislative measures alone is not sufficient to bring about real changes. The enactment of the laws would mean little unless the government takes more comprehensive and mutually reinforcing strategies which includes improving media literacy, developing specific educational programmes, conducting evidence-based legal and sociological research which seek

Yet again, because of different reasons highlighted in this project, it is equally important to note that I am rather skeptical about the use of counter-speech as the only strategy to tackle the problem of hate speech in the current Ethiopian context.
to identify the conditions that leads to hate speech, encouraging intercultural dialogue, promoting and exemplifying tolerance, reconciliation, and inter-community respect and *etc.*
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