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Abstract

Hyper-parameter optimization is a thoroughly investigated discipline in optimization theory,
statistics and machine learning. While it is crucial to configure the hyper-parameters properly,
the most widely used grid search technique has some hidden issues that impacts the efficiency
of the learning algorithm. Such an issue is that the mentioned method does not take statisti-
cal significance of out-of-sample forecasting performance into consideration when choosing
the hyper-parameter yielding the minimal loss. The following paper proposes an extension
of this approach to make the modeling more robust to random fluctuation. The Model Con-
fidence Set algorithm terminates at a superior set of hyper-parameters that are statistically
indistinguishable at a given a significance level with respect to the loss their generated mod-
els produce. It is shown empirically and theoretically, that averaging over the predictions of
such a superior set is more efficient with respect to out-of-sample loss than taking the pre-
diction of a single realization of the “minimum-yielding” hyper-parameter. The theoretical
argument is based on showing a specific example, where the limitations of the grid search
method are reached. The empirical study examines the predictability of the evolution of the
novel Covid-19 infectious disease in New York state, U.S.A. Extending the famous SEIR
dynamic system with gamma distributed latent and infectious periods gives rise to hyper-

parameter optimization in disease prediction.

Keywords: global optimization, hyper-parameter optimization, model selection, Model Con-
fidence Set, autoregressive processes, maximum likelihood estimator, infectious disease mod-

els, SEIR model, gamma distribution
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Chapter 1
Introduction

The ultimate objective of a typical learning algorithm .7 is to find a function g that minimizes
some expected loss L,(x) over independent and identically distributed samples x having a
directly not observable distribution G,. <7 is a functional that maps a (train) data set X (finite
set of samples from G) to a function g. Very often a learning algorithm produces g through
the optimization of a training criterion with respect to a set of parameters 6. However, the
learning algorithm itself may have additional features called hyper-parameters A, so we are
only able to produce results conditionally on it. As a result g = g3 = .27 (X) for an arbitrary
training set X.

A

For example we can take a (U,),c autoregressive process, meaning U, = Y. ;U,_; + &,,
i=1

where 60, ; € R* and for all n € N g, is standard normally distributed and E¢,&,, = 0 for all

n # m . In this setup the 0 vector is called the parameter vector, and the lag A € N is called
the hyper-parameter of this model. The parameters are optimized through o7 , however A
is a predefined characteristic of the model itself. Therefore the value of the hyper-parameter

has to be set before the learning process begins.

From now on it is a matter of taste how we choose A, however we can define some rules of
thumb. What we really need in practice is a way to choose A so as to minimize generalization
error EL / (x) (x), where X is a data set from the distribution G, and x is a realization of such
a random variable. From the previous example it is easily seen that for every possible 4 , 7

might perform an inner optimization as well.

In general we assume that A is point in the space A spanned by the possible hyper-parameters.
The problem of finding the best fitting A € A is called the problem of hyper-parameter opti-

mization. This paper proposes a Model Confidence Set extension of the most widely applied
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grid search algorithm for this difficult optimization problem, which is of great importance in

the field of machine learning and statistics.

20 = argminEL ;/ (x)(x) (1.0.1)

AeA
The map ¥ from A € A to R™, W(1) = L, (x)(x) is called the hyper-parameter response
function (Bergstra & Bengio (2012)). Thus hyper-parameter optimization equals to the min-
imization of the expectation W(A) over A € A. This function is also called the response

surface in experimental design literature.

In general we do not have efficient algorithms for performing the optimization implied by
Equation 1.0.1. Theoretically we cannot even evaluate the expectation over Gy. Know-
ing in general very little about the response surface W or the search space A, the domi-
nant strategy for finding an appropriate A is to choose some number n of trial points P =
AW A2 A} to evaluate W(A) for each one and return that particular A9 that worked
best.

A = argminEL ., (x)(x) = argminE¥(1) ~ argmin EW(A)
AeA AeA Ae{A A@) A0}

The different algorithms differ in the way of choosing the trial points {4 (1), A(2) ... A("},

The most widely used strategy is the grid search (e.g. Larochelle et al. (2007) and Hinton
et al. (2006)) If A is a set indexed by K configuration variables, then the grid search requires

that we choose a set of values for each variables (S M., (K)). In grid search the set of

K .

trials is formed by assembling every possible combination of values, hence n = [] |S (@) |. This
i=1

product over K sets makes grid search suffer from the curse of dimensionality as the number

of joint values grows exponentially with the number of hyper-parameters (Bellman (1961)).

There are several reasons why grid search prevails as the state of the art despite decades of
research into global optimization (Nelder & Mead (1965); Kirkpatrick et al. (1983); Powell
(1994); Weise (2009)) and the publishing of several hyper-parameter optimization algorithms
(Nareyek (2003); Weihs et al. (2006); Hutter et al. (2011)):

e Grid search is simple to implement and parallelization is trivial

e Grid search typically finds better A*) than purely manual sequential optimization
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e Grid search is reliable in low dimensional spaces (1d, 2d)

In this paper I propose using the Model Confidence Set approach (MCS) pioneered by Hansen
etal. (2011) as an extension. The method is quite similar to the grid search in a sense, that we
need to predefine a set (S M,....8 (K)) from the same configuration space as would be spanned
by a regular grid. However, the later fully explained algorithm yields an iterative sequence
of hypothesis tests, where in every iteration, the procedure sequentially prunes the worst per-
forming hyper-parameter one by one with respect to their common user-defined loss function,
until the first non-rejection takes place. Hence the initial trial set shrinks to a set where every
A is statistically indistinguishable as a forecast performer at a given significance level o.
With that said, the model confidence set covers the ground true hyper-parameter with proba-
bility 1 — oc. Hence the coverage is binomially distributed, with parameters n and 1 — ¢, thus
in expectation out of n trials, the MCS contains the true value n- (1 — o) times. Assuming the
algorithm has terminated at a set MCS = P*, we take all A € P* and define the loss ensemble
as Ly, (x)(x) = ﬁlg*L ,(x)(x) . This is the loss function produced by the MCS approach

which needs to be compared with the best grid search loss.

In spite of the fact that MCS has not been used for hyper-parameter optimization, it performs
remarkably well in other areas such as forecast combination. Samuels & Sekkel (2017) an-
alyzes the effects of trimming the set of models prior to averaging their predictions!. They
used the Model Confidence Set approach, which takes into account the statistical significance
of the out-of-sample forecasting performance. In an empirical application to the forecasting
of U.S. macroeconomic indicators, they find significant gains in out-of-sample forecast accu-

racy from using the proposed trimming method.

Bernardi & Catania (2018) have built an R package called MCS to illustrate how the MCS
sequence of tests delivers the superior set of models having equal predictive ability in terms
of a user supplied loss function discriminating models with respect to the desired model
characteristics such as forecast performances. They have applied the algorithm to different
models belonging to the ARCH family to predict financial losses. They found that the use of

MCS remarkably improves VaR forecast performance.

There are papers that do not share the dominance of the proposed approach. Aparicio &
Lopez de Prado (2018) evaluated the performance of the Model Confidence Set in a simple
machine learning trading strategy problem, as they state that most of the model selection

methods available in modern finance are subject to backtest overfitting. However, they have

! Averaging the forecasts from a range of models often improves upon forecasts based on a single model,
with equal weight averaging working particularly well (Timmermann (2006)).
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found that MCS is not robust to multiple testing and that it requires a very high signal-to-noise

ratio to be utilizable.

This paper is organized as follows. Chapter 2 introduces the Model Confidence Set approach
forked to the objective of hyper-parameter optimization. Chapter 3 shows an encouraging
example to shed light on the comparative advantage of MCS over the grid search method.
That chapter assumes a very specific Data Generating Process — an autoregression — to see that
models generated by the different hyper-parameters can cause very flat loss curves. The next
chapter is an empirical investigation to compare how MCS and grid search works “outside
the laboratory”. In light of the outbreak of novel corona virus — Covid-19 — I try to build
models to predict the future values of the disease. Based on Wearing et al. (2005a), I build
a complex system of delayed differential equations with two hyper-parameters and several

parameters.

Some of the upcoming figures are available interactively at this> webpage. Additionally, I
have created an online appendix for the thesis. Visit the website if you would like to see how
the implementation of the models happened in code. The appendix can be found by clicking

here’.

2https://rpubs.com/kujbika
3https://github.com/kujbika/MCS_in_hyperparam_optim_APPENDIX

4
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Chapter 2

The Model Confidence Set in

hyper-parameter optimization

2.1 Assumptions

I now introduce how the Model Confidence Set algorithm developed by Hansen et al. (2011)

applies to hyper-parameter optimization. Let

B

K )
o the trial set of hyper-parameters A be P = {A(D, A2 . A} where n = []|S?
=1

1
where S() is the set of the i configuration variable from 1 to K.

(Q,.#,P) be a probability space

e ¥ :Q xRt — R be the underlying stochastic process that we aim to model

M : P (P) — Z(4/) be a bijection from a set of P to a set of learning algorithms?. For
example M(P) = () ) pep, M(A) = 7).

X be the training data set, i.e. a finite set of samples from a common distribution G,

e W:PxR" = R, W(A,r) = Lya)x)(t) be the response surface or hyper-parameter
response function defined on the set of models and on the time. For example assuming
Ly-norm loss W(4,1) = (Y; — 8.4, (x) (x;))?, where Y; is the value of the process at time

t , X is the train set and x; form the predictors of ¥; based on X.

n other words, ¥ = Y; is random function, that we can only observe through random noises.
2 2 stands for the power set.
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o d:(PxP)xt,dj(t)="(i,t) —¥(/j,t) be the difference function between the losses

of the models generated by i and j at given time ¢.

e a < (0,1) be the (fixed) significance level.

Hence the ingredients for our MCS recipe have been listed. d;;(¢) as a (R, %) measurable
function is a random variable for every time ¢ for every fixed i, j. In the followings assume,
that the expectation of d;;, is time-homogeneous i.e the expectation of the loss Ed;;(t) =

Ed;;, Vt € R is constant throughout time, thus it depends only on i and ;.

2.2 The algorithm

2.2.1 The hyper-parameters construct a well-ordered set

Definition 1. Define 77 C P x P the relation between hyper-parameters i and j with the fol-
lowing properties:
i ?\: Jj = Ed; j <0
Furthermore we say, that i and j are equivalent if i 7~ j and j =5 i, i.e. Ed;; = 0.3
Remark. (P,7) is a totally ordered set.

Indeed, 7 is antisymmetric, transitive, reflexive and for any i,j € Pi 77 jor j 7 i.

Theorem 2. (P, is well-ordered.

Proof. Recall that a set is well-ordered, if a total order relation is defined on it having that
every non-empty subset of the set has a least-element. The least-element is necessarily unique
up to equivalence. Formally let S C P, then the model generated by j is the least-element of
the set S, ifi - j, Vi € S.

Suppose that IS| = n € N. In that case the set d(S) of all the difference function values along
S has n? elements, and d(S) C R. Now we remain to prove that every finite subset of R is

well-ordered, with the total order relation <.

The proof is on induction: Every singleton is trivially well-ordered (if the set is {x}, then
x < x is a well-order). Let’s see now A = {ry,r,...,r,}. We need that every B C A has a

least-element. Of course, |B| < |A], so by the induction hypothesis A is well-ordered. O

3i is preferred to j if the loss assigned to i is not greater than the loss of j.

6
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Corollary. There exists uniquely a superior set P* ={i € P: i j, Vj € P}.

Remark. By the uniqueness property of the proof of the above theorem, P* consists of models,
that are equivalent to each other in a sense, that for each k € P* E¥(i) = E¥(j). * Note that
Ed;; <0Vie P*, V] ¢ P*, that is the expected loss is minimal in P* across P.

The Model Confidence Set approach aims to find P*, without directly knowing the expecta-
tion of the d;; random variables. For the procedure, only a sample of the losses are observable.

2.2.2 Hypothesis testing

For an arbitrary subset A € &(P), let the null hypothesis Hy 4 be the event that {Ed;; =
0 Vi, j € A}. The alternative hypothesis Hj 4 is the exact complement. Introduce the equiv-
alence test 8, that tests Hp 4 at a o significance level. As a convention, we let 94 = 0 and
04 = 1 correspond to the cases where Hy 4 are accepted and rejected, respectively. Define
an elimination rule e, that ranks the hyper-parameters in (A,E)5 , and chooses the one that
produces A’s least-element with respect to the relation - (by the well-ordered principle it is
always achievable). Thus the elimination rule chooses the hyper-parameter that produces the

biggest expected loss.

The algorithm, visualized by Figure 2.2.1, is as follows.

1. Initially set A = P.
2. Test Hp 4 using 04 at level c.

(a) If the null hypothesis gets rejected, apply the elimination rule and construct A

with throwing the least element, then repeat the procedure from Step 1.

(b) Otherwise define P,_, = A

The algorithm terminates at a set P, _ o, which consists of the set of surviving hyper-parameters
(those that survived all tests without being eliminated), is referred to as the model confidence
set. Hansen et al. (2011) has shown that given some condition P,_, consists of hyper-
parameters that covers the grand true value with probability 1 — ¢. At theorem 3 I clarify

those assumptions.

“In the followings, I will not write ¢ as a parameter, as we assumed that the loss differences are time-
homogeneous.
5= CPxP,izj < Ed;j >0
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Sequential testing is key for building MCS. However, econometricians often worry about
false discoveries, due to p-hacking, i.e such a testing procedure can “accumulate” Type 1 er-
ror with unfortunate consequences (for example Leeb & Potscher (2003) or loannidis (2005)).
The MCS procedure does not suffer from this problem because the sequential testing is halted

when the first hypothesis is accepted.

Note that P;_g is dependent on the sample of course, and is seen through randomness. The
natural question is at what extent P, _, reflects the actual P*? The below results shows that

the term confidence set is appropriate in this context.

Figure 2.2.1: The MCS algorithm in a UML Activity diagram

[N
-initial set of models | Set of models
-significance level

delta-test at level alpha

elimination [Null hypothesis accepted] —»| Model confidence
set

Own figure

Theorem 3. Finite and asymptotic termination of the MCS algorithm
If the following three conditions hold:

o li_I)HIP’(SA = 1|Hy ) < «, meaning § is a valid-test
n—oo
o limsupP (04 = 1|H 4) = 1, meaning & has a power of 1 asymptotically
n—soo
o limP(eq € P*|H| p) = 0, meaning asymptotically any element thrown out is almost
n—oo

surely not in the superior set,

then:

e liminfP(P* C P|_q) > 1 — a, hence the confidence set nomenclature
n—>o0

o limP(icP*|i¢ P*)=0
n—oo

o limP(P*=P_,)=1,if |P*|=1

n—oo
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Furthermore, if P(84 = 1,e4 € P*) < @), meaning there is coherency between the equivalence
test and the elimination rule, then the main result holds on a finite sample as well: P(P* C
p]_a) 2 l — Q.

You might ask at this point: do we have such a d-test and such an elimination rule? I will

return to this question at section 2.2.4.

2.2.3 The MCS p-values

In this section I introduce the notion of MCS p-values. The goal of defining such values it
to study what hyper-parameters will make it into the MCS. Thus for this section, we do not
terminate the algorithm at the first rejection. This is only a technical detail, the algorithm
itself of course terminates at some point. However, as it turns out the MCS contains hyper-

parameters that have some property in common.

The elimination rule e4 defines a sequence of random sets P =A; D Ay D --- D A,, where
A; = {ea;,...,ea,}. So ey4, is the first hyper-parameter to be eliminated in the event H, p is

rejected, ey, 1s second element to be eliminated and so forth.

Definition 4. The MCS p-values: Let pp, Aidenote the p-value associated with the null hy-
pothesis Hy 4;, with the convention that PHoa, = 1. The MCS p-value for model ea; € Pis

defined by ﬁeA_,. = f?l_1<a]?C(PH0A,~)

Thus the MCS p-values form a monotonically increasing sequence. Since A, consists of a
single hyper-parameter, the null hypothesis Hy 4, simply states that the last surviving model
generated by that hyper-parameter is as good as itself, making the convention pp,, =1
logical. Such p-values are convenient because they make is easy to determine whether a
particular object is in P,_, for any ¢. Thus the MCS p-values are an effective way to convey

the information in the data.

One possible realization of the MCS p-values are seen at Table 2.1.

Theorem S. The MCS p-value, p;, is such that i € Pi_o if and only if p; >  foranyi € P =
(a0, 2my,

Proof. Suppose that p; < o and determine the k for which i = ey,. Since p; = ps, =

ngc( PH, Aj), it follows that Hy 4,,...,Hp a, are all rejected at a significance level . Hence

the first accepted hypothesis must occur after i = e, has been eliminated. So p; < « implies
i ¢ Pl_a.
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Suppose now that p; = pa, > o. Then for some j <k, we have pg, A > o, in which case Hp 4;
is accepted at significance level o that terminates the MCS procedure before the elimination

rule gets applied. So p; > o must imply i € P_,. Hence the proof. [

Table 2.1: MCS p-values
Note that the MCS p-values for some models do not coincide with the p-values for the corresponding null
hypothesis. For example, the MCS p-value for e,, (the third hyper-parameter to be eliminated) exceeds the
p-value for H 4,, because the p-value associated with Hy 4, - a null hypothesis tested prior to Hy 4, - is larger.

Elimination rule p-value for Hy 4, MCS p-value
ex, =ep PHos, = 0.01 ﬁeAl =0.01
€A, ]7[-101‘,‘2 =0.04 ﬁeAz =0.04
€A3 pHO,A3 = 002 ﬁ€A3 = 004
€Ay pHO,A4 =0.07 ﬁ€A4 =0.07
eas PHyag = 0.05 ﬁeAS =0.07
€A2 pHU,An = 1 pAeAn =

2.2.4 The existence of such a system

Hansen et al. (2011) has shown some particular choices of 6 equivalence tests and e elim-
ination rules that match the above mentioned criteria. Hence this section develop two tests

based on the authors.

2.2.4.1 The equivalence test

- m - -
Let A consists of k hyper-parameters (k < n). Define the d;; = n% Y dij(t) and d; = % ) d;;.
=1 jeA

Here d; ; measures the relative sample loss between the models generated by the i"" and the j'
hyper-parameter, while d; is the sample loss of the model generated by the ' hyper-parameter

relative to the average across hyper-parameters in A.

T di; : s
We can now construct the t-statistics #;; = ——L— and t; = %, where Var denotes the
Var(d,-j) V var\ai
variance estimator of the respective variances. The first statistic #;; is used in the famous

Diebold and Mariano test (see Diebold & Mariano (1995) and West (1996)).

These statistics form the basis of Hy 4, as e.g. if for A C P, where A = (A1) ... 1)), then
Hos = {E¥Y(AD) =E¥(A1?)) = ... =E¥(AN) =0} = {E(¥(i) — ¥(j)) =0,Vi,j €A}

10
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Corollary. The test statistics with the desired properties (described at Theorem 3) for Hy 5

is given by T, o4 = maxt; and Tg 4 = max|t,-j|.
’ icA i jeA

Unfortunately the distribution of these statistics are not in a closed form, as they depend on
the covariance of such t-tests for example, and they are too complex in this setup. However,
fortunately the relevant distributions can be estimated with bootstrap methods that implicitly

deal with the nuisance parameters.

2.2.4.2 The elimination rule

Characterization of the MCS procedure needs an elimination rule that satisfies the assump-

tions of Theorem 3. Fortunately, such a rule comes free for the 75,4, 4 or the T 4 test statistics.

Case 1. For the test statistic T4y 4 > €max,a = argmaxt; is a natural elimination rule, be-
i€A

cause a rejection of the null hypothesis identifies the null E¥(i) = 0 false for

I = emax,A- In this case the rule eliminates that particular model that contributes

the most to the test statistic, or that particular model has the largest standardized

excess loss relatively.
Case 2. On the other hand, eg 4 = argmaxsuptij is a coherent choice for the statistic T 4,
because this model is such thlg? teR,:.iEA: Tg 4 for some j € A
Proposition. Let 8,,4x 4 and Or 4 denote the test statistics Typax 4 and Tg 4 respectively. Then
(Omax.As€max.a) and (8g A, er A) both satisfy the coherency assumption to make the MCS works

for finite samples as well.

Proof. 14" page in the paper of Hansen et al. (2011). [

2.3 A simulation experiment

In the following I present a simulation experiment directly from the work of Hansen et al.
(2011). The design sets the losses across models dependent, that is, L, ~ .4 (u,Y"), where
the loss vector consist of 10 elements and the covariance matrix has structure }; ; = pli=Jl
for three different setups: p = 0,0.5 and 0.75. The mean vector takes the form of u =
(0,...,0, %, ey %)T so that the number of zero elements define the number of elements of

11
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the superior set P*. They made a report showing the simulation results for the case when
|P*| = 1,2 or 5. The authors used the T,,,, stat to obtain the results. The simulation results

are presented at Figure 2.3.1.

Figure 2.3.1: How MCS works on dependent losses
The left panels display the frequency at which Pygq, contains P*at various sample sizes. The right panel present
the average number of models in P,_,. The two upper panels contain the results for the case when |P*| = 1.
The panels at the middle show the results in the case |P*| = 2. The two plots below describes the behaviour of
the MCS procedure when |P*| = 5.
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Chapter 3

An encouraging example - modeling an

autoregressive process

3.1 The goal of the chapter

Grid search and MCS behaves similarly in a sense, that both needs to compute losses for all
possible configurations. MCS shrinks to the superior set containing the ground true values
of the hyper-parameters yielding minimal losses. Grid search always chooses a singleton set

that produces the minimal loss in a realization of an experiment.

When the loss realizations decrease sharply, the grid search method chooses the best hyper-
parameter with a high probability. Note that in this case the MCS also chooses this hyper-
parameter too as the singleton superior set. Therefore, MCS and grid search performs sim-
ilarly, unless the loss realizations are flat. In that case - as MCS always takes into account
the statistical unassertavity - MCS remarkably outperforms its competitor. Hence, the goal
of this chapter is to show that such an experiment (like the one presented at section 2.3) truly
exists in the “real life”. It would imply that the use of MCS statistically dominates the use of

grid search.

Fortunately, as we shall see, an autoregression fulfills all the criterion to show the usability

of the proposed hyper-parameter optimization method.

13
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3.2 An autoregressive process - assumptions

Let us take the autoregressive process as an example. That is:

1. The underlying discrete stochastic process follows an autoregressive trend, with pa-

rameter p € N, meaning,
Y=t iYi + Vi +E,

where V¢ € N, & ~ .#(0,62) and « € R, ¢ € R?, 6> € R™ are fixed constants.

2. Suppose that the roots of the characteristic polynomial H(z) =1 — (¢1z+ -+ ¢,2”)
lie within the unit circle and so, there exists a stationary solution Y; of the equation. If

that holds, limEY, = —%—, limVar(Y,) := D?.
t—roo 1— Z ¢’i {—yoo

i=1
3. For every i # j, Egg; = 0, so the process is homoskedastic and the error terms are

uncorrelated.
Our modeling assumption are the followings:

1. There is an initial set of orders to experiment on the grid, containing the true value p:

P = (p,p1,---,Pn—1). < is the set of hyper-parameters.

2. For every i € &7 ,we model the the process assuming the order of the autoregressive
process is exactly i. The (&, @y,...,9;,6%)T vector is found via an inner optimization,
in this case by maximizing the likelihood, that Y follows an autoregressive trend with

order i.

3. The loss function is the Ly-norm.

3.3 The inner optimization - maximume-likelihood estima-

tors

Fix i € &. Let n be the greatest number in Z.

Let 6; = (¢;,07)T be the vector of parameters to find, where ¢; = [a, ¢1,...,¢;]T. Given a

single trajectory y of Y up to time ¢, which parameters maximize the likelihood that given

14
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the process is sampled from an AR(i), the actual data is observed? In other terms, which
configuration of the hyper-parameter 6; maximizes the joint density function f of y given that
Y follows an AR(i)?

f@i(y()ayl?'"7yi7"'7y177"'ayT) :fei(yTb)TflanyZa'"ayl)fei(yla"'nyl) — =

T
:f('),'(yl7"'7yn) H fei(yj‘yj—lv"'ay1>

j=n+1

Assuming the first n observations are deterministic, Vj € 1,....T fo,(v;lyj—1,Yj-2,---s¥1) =
fo(Vjlyj—1-2yji), ifj=n

1, ifj<n
mize is:

. By this assumption, the joint density function to maxi-

T
H f@,‘(yj|yj—17"'7yl)

Jj=n+1

In practice, this approach is called the conditional maximum likelihood estimation. That is,
the first n observations are handled to be deterministic, thus their density must equal one.
The method that takes the first n arguments as random variables is called the exact maximum
likelihood estimation. However, the solution of the exact one is not closed for any ordered
autoregressive process (Miller (1995)). In the scope of the current paper we aim to obtain

analytically tractable results, thus we apply the conditional ML approach.

Furthermore, by the properties of an autoregressive stochastic process y;|yj—1,...,Yj—i ~
N (xI ¢, 0?). This yields given that Xri=[1,¥—1,.--,y—i]T the partial likelihood function:

1 (yj— x5 .00)° 1 (v; —xL )2
Jo;(Vilyj—15--5y1) = exp <—# =exp —Elog(Zﬂcz)——] 26’; '

2072

®)

)

:‘
[\S)

fo,vjlyj=t1,---,y1) = exp(h(6;);)

The quantity y; — xJT.i(])i is called the residual for the j-th observation, measures the vertical
distance between the data point y; and the hyper plane xJTJq)i, and thus assesses the degree of

fit between the actual data and the model.
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It follows, that the log-likelihood function to be maximized is

T : T 432
1 (vj —x;:9)
g(6)= Y h(6);=—(T—n—1);log(2n0’) ~ ), 5=
jentl j=nt1 c
Now let X; = [x7;, X715 -, Xnt14] bean (T —n—1) x (i+ 1)) matrix and y = [yr,yr_1,

be an 7' —n — 1 length vector. With this

8(6) = —(T —n—1)310g(0?) — 5 (v Xi90)" (s~ Xif)

cs ]

The vector of (;, which maximizes g(6;) is called the maximum-likelihood estimator for ¢;.

By the chain rule

dg(6;) 1 dly—Xio)"(y—Xi¢y) dy—Xi9y) 1

d¢i 202 dy—X) d¢q 202
If X; is not degenerate, meaning it has rank i, then a, is optimal if and only if
y—Xi¢;i=0

y=Xi¢; = XiTy = XiTXi(Pi = (XiTXi)_lXiTy = 0

20y—X:0)" (—X;) = %(y—Xi(p,-)TXi

~ 29,
¢; indeed yields the global maxima, as the objective function is concave: d6) _ _ LxTx ,

do? o2

which is a negative semi definite matrix.

Regarding 62 one can state that

~

o2

“ is optimal if and only if

1 1 ~ ~
—(T—n— 1)_~+T4<Y_Xi¢i)T(y_Xi¢i) =0

2
207 o©;

o2 _ 0 =Xi9)" (y = Xi¢y)
l T—-n—-1
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The formula fulfills our intuition, as the variance maximum-likelihood estimator of 62, is the

average of the squared sum of the residuals for the non-deterministic part of the time series.

The product Xl-TXi is symmetrical matrix, and its inverse is the cofactor matrix of ¢;', closely
related to its covariance matrix, C¢i2. The matrix (XiTX,-)_lXiT is called the Moore-Penrose
pseudo inverse matrix (Moore (1920)) of X;>. From now on refer to this matrix as X 1;”137 ;- This
formulation highlights the point that estimation can be carried out, if and only if, there is
no perfect multicollinearity between the different lags of y (which would cause the normal

matrix to has no inverse).

After we have estimated ¢;, the predicted values will be § = X;¢; = Py, where P, = X; (X! X;)~!X! =

XXy, },i is the projection matrix onto the space V spanned by the columns of X;. Thus the di-
mension of its target space is p. The matrix P; is symmetric and idempotent (Pl.2 = P;) and

relate to the data matrix X; via the identity P.X; = X.

The error terms can be reformulated as y — Py = (I — P;)y. I — P; or the annihilator matrix is
also a symmetric projector, as (I — P;)?> = I — P,. The rank of the annihilator matrix is T —

n—1—i. It also holds that (I — P)X; = 0. Hence 67 = O-Xi0)" O—Xid) _ ((IfB)TyzZ(EIIfH)y) —

i T—n—1
(I-P)(Xi¢i+e))" (I-P)(Xipi+e)) _ (U-P)e)" (I-P)e) _ " (I-P)"(I-R)e _ &' (I-P)e

T—n—1 T—n—1 T—n—1 T—n—1 -

3.4 Finite results

In the followings, I analyze the connection between 6; and 6. For that purpose, we have to
distinguish three different cases, where i < p, i = p,andi > p. €isa (T —n— 1) length vector
in this setup, where every entry is normally distributed with mean zeros, and the covariance
matrix ¥ is ¥, = diag(c?).

First case: i equals to p

Note that if i equals to p, then

Ny —1 —1 —1
op = mpp Y :XMRp(XP(P +€)=¢ +Xypp€

'T will show some asymptotic results about the cofactor matrix later on.

2which will turn out to be 67 (X! X);!
3The nomenclature is appropriate, as X; is not square in almost all the cases, hence X; is not invertible.
However X&IL[X,' =1;
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€ is normally distributed, so is its linear combination. X is a random matrix, however

EX];I}% o€ |X is the null vector, which yields that ]EXATI},’ »€ = 0 via the tower rule of conditional

expectation. As a result@, is an unbiased estimator of the variable ¢. The Gauss-Markov
theorem states, that in this case the estimator is BLUE: best linear unbiased estimator (Theil
(1971)).

Proposition 6. ¢, centered at ¢ and normed by its standard deviation is jointly t-distributed.

Proof. q;;, :XA}}J’,,')’ where y ~ A (X,¢,diag(6?)7_,—1). As aresult, (l;;, ~ N (¢,C), where

C=X1X,) ' XY X (X)Xp) ™' = (X[ X,) 7' X 0171 X (X X,) ' = 02 (X) X))

“Now let us move on to the variance estimator. [ — P, is a projection as discussed, so the
only eigenvalues it can have are 0 and 1. Hence there exists a orthogonal matrix V, such that
VI(I—-P,)V =A=diag(l,...,1,0,...,0). The trace of a projection matrix is the dimension
of the target space, so tr(I —P,) =T —n—1— p. Since the trace is also the sum of the
eigenvalues multiplied by their multiplicity, we necessarily have that 1 is an eigenvalue with
multiplicity 7 —n — 1 — p and zero is an eigenvalue with multiplicity p. Thus Ahas T —n —

1 — p ones in the diagonal.

Now let K =VTe=vT(1-P,)y=VI(1-P,)(X,0,+¢€) =V (1 —P,)e. Since (1 —P)e ~

A (0,(1=P,)6%17_y—1), we have K ~ 4 (0,06%A)>, and therefore Kr—p—p = K7 —p—pi1 =
2

K7 = 0. It follows that W;—L‘z ~ x%_n_l_p. Further, as V is orthogonal ||K||> = ||2||?, thus

(v _XP(];;?)T()’ _Xp‘l;;)
o2

|”’ct\>2

(T—n—-1)=

D) ~ %%—n—l—p (3.4.1)

Q

Of course it implies that EO'p2 = O'ZT;f—;ip, so the maximum-likelihood estimator for 62 is

NZ) =2l n=lops2

biased (but asymptotically unbiased). It is also true that Var(c T—n—1)?

p

X pT X is a positive semi-definite, symmetrical matrix, so there exists a representation R~ DR =
XPTXP, where D = diag(d;);=1,... p is diagonal. Define , /(X7 X))~ as R™'DR.

From the conditional multi-normality of é);,, it follows is that <, [(X) Xp)—l((;p — p) ~
A(0,1,). Additionaly, from 3.4.1 it turns out that - (XI,TXP)—1(¢; —Qp) ~ T p—1—p.
Op

4Y'is the covariance matrix of &, not the summing operator
SoVI(1-P) 17—y 1(1-P,)V =02V (1-P,)V =0c%A
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T—n—3—p
n—1—p

Hence the claim. Note that the covariance matrix of G%p (XpT X,)~ 19, is given by diag (T_

]

Later on, it is more interesting if we investigate the properties of §, = L (¢, —0p). As alinear
Op
combination of the previous random vector, its expectation is still zero, and its covariance

matrix is diag <;Z—?5> X!X,.

Second case: i is less than p

In the case when i is less than p, X; is a (T —n—1 x (i+ 1)) matrix, but the “real” matrix
Xpwould have a shape (T —n—1x (p+1)). Observe that the first i columns in X; and X,
are identical. Denote the "leftover” ((T'—n—1) x (p —i)) matrix with A. Construct X,, as
X; - [I;, B], where [; is the i x i identity matrix. By easy calculations, B = (X! X;)"!XTA =
Xy, },’ A, therefore

¢; = XMPL(X [IHXMPzA] ¢+e)= [Ii7X1\7[}’,iA]'¢+XA7111’,i8

This of course yields that (}A)J, is biased unless all (¢;) j~; = 0, as for example (;)Nl =01 +ap;+
B o4+ yds + ce;, with some constant o, 3,y coming from the first row of XATH],A.

Proposition 7. ¢; centered at its expectation and normed by its standard deviation is jointly

t-distributed.

Proof. From Proposition 6 we have a unitary matrix W, such that W7 (I — P,)W = A, where
A is a diagonal matrix filled with ones and zeros. The trace of a projection matrix is the
dimension of the target space, so tr(I —P;)) =T —n—1—i. Thus Ahas T —n—1—i ones in
the diagonal.

Now letK:WTé:WT(I—Pi)y(I Fk: WT(I P)(X; - [l XpypiAl - 9 +€) = W (I —

P)e. Since (I —P)e ~ A (0,(I —P)o*17_,_1), we have K ~ .4°(0,6%A), and therefore
2

Kr—pn—i=Kr_n_ix1 = Kr =0. It follows that HI;# ~ x%_n_l_i. Further, as W is orthogonal

IKI? = [[&][>, thus

~

’ —X,0)" (v — X
Zz (T—n-1)= b (P)Gz(y (p)’\“ o1 (34.2)

6 All the results are conditioned on X
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Of course it implies that EG-Z = O'ZTT”TH’ > ]EO' so the maximum-likelihood estimator

~

for 62 is biased. Also, Var(c?) = 2%62>chr( ;).

From this point the proof continues accordingly. [

Based on claim 7 , we can tell that L (XTX)~ ((;, —[1, XA}}{,‘A] -¢p) ~ t7_y—1—;. Note that

the actual covariance matrix of é (XiTX,-) 1¢,~ is a’iag(;:;‘—j:é).

1) X7 X

1

As previously, if §; = %( — L, XMPIA] ¢p), then EE = 0 and Var(§;) = diag (2=

Third case: i is greater than p

In the last case, we investigate what happens when i is actually greater than p. In this case
1
X, =X;- ( (;7 >,so
Ip P Y R
‘Pl_ MPz(XP—X 0 Pp+e) =X, = 0 ¢ +Xypi€ = 0 +Xypi€

so @; is an unbiased estimator of the variable ¢, if we extend ¢with p — i zeros.

Proposition 8. ¢; centered at its expectation and normed by its standard deviation is jointly

t-distributed.

Proof. From 6 we have a orthogonal matrix Z, such that zT (I — P)Z = A, where A is a
diagonal matrix filled with ones and zeros. The trace of a projection matrix is the dimension
of the target space, sotr(I —P;) =T —n—1—i. Thus Ahas T —n— 1 —i ones in the diagonal.

N —P)X;=0 1
Now let K = 27& = 27 (1 — P)y " "2 271 — p)(x; < ; ) p+e)=wT(I—Pe.
Since (I —P)e ~ A (0,(I—P;)6?17_,_1), we have K ~ .4 (0, 62A), and therefore K7_,,_; =
2
Kr_n_iv1 = Kr = 0. It follows that HI;# ~ x%_n_l_i. Further, as W is orthogonal HI(H2 =
||2||2, thus

c? — X0 (y— Xi9
O o= q’)(jz(y %W (34.3)

~

Of course it implies that IEG = qu < ]EG so the maximum-likelihood estimator
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for 62 is biased. Also, Var(c?) =2

~

T—n—
(T—n

—i 6% < Var(c?).

~

p

From this point the proof continues accordingly.

According to aforementioned proposition, /(X7 X;)~!(
o

E& =0 and Var(&;) =

diag (F=2=3=1) xTX;.

T—n—1-i

3.4.1 Conclusion

~

¢; —

—

To sum up the findings related to finite sampling, see Table 3.1.

Table 3.1: Maximum-likelihood estimators in terms of order i

] i<p I=p i>p
o?
Asy. unbiased Asy. unbiased | Asy. unbiased
E
- > >
Asy. goes to 0 Asy. goes to 0 | Asy. goes to 0
Var
- > >
9;
E | Finitely/Asy. biased Unbiased Unbiased
Var < < _

Example. Table 3.2 outputs a single realization of the maximum likelihood estimators for a

trajectory of a chosen AR(4) process.

21
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Table 3.2: maximum likelihood estimators for an AR(4) model in terms of order i
This table shows a single realization of the maximum likelihood estimators for all the parameters of an autore-
gressive process, in terms of its order. In the experiment, I assumed that Y follows a 4-order autoregressive
trend, with parameters & = 5,¢; = 0.8, ¢» = 0.25,¢3 = —0.4, ¢4 = 0.1, 6% = 1.8. The rows stands for the mod-
elled order, and the columns contain the estimated parameters. I simulated a 10000 length AR(4) trajectory,
with an initial value of yp = 2.

~

S R R R N VR R R

1 4.389 0.781 - - - - - - 2.0490
2 4.244 0.755 0.033 - - - - - 2.0469
3 5.631 0.766 0.280 -0.327 - - - - 1.8289
4 5.083 0.798 0.252 -0.401 0.097 - - - 1.8117
5 5.090 0.798 0.252 -0.401 0.099 -0.001 - - 1.8119
6 5.105 0.798 0.252 -0.402 0.099 0.001 -0.003 - 1.8122
7 5.100 0.798 0.252 -0.402 0.100 0.001 -0.004 0.001 1.8124

3.5 Asymptotic results

3.5.1 The cofactor matrix

If we assume, that y is already in its stationary state, and the process runs since infinite amount

of time, then we can make the following conclusions. Let m = OI‘J denote the stationer

1-Y ¢
i=1
expectation of y. Let 7;, define the covariance structure of y in terms of the lag m = 0,... o

(Y is the stationary variance D?). Of course, (Yn)m>p = 0.

L yr o yri
1 2 ... i

As described above, for the fixed order i € £, X; = IT-2 IT—i-1 with T —
I yr—3 ... yr—io

n—1rows and i + 1 columns. Let f : R”*" — R™*" such that f(X);; = % Now treat T’

as if it was a feature of the matrix X;. Accordingly, denote the matrix by Xr ;. For every fixed
T € N, the followings hold for the matrix N = f(Xr,;)? f(Xr,):

1
* Nii =79

22



CEU eTD Collection

1 I 5 .
Tn—1 Viek if k=1
e Wheneverk > 1,1>1, Ny =N = t=n+1

T
1 .
T=n=1 L Yi-kYi-i Otherwise

t=n+

o Ifk=lorl=1,Ny=Ny=7r1= ¥ y

T T
By stationarity, E lim ~—— 2 =ImE—— 2 .= lim (D*>yr +E%y7) = lim D?
y stationarity, K lim T*”*%—§+1yf"‘ Jim T*"*lt—%ly"" Jm (D%yr +E%yr) Lim Dyr +
Tlim E2yr = 9 +m? = D*> + (—%—)2. The lim and the expectation is interchangeable in the
e =Y ¢i
i=1

1

T
first round, as e.g —— Y. y> , < max (y?), and by stationarity max (y?) has finite ex-
g T7n71[:n+1 k> te(O,T)( ) y yte(O,T)( i)

pectation, so the dominated convergence theorem is applicable. Also, by the strong low of

T
large numbers, ﬁ Yy ytz_ « converges to its expectation strongly.

t=n+1
1 4 2 .
By the very same reason, 7—— Y Y,y converges almost surely to ¥, +m~, while
t=n+1
7——7 L Yi—k converges to m = —%— with probability one.
t=n+1

=Y ¢
i=1

As a result, we can state that

1 m m m
1 m p+m p+m p+m
limN=1li XN f(Xr )= lim —m XL X = 2 2 2
Ti?;lo Tzzzof( T,z) f( T,z) TgrioT—n—l T,i m ’}’1—|—m2 ’}’0—|—m2 ’}q—l—mz
m Y+m- Yi+tmt Yp+m

(3.5.1)
The matrix has i+ 1 columns and rows. Hence the cofactor matrix (XTT X )~! indeed does
reflect the covariance structure of y. Observe, that the entries do not depend on the particular

choice of i!

3.5.2 Parameter estimations

We have seen in proposition 7, 6 and 8, that the theoretical distribution of ¢; is t, regardless of
what i € & is. Trivially, they obtain different degrees of freedom, but these are monotonically

increasing in 7.
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Lemma. A r-distributed random variable converges weakly to a standard normal, as the

degree goes to infinity.

Proof. Let (X,)en have standard t-distribution , so it can be formulated as X;, = \/Lx?’ where

Z ~ A/ (0,1), and x? is a Chi-square distributed random variable with n degrees of freedom

n
(independent of Z). By definition y2? = YN?, where N; ~ i.i.d .#'(0,1). When n tends to
]

infinity y2 converges in probability to its expectation 1 (weak law of large numbers). As a

consequence, by Slutsky’s theorem, X,, converges weakly to Z. [

Based on Lemma 3.5.2:

1 ~ ~
Vie 2, lim —(¢; —E¢;) ~ A (0,X]' X)),

or according the 3.5.1 result, and introducing RSS, the residual sum of squares (RSS = (y —

Xiai)T(y —X,-$,~) =o?- (T —n—1)), this yields

1 m m
1 ~ ~ 2 2
Vie P, lim ——— (¢:) ~ N (Edp, | n +m2 i +m2 )
T—o+/RSS m y+m° pt+m

3.6 L, norm loss - asymptotic partial flatness

Assume we have a complete history of a single trajectory y of Y ~ AR(p) until T € N, and
we would like to predict the next value of y for T+ 1. Assume Y is determined by 6 = 6,,.
yr1 is given by x1. +1,,9p + € where € ~ . 47(0, 62). On the other hand, the forecast based

on our model is . = x]._ | ;0; .

In order to determine which hyper-parameter i to choose as best, we must investigate how the
respective predictions behave at future unknown values. An equivalent formulation is that
knowing how the loss functions corresponding to the different orders are distributed across

the orders gives us all information we need to distinguish among the hyper-parameters.

According to the model’s assumption, the loss function associated to i is given by by L; =
(yr41 — 9i)?. The difference y — § is asymptotically normally distributed (as a linear combi-
nation of normal variables). Thus y —y ~ E(y — ) + 4;(0,Var(y —9)) = E(y — §) +std(y —
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$).4:(0,1). It means that the loss associated with the modeling order i is L; ~ E*(y — ;) +
Var(y —¥i)x? +2E(y —¥;) - std(y — ¥:)-4i(0, 1). The different x? and the normal variables are
dependent, hence the notation. The expectation of such a loss is EL; ~ E?(y — ;) 4+ Var(y — )

approximately.

For all i > p,i € &, E*(y—¥;) = 0, as the estimators are unbiased. For the other hyper-
parameters in the initial set of &2, the square of the expectation of the prediction residual is
greater than zero. Asymptotically, the variance of the predicted underlying shrinks to zero

(as the variance of the estimators also), thus

a*, ifi<p

0 otherwise

Vie Z, EL; =

Corollary. The theoretical P* set for an autoregressive process is asymptotically the hyper-
parameter set A =1 > p,i € . In the long run, the Model Confidence Set is A at any

significance level.

Also, for the P* set we can tell that Vi € P*,L; ~ o2 xiz, as the variance of the new observation
is 62 and the variance of the prediction shrinks to zero asymptotically. Note that for this set X,2

is highly dependent across the different orders (correlation is nearly one). The loss associated
12| n
with the MCS superior set is Lyscs ~ |0—}| Y Li~ 62%21:)@2. Hence ELycs = EL; = o2 for all

i=1
[ € P*.

3.7 A simulation result

Figure 3.7.1 displays a realization of loss values in a 10 ahead prediction setup. I simulated

3000 levels of a trajectory of an AR process with (o, ¢y, 2, 93, ¢4, 62) = (5,0.8,0.25,-0.4,0.1,1.2).

10 observations have been taken out as the validation set, and on the remaining 2990 obser-
vations, I applied the maximum likelihood estimators for the parameters, and predicted the
remaining 10 level via them. The L,-norm loss of the predictions are displayed in the figure.
In this particular trajectory the model generated by the hyper-parameter (order) 3 yielded the

minimal mean loss. As we can see, the losses are indeed highly correlated.

Figure 3.7.2 shows how the MCS and grid search losses are distributed in a simple experiment
with 10.000 observations. In each round I simulated 1000 levels of a trajectory of an AR
process with (o, ¢1, 02, 93, ¢4, 02) = (5,0.8,0.25,—0.4,0.1,1.2). The last observation has
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Figure 3.7.1: A realization of loss values associated with the different orders in a 10-ahead
prediction setup

b-

modeled order

loss

00 = o N o L R =

5.0 75 10.0
n ahead

[
n

The interactive version of the plot can be found by clicking here.

been taken out as the test set. 10 observations have been taken out as the validation set,
and on the remaining 989 observations, I applied the maximum likelihood estimators for the
parameters, and predicted the remaining 10 level via them. Grid search chooses the parameter
that yielded the minimal mean loss, while MCS contains the losses associated with the orders
4 to 8. I predicted the last observation via the grid search and the MCS model.

The mean MCS loss in this particular experiment is 3.0513. The respective mean grid search
loss is 3.0883. The t-statistics that tests whether the means of the losses equal has a p-value
less than 0.0001. Thus we can reject the hypothesis with almost 100% confidence that the
MCS loss equals to the grid search loss.

Out of the 10 000 observations, 5258 times the MCS algorithm yielded the less loss. If the
grid search and the MCS approach would uniformly generate the less loss, than the number
of such a difference count would follow a binomial distribution with parameters n = 10000
and p = 0.5. Accordingly, the corresponding 5258 number would have been sampled with
probability less than 0.000001. Thus we can reject the statement at almost 100% confidence
that MCS and grid search are equally explanatory with respect to the future predictions.

Figure 3.7.3 confirms these findings. It is seen, that in this particular simulation grid search
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produced higher losses more times than MCS.

Figure 3.7.2: Joint density function of the MCS and grid search loss based on a simulation

MCS loss
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Figure 3.7.3: Relative count for given loss levels for MCS and grid search losses based on a
simulation
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Figure 3.7.4 is the main conclusion of the theoretical experiment. I applied the same exper-
iment as before but instead of once, 250 times. The figure shows how the mean MCS and
the mean grid search losses are distributed. One point in the below plot represents an 1000

length loop error vector.

The MCS loss was 1.22 in average, which is almost Eo? )C;z, as discussed above. The differ-
ence from 1.2 is statistically not significant, as the t-statistic that tests whether the loss is 1.2

has a p-value 0.25.

It turned out that the two mean losses are significantly differ from each other at a 1% signif-
icance level. The p-value associated to the t-statistics that tests whether the loss difference
equals to zero is 0.008. Based on the previous findings, this concludes that MCS algorithm

yields significantly less loss than grid search.

Figure 3.7.4: Mean MCS and grid search losses based on a simulation

MCS loss

1.1 1.2 1.3 1.4
grid search loss

An interactive version of this plot is seen by clicking here.
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Chapter 4

Empirical investigation - in light of

predicting infectious diseases

At the time of writing this paper (early spring of 2020), there is a considerable outbreak of
the novel corona virus disease (Covid-19). Hence the incentive is given to test whether MCS

can beat the grid search method in forecasting the epidemic curve.

4.1 The MN-SEIR model extended to capture contact trac-

ing and isolation

4.1.1 Introducing the SEIR model family

The most commonly used framework for epidemiological systems is the susceptible-infectious-
recovered (SIR) class of models, in which the host population is categorized according to
infection status as either susceptible, infectious or recovered, respectively (Kermack & McK-
endrick (1927)). Subsequent refinements of the model have incorporated an additional ex-

posed (infected but not yet infectious) class so that the model became SEIR.

One of the fundamental mathematical assumptions in such models is that the rate of leaving
the exposed and the infectious class is constant, irrespective of the period already spent in that
class. While this makes the mathematics very easy to handle, this assumption gives rise to
exponentially distributed latent and infectious periods, which is epidemiologically unrealistic
for most infections (Sartwell e al. (1950), Bailey (1975), Wearing et al. (2005a)). A more
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realistic approach is to assume that the probability of leaving a class is a function of time
spent inside, which is small at first and increasing after the mean infectious/latent period is
reached. For example in the case of the infectious class one could model such a phenomena

with the following integral equation:

t

I(t) :I(O)PI(I)—l— /WP]([-T)dT
=0

where I(¢) is the number of infectious people at time ¢, P;(t) is the probability of remain-
ing infectious after 7 periods, f is the infection transmission rate parameter of the model to

estimate, S(r) is the number of susceptible people at time ¢, and N is the number of the
population. As a result, the expected time being infectious denoted with 71, is ZPI(‘L')dT
(Hethcote & Tudor (1980)). Note that the time being infectious is non-negative, hence
Etinfect. = Zl — Fiyr0 (T)dT, so the probability density function of this time is given by

pi(t) = —‘“Zi’)-

In terms of the exposed class E(¢), the expected time spent in it is often denoted by é. A
similar differential equation holds there, of course applying a different multiplier Bz, and a

different probability density function pg(t).

From modeling purposes, the question is how to choose p;(¢) and pg(t) to match the empiri-

cal evidences.

4.1.2 Configure the MN-SEIR modeling setup

In the following paragraph I demonstrate the setup for the infectious class, however the exact

same holds for the exposed one as well, but with different parameters of course.

Lloyd (2001) propose that a realistic or empirically provable distribution can be obtained by
choosing p(t) to be a gamma probability density function, with parameters y and n (¢ and m
for the exposed class). The expectation of such a variable is %,(%), which fulfills our require-
ments described in the previous subsection. However, using the fact that the gamma distri-
bution is a sum of exponentially distributed variables we introduce n (m) different infectious
(exposed) class (1(1), ) ((E(l), ... ,E(’"))), with ny (mo) being the rate of sequential

progression through the sub classes. Equivalently, the time spent in each infectious class is
1

exponentially distributed with 7

%, (m—lc) expectation, so that the whole infectious period is
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(%) in expectation, and it follows the proposed gamma distribution. The effects of n on the
distribution of the infectious period is seen at figure 4.1.1. Table 4.1 summarizes the estimates

of the hyper-parameters m,n for some famous diseases.

Table 4.1: Latent and infectious period duration together with the respective gamma param-

eters
Estimates of expected time spent in the exposed and the infectious class, respectively, together with the as-

sociated gamma-distribution parameter for four diseases. The latent period and infectious period columns are
measure in days.

Disease Latent period % m Infectious period %, n
Measles 8 ~20 5 ~20
Foot-and-Mouth 3.5 13 4.3 17

SARS 5.36 2 5-6 3

Smallpox 14 40 8.6 4

Source: Wearing et al. (2005a), 3rd page
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Figure 4.1.1: Gamma-distributed infectious periods and their effects on the epidemic curve
In figure A the change in probability of remaining infectious is seen as a function of time when the number of
subdivisions within the infected class increases from n = 1 to n = 100. Note that the mean duration of being
infectious is the same for all n: 1 week. If n = 1 the distribution of this time is exponential, and as n grows, the
time shrinks to constant one week.

In figure B, we can see the consequences of changes in n for the SIR-type epidemic. For the same basic
reproductive ratio Ry = 5, and the same average infectious period y = 1, larger values of n lead to a steeper
increase in prevalence and an epidemic of shorter duration.

0 1 2 3 4 5
Time (weeks)

Level of infection, |

Time (weeks)

Source: Wearing et al. (2005a), 3rd page.
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4.1.2.1 Contact tracing and quarantine

To incorporate contact tracing and isolation into the model, Wearing et al. (2005b) proposed
another extension of the model, while still dealing with gamma-distributed latent and infec-
tious periods. In this model, isolation of newly infectious cases occurs at a daily rate dj after
a delay of 7p days, which represents a period when infected individuals are infectious but

asymptomatic or undetectable (I4).

A fraction of g of those who had contact with an infectious and symptomatic person (Is) (but
did not contract the infection) are removed to the quarantined susceptible class. An identical

fraction of newly exposed individuals are also quarantined.

4.1.2.2 'Why this model?

One can surely ask why I have chosen such a model to forecast the Covid-19 related issues.

The answer is two folded.

First, it is based on logical assumptions about how an epidemic evolves. This means that con-
figuring the right parameters enables us to better understand the underlying disease. This is
undoubtedly an advantage compared to the machine learning algorithms which are generally

considered as “’black-box” learning algorithms.

Secondly, we lack the data. For an arbitrary machine learning algorithm to learn we need a
great amount of data, however we only have at most 2, 2.5 months daily observations in the

Covid-19 disease. This makes all the mentioned learning algorithms fail in practice.

4.1.3 Main modeling equations

The following equations were introduced by Wearing et al. (2005a), however I made a slight

change in the formulation.

To catch that people does not contact as often as before, as the epidemic increases, I assumed
that the contact number decreases to a minimum of ky. The minimal contact size is meaning-
ful, because for example people has to do some shopping even in the middle of an epidemic.
The rate how k(z) shrinks is A.

dk _ _ k(t)—ko

dt — A

ds _ _ (k)bI(t)+qk(t)(1-b)Is(t))S(t) + qk(1)(1-b)S(t—70)Is(1—7p)
dr — N N
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dSg __ qk()(1-b)S(1)Is(t) _ qk(t)(1-b)S(t—70)Is(t—Tp)

dr N N

% _ k(f)b(l(f);]qls(f))s(f) — moE(t)

dE; __ -

G =moE;_|(t)—moE{t), i=2,..m
dly

— =mOE,(t) —nyly 1 (t) — Pra(t)

Doi — pyly i 1 (6) = nyla () = Pri(t), i=2,...,n

L =PLi() = (ny+dp)s (1)

= PLi(t) +nyls; 1 (t) — (ny+d)si(t), i=2,.n

d _ HOBSWISO) | gy

dIS,

o = ny(I () +1Is, (1))

where

—nYyTp (n’yTD)i_l

(i—1)!

is the expected number of infectious individuals at time ¢ that are still in infectious class i

P[J'(t) = mGEm(t — ‘L'D)e

after a fixed delay of 7p days.

Of course, I4(t) = ¥ I (1), Is(t) = ¥.1s,() and I(t) = Iu() + Is(r). Observe that here R
represents those thalt: rlecovered or died: llaefore they could be isolated/quarantined. Hence the
total number of "recovered”! will be Q+ R as the epidemic dies out, since Q keeps track of all
those infected who are isolated, and effectively removed from the infectious population. N is
the total population size. Figure 4.1.2 describes the different states and the possible direction

of the flow among them.

To conclude, observe that the parameters and the of the above described system of differ-
ential equations are Ko, 4,b,q,0,7,Tp, To,d;,N. From this list, N and 7y can be handled as
constants: N is the population size and 7y is the susceptible quarantine period which is fixed

by the government. The hyper-parameters of the system are m and n.

'T consider dead as recovered, as the only meening of it mathematically is they left the population without
remaining susceptible or infectious.
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Figure 4.1.2: The MN-SEIR model extended to match contact tracing and isolation

Susceptible Exposed,1 Exposed,2 |--{ Exposedm
T —TTectons ]
asymp.
Susceptible 1
" - |
quarantine Infectious naiggm)us
v sympt.,1 2
Infectious Infectious | '
quarantine sympt.,2 nfectious
T asymp.
. n
[ Tifections ]
symp.
n

L Recovered

Own figure, implemented according to Wearing et al. (2005b)

4.1.4 Limitations of the model

The presented MN-SEIR model extended to capture contact tracing and isolation is a great
mathematical model, but has some limitations. Always keep these limitations in mind when

analyzing the results.

First and foremost, mathematically speaking the model is the solution of the above defined
system of differential equation, hence a vector of functions. These functions are determinis-
tic, thus knowing all the parameters of them is equivalent to knowing the whole past, present
and future states of the different classes. As the model does not allow randomness, we view

it as the description of the expected system dynamics.

Secondly, the SIR family of models assume homogeneous mixing across the different pop-
ulation groups. It says that an individual is for example as likely to meet an elderly as a
young man, irrespective of their attributes. This is obviously not true in real life. Again, all
we can say that it captures the system dynamics in expectation. Actually, there are models
that differentiate within the population groups, e.g. the K-SEIR model presented by Lipton
& de Prado (2020), but they are extremely hard and computationally exhaustive to estimate.

Lastly, I assumed that the number of contacts in time is an exponentially decreasing function,
which is true for the first part of an epidemic, but loses its truth afterwards. Hence the model
is not really applicable to forecast very far in the future. Instead, it is more than great to make

statements about the upcoming several days.
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4.2 Data

I made the empirical investigation on the data that describes how New York state, U.S.A
has been affected by the Covid-19 corona virus. The data is provided by the John Hopkings
Whiting School of Engineering, Center of Systems Science and Engineering. They reserve
a public GitHub repository (click here to see), where an update of the numbers happen on a

daily basis.

I downloaded the global time series data from the repository on the 9th of May, 2020 and
filtered out all the entries that were based on non New York state numbers. The filtered data
set is seen at the online appendix of this paper (click here), under the name curve.csv. The
data covers all the officially confirmed (infectious, recovered plus dead) individuals on each
day. Based on the data, the first observation of a Covid-19 infectious individual happened
on the third of March, 2020. On the 9th of May, 2020 the confirmed cases summed up to
330.407. See Figure 4.2.1 that displays the data.

Figure 4.2.1: Covid-19 total confirmed cases in New York state, U.S.A as of the 9th of May,
2020
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An interactive version of the plot can be found here.
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4.3 The research

I implemented the above mentioned dynamic system in R, using the deSolve package®. The
package provides the dede function, which is useful for solving delayed differential equa-

tions, like these. The code is found the online appendix linked to this paper.

As noted in the introduction, the hyper-parameter optimization involves an inner search where
all the parameters of the problem gets configured for a particular grid point m, n. For this
optimization problem I applied the optimParallel function of the optimParallel package? to

utilize the computational power of the chosen computer.

The data set contains 68 days of observations. The training set X" is the first 44 observa-
tions. On this set, I perform the inner optimization to optimize the parameters within each
group m,n. The next 15 observations are in the validation set of the model, where predictions

of each models and actual values are evaluated with respect to the L, norm loss function.

The predictions on the validation set make it possible to apply the grid search and the Model
Confidence Set. Grid search chooses the model, that minimizes the sum of the validation
errors, while MCS returns a set of models that contains the best at a significance level . I

have chosen & to be 10%.

I compare the effectiveness of the two hyper-parameter optimization procedure by predicting
levels for the remaining 9 observations: grid search uses the superior model to predict, while

MCS uses all the ones in the superior set and then takes an average.

4.4 Results

4.4.1 'Test errors - the competitor models

The best performed model (on the validation set) was the one with hyper-parameters m =
3,n = 4*. Its mean squared error on the validation set is 8.000.831 which is an approximate
2.829 absolute difference in forecasting the total cases. The average case number on the

validation set was ~260.119, thus the error is approximately 1%.

Zhttps://cran.r-project.org/web/packages/deSolve/index.html

3https://cran.r-project.org/web/packages/optimParallel/index.html

“In the appendix, you can see some explanatory figures related to the best performed model to understand
some aspects of the Covid-19 disease.
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The Model Confidence set contains 8 models at a 10% significance level. These 8 are
m 2 3 3 3 3 5 5 5
= ) ) ) ) ’ ) ’ . The set
n 1 2 3 4 5 2 3 5
produces a mean squared error of 12.173.559, which is an approximate 3489 absolute dif-
ference in forecasting the total cases. The result is not surprising, as the minimum (which is

chosen by grid search) is less than all the other errors. The MCS validation error is approxi-
mately 1.34%.

4.4.2 Validation errors - the final results

In the followings I present the forecast errors produced by the grid search and the MCS
forecast. I have chosen two ways to look at the results, and in both ways I compared the two
error vectors with a t-statistics. That is, the null-hypothesis was that difference of the error
terms are zero, and the alternative hypothesis was its complement. The validation dataset

contains 9 observations, thus the t-distribution has 8 degrees of freedom.

The MCS results are a slight worse than the grid search results with respect to the actual val-
ues of the time series. Grid search has produced a mean squared error of 156.152.219, while
for MCS this number is 398.902.923. The difference is significant at any normal significance
level. These levels are an approximate absolute differences of 3.9% and 6.3%, respectively.

Figure 4.4.1 displays the forecasts.

Figure 4.4.1: Forecast Covid-19 cases New York state, U.S.A - MCS vs grid search
Total confirmed cases and their forecasts via grid search and MCS based on the MN-SEIR model. The two
vertical lines separate the train, test and validation data sets. Grid search performed significantly better at any
normal significance level.
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An interactive plot of the same figure can be accessed by clicking here.
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However, by the nature of the problem, if a big shock happens, then that method wins, that
was closer to the shock when it happened. This is equivalent to saying that the methods
proposed are extremely sensitive to outliers. In our case, a shock happened in the validation
set, which made the grid search won in forecasting the actual case number. All in all, we

cannot rely on the cumulative confirmed cases when deciding which model is the better.

On the other hand, it is more interesting to investigate which method forecasts the new cases
greater (i.e. the derivative of the function). This approach decreases the effect of an underlier.
If we choose this approach, then MCS and grid search performs statistically indistinguishable
at any normal significance level, as the p-value of the difference is 34.1%. The first produced
an approximate 19.6% error, while the latter produced 18.3%. This approach is displayed at
Figure 4.4.2.

Figure 4.4.2: Forecasting new confirmed Covid-19 cases, New York state, U.S.A
New confirmed cases and their forecasts via grid search and MCS based on the MN-SEIR model. The two ver-
tical lines separate the train, test and validation data sets. The two approaches are statistically indistinguishable
(p-value is 34.1%) with respect to the test errors.
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See the interactive version of the figure by clicking here.
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Chapter 5
Conclusion

This paper proposes using the novel Model Confidence Set approach to solve hyper-parameter
optimization problems. The algorithm reacts to the hidden issues in the most frequently ap-
plied grid search method in the topic. That is, the latter approach does not take statistical
confidence and finite sampling into consideration when choosing the minimum loss yielding

hyper-parameter.

On the contrary, the MCS algorithm returns a set that contains the ground true hyper-parameter(s)

at a given confidence level. Given a well-behaving -test and a coherent elimination rule,
the set where the algorithm terminates scales with the confidence level and the sample size,
while remains powerful. Within this superior set, the hyper-parameters are statistically indis-
tinguishable at the given confidence level with respect to the out-of-sample user defined loss
their models produce. Thus MCS is an extension of the grid search method taking the actual

variance of the respective losses into consideration.

After mathematically describing how the proposed algorithm works, I have shed light on the
application of the MCS along an encouraging example. If the underlying process we aim
to forecast is an autoregression, then asymptotically the out-of-sample loss curve is partially
flat, meaning that the best hyper-parameter set contains all the orders greater than or equal to
the original order. In that case, MCS significantly outperforms its ancestor, as the minimum

yielding hyper-parameter set is observed to be singleton only because of randomness.

The second part is an empirical investigation about the performance of MCS applied to pre-
dicting future levels of an infectious disease. At the time of writing this thesis, there is a
significant outbreak of the novel Covid-19 epidemic, hence the incentive is given to investi-

gate that. I have extended the famous SEIR-model to capture gamma distributed latent and
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infectious periods as well as contact tracing and isolation. The model is then a solution of
a complex dynamic system with 10 parameters and 2 hyper-parameters. I applied the opti-
mization on official data describing how the disease evolved in New York state, U.S.A up to
May 9, 2020. It turned out that the model has a great explanatory power. However, there are

some limitations of the model, which are needed to be considered when analyzing the results.

In the validation dataset, we cannot reject the hypothesis that the L,-norm loss produced by
MCS and grid search are statistically different at any significance level. This can be explained
by the lack of data: I only have approximately 2 months’ daily observations as of writing this

paper to analyze, which makes it hard to produce significant results.

Asymptotically, MCS shrinks to the superior hyper-parameter set with probability one. If
that set is a singleton, then asymptotically MCS contains the exact same hyper-parameter
as the one chosen by grid search. Hence the differences come out when a finite sample is
considered. If that happens, MCS takes randomness into consideration, which makes it more
robust than the traditional grid search. If the referred set is not a singleton, then MCS always

outperforms the latter, as derived in the respective section of this paper.
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Chapter 6
Appendix

All the below figures represent the best fitting MN-SEIR model extended to catch contact
tracing and isolation. They describe how each state evolved in the Covid-19 epidemic in

New York state, U.S.A as of May 9, 2020 according to the presented dynamic system.

The best fitting one has three exposed and four infectious classes, and the parameters it has
are the followings: Ky =~ 9.917, A ~ 10.022, b =~ 0.0682, g ~ 0.3618, o =~ 0.885, y ~
0.058, 7p ~ 0.6336, d; ~ 0.8997.

All of the plots listed below are available at https://rpubs.com/kujbika.
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Prediction of new confirmed cases. An interactive version of this plot is seen by clicking here.
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An estimation of the evolution of the susceptible class. An interactive version of this plot is seen by clicking
here.
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An estimation of the evolution of the susceptible quarantine class. An interactive version of this plot is seen by
clicking here.
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An estimation of the evolution of the infectious quarantine class. An interactive version of this plot is seen by
clicking here.

2000-

CUSA

6000 - \

o
I AN
w
> \\ colour
Z N Asymptotic infecti
o 4000 - ASYMPLoTC infectous
E — Symptotic infectious
(]
w
-}
2
B 2000 -
[k}
£
0- J
2020-03-01 2020-03-15 2020-04-01 2020-04-15 2020-05-01

Date

As estimation of the evolution of the infectious classes. An interactive version of this plot is seen by clicking
here.
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As estimation of the evolution of the exposed class. An interactive version of this plot is seen by clicking here.
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