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ABSTRACT 
 

 Global challenges brought with artificial intelligence require joint, global solutions in 

order to be successfully tackled. This is important for setting up an ethical and human rights-

focused precedent in the future of global governance on emerging technologies and for proper 

safeguarding of human rights on the international level. However, in order to achieve this, a 

global framework for artificial intelligence should be harmonized in the form of a consensus 

on the global approach to AI, despite differences in understanding data protection as a human 

right and level of prioritization cybersecurity of the big data as a necessary security measure to 

protect personal information which feeds AI. 

This thesis provides a comparative overview of similar legal and policy patterns with 

detected similarities of regulatory patterns of the EU, the US, and China relevant for data 

privacy and security in the age of AI, which could serve for further research on setting up a 

global, ethical AI governance that transcends over cultural, legal and political differences in 

understanding human rights in order to safeguard rights of the newer generation. 

Cultural, legal, and policy settings of three leading AI global players are examined by 

identification, mapping, and comparison of (1) the key legal instruments on data protection 

relevant to safeguarding personal information in artificial intelligence; (2) provisions of 

national development plans and ethical guidelines (if any) on safeguarding data protection and 

preserving the security of big data; (3) initiatives and international efforts on achieving a global 

approach on AI that could benefit human rights and therefore prioritize safeguarding data 

protection on the global level. The research finds that the EU, the US, and China surprisingly 

share certain similarities within their legal and policy regulatory frameworks despite cultural 

and political differences, starting from facing similar challenges in the AI regulation in the 

context of data privacy and security, soft law versus hard law challenges, to normative 

aspirations and global AI leadership. 

 

Keywords: Artificial Intelligence ▪ Human-centric AI ▪ Data Protection ▪ 

Cybersecurity ▪ Global Governance ▪ Transnational Lawmaking ▪ Regulatory Framework ▪ 

European Union  ▪  United States of America ▪ China 
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INTRODUCTION 
 

“AI technologies have the capacity to do a lot of good in the world, but whether they do so is 

highly dependent upon both how we use and build those AI technologies in the first place.”1 

 

Data privacy and security will be the most crucial issue in this decade.2 The global race 

for developing artificial intelligence (AI) is ongoing.  Furthermore, according to Moore’s Law, 

simply put together, it is predicted for decades that the size of the data (chip density) doubles 

every two years. Roughly said, this would mean that this exponential growth of data doubles 

almost every two years, creating quintillions of bytes of data every day.3 This statistic requires 

attention from policymakers as the enormous amount of data produced every day is not making 

the task of keeping it secure and private any easier. 

Global challenges require global and joint solutions - in order to successfully safeguard 

data protection and cybersecurity of big data in the age of AI and emerging technologies, a 

global joint effort should be made to provide standardized legally binding frameworks, 

technological regulations, and digital policies not just to prevent possible human rights 

violations such as the right to privacy in the context of data protection and cybersecurity of big 

data, but to encourage initiatives, frameworks, programs, and projects both in policy-making 

and business sphere to achieve SDGs and human-centric AI. However, certain challenges arise 

when the debate takes over if such policies and frameworks should be law-binding and if strict 

regulations could affect innovation progress, yet a decision has to be made if the right to privacy 

as a human right will be sacrificed in the AI arms race. In addition to this, another issue for 

 
1 Cohen, ‘The Ethical Use of Personal Data to Build Artificial Intelligence Technologies: A Case Study on 

Remote Biometric Identity Verification’. 
2 Meehan, ‘Data Privacy Will Be The Most Important Issue In The Next Decade’. 
3 Moore, ‘Cramming More Components onto Integrated Circuits’.  
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achieving global governance on AI rises with the difference in cultural values, innovation, and 

industry versus human rights prioritization, evident in the leading AI trendsetters: the EU, the 

US, and China. 

This paper primarily examines data protection and cybersecurity regulatory 

frameworks of the EU, the US, and China and identifies similar patterns that could be a relevant 

basis for the creation of ethical AI global governance by mapping and comparing the critical 

national and international legal and policy instruments with possible implications in the context 

of safeguarding personal information in artificial intelligence. Therefore, the purpose of this 

thesis research is to understand the legal and policy framework positioning of data protection 

and the cybersecurity of the data in the supply chain of AI, and precisely the big data consisted 

of personal data in jurisdictions of the EU, the US and China to understand how it could impact 

the likeliness of setting up the joint global AI agenda and governance. This research hopes to 

contribute to the existing knowledge in the law discipline by addressing the specific issue of 

data protection and cybersecurity of AI by putting it in the causational relation to the global AI 

agenda. 
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METHODOLOGY 
 

This thesis will aim to provide an overview of the situation by basing the research on 

the following central question:  

• Which are similarities in the data protection and big data cybersecurity regulatory patterns 

of the EU, the US, and China relevant for artificial intelligence that could ethical, global 

AI agenda in the context of privacy be built on? 

The research question focuses on the identification of similar patterns in the AI 

regulatory framework of the current key AI trendsetters and if AI can be seen as a tool of 

cohesion due to joint multilateral efforts on creating a global ethical AI regulatory 

framework/agenda which could serve as a precedent for global governance on emerging 

technologies, despite differences in specific human rights standards such as data protection and 

cybersecurity of big data. 

In order to get necessary insights for the main questions, the thesis research includes 

several sub-questions, which will be individually covered in the thesis chapters:  

• How is the interconnection of the data protection, cybersecurity of the big data, and current 

global initiatives on AI relevant for the global AI agenda and ethical governance;  

• What are the key domestic and international legal and policy instruments in the EU, the 

US, and China when it comes to data protection that will be challenged with the 

implications brought by the AI, and how do they differ in the context of the right to privacy 

and cybersecurity of big data;  

• Can international initiatives on artificial intelligence be considered as the first step towards 

global artificial intelligence agenda and governance? 
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Put in simple words, this thesis focuses on three topics (1) data protection; (2) 

cybersecurity; (3) AI governance and its relations to selected jurisdictions of the EU, the US, 

and China. Furthermore, for the purpose of this paper, I have selected to focus on principles 

such as data protection, including its sub-principles being (1) consent; (2) control over the use 

of data; (3) ability to restrict processing; (4) right to erasure; (5) privacy by design; (6) existing 

data protection legal, regulatory framework while under the principle of cybersecurity I allude 

sub-principles such as (1) safety; (2) security; (3) security by design; (4) privacy-preserving 

methods such as encryption, anonymization, pseudonymization, and minimization.4 

With the aim of tackling the main question and sub-questions, the paper further examines 

the key legal and policy instruments on data protection and right to privacy in the jurisdiction 

of the EU, the US and China will be primarily consulted as well as international treaties the 

respective countries are a part of. Regulatory frameworks and proposals on data protection and 

cybersecurity of AI will be researched and mapped, together with the agenda of selected global 

AI initiatives. As secondary resources, this thesis will consult a variety of scholarly papers, 

published a comparative analysis of respective jurisdictions in the context of human rights and 

sovereignty, theoretical papers on human rights and the right to privacy, examinations, and 

findings on quantum computing and emerging technologies that could directly impact the 

future of data protection, and more. 

 

Starting with the theoretical analysis of the interconnection between data protection, 

cybersecurity, and global initiatives on artificial intelligence in Chapter 1., this paper uses 

primarily the comparative-legal method to compare the EU, the US, and China jurisdictions in 

Chapters 2., 3. and 4. in (1) selected vital domestic and international legal instruments of data 

 
4 Inspired by Fjeld et al., ‘Principled Artificial Intelligence: MappingConsensus in Ethical and Rights-Based Approaches to 

Principles for AI’. 
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protection relevant for artificial intelligence; (2) differences in socio-political context and 

cultural understanding of the right to privacy which is applied through data protection 

regulation; (3) national plans, policy framework or already applied development and 

modification of legal instruments to address artificial intelligence and other emerging 

technology. This legal analysis will provide an overview of the national/supranational priority 

(e.g., human rights, economy, and industry, national security), including the awareness of data 

protection prioritization. Of course, constitutions of selected jurisdictions will be briefly 

analyzed as well, since as a primary law, a constitution is a fundamental rule upon which 

cultural values and relations of the state and people are regulated: “the values reflected in the 

constitution are codified in the form of primary law and offer important guidance for making 

laws and policies and regulating the actions of the government.”5 

In Chapter 5., the interdisciplinary theoretical approach will discuss the legal, cultural, 

and political importance, opportunities and limitations for global AI governance, and the 

importance of international AI initiatives. A slightly different type of comparison will be 

applied to examine selected international artificial intelligence initiatives with theoretical 

analysis of socio-political and cultural context when it comes to the right to privacy and 

prioritizing as well as safeguarding human rights in AI to determine if normative powers of 

certain jurisdictions can prevail.  

The thesis topic covering artificial intelligence and data protection is undoubtedly 

rewarding in the quality and quantity of available resources. Most of the legal documents, 

treaties, declarations, reports, research papers, databases, policy frameworks, and national 

plans included in this thesis are just over a few years old and available in either British or 

American English language. However, certain key legal instruments, regulatory frameworks, 

 
5 Ma, Zhao, and Liao, ‘The Values Demonstrated in the Constitution of the People’s Republic of China’. 
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and policies of China are unavailable in the official English translation and require unofficial 

translation tools and resources6, as my Chinese Mandarin skills are currently not sufficient for 

fluent legal and academic understanding.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
6 Such as 'China Law Translate', Google Translate or published unofficial translations by specialized international law 

companies operating in China. 
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CHAPTER 1. INTRODUCING THE ROLE OF DATA PROTECTION AND 

CYBERSECURITY IN ARTIFICIAL INTELLIGENCE: 

INTERCONNECTION WITH CHALLENGES AND OPPORTUNITIES 

IMPORTANT FOR GLOBAL GOVERNANCE 

 

While there is no universal official definition, Alan Turing stated that once computers 

(artificial intelligence) will mimic human responses well enough to fool an interrogator and 

achieve human-level performance in cognitive tasks, intelligent behavior should be seen as 

artificial intelligence. 7  Machine learning (ML), on the other hand, is a type of artificial 

intelligence capable of self-learning from data and application of gained ‘knowledge – it relies 

on statistical interference in datasets to identify patterns that are usually unidentifiable to the 

human eye and to perform specific tasks without the need for human intervention. 8  

Furthermore, the term big data implies “large or complex volumes of data, both 

structured and unstructured that can be analyzed to bring value”9 where “the professional 

literature refers to the four Vs: the Volume of data collected, the Variety of sources, the 

Velocity with which the analysis of the data can unfold, and the Veracity of the data which 

could (arguably) be achieved through the analytical process.”10 Therefore, this paper will from 

now to on mostly explore AI in the context of ML that ‘lives’ on big data and datasets made of 

enormous amounts of personal information and its implications within the legal and policy 

regulatory frameworks of the EU, the US and China, as well as global governance. 

“Data is the new oil,”11 and what was once controlled with oil now is controlled with 

the data. Lots of data. Moreover, the role of cybersecurity is pivotal when it comes to big data 

and AI as it is defined as “the organization and collection of resources, processes, and structures 

 
7 Turing, Alan 'Computing Machinery and Intelligence’. 
8 Russel and Norvig, Artificial Intelligence: A Modern Approach. 
9 Gruschka et al., ‘Privacy Isssues and Data Protection in Big Data: A Case Study Analysis Under GDPR’. 
10 Marr, ‘Why Only One of the 5 Vs of Big Data Really Matters’. 
11 ‘The World’s Most Valuable Resource Is No Longer Oil, but Data’. The Economist. 
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used to protect cyberspace and cyberspace-enabled systems from occurrences that misalign de 

jure from de facto property rights.”12 It is an essential element of bringing users, citizens, and 

individuals' trust and confidence in the digital ecosystem.13  Alternatively, in more simple 

words – to prevent access to unauthorized parties or tools that could impact digital property: 

“information security and privacy are intertwined domains within cybersecurity.” 14 

Unfortunately, very few studies on data protection and even relevant legislation/public policies 

examined in this study addressed the actual value of cybersecurity per se in the age of big data, 

despite “increased access to sensitive information that when processed can directly jeopardize 

the privacy of individuals and violate data protection laws.”15 However, the world slowly 

realizes the importance of data protection and how misuse can lead to catastrophic events – 

from the online to the offline world. For instance, by using the data of more than 87 million 

Facebook profiles of American citizens16 and creating psychological profiles for the purposes 

of political advertising, the Republican-funded Cambridge Analytica and its scandal17 for the 

2016 USA Presidential Campaign is just a glimpse of wrongful possibilities in case of the data 

protection, especially in the big data and AI, if not appropriately safeguarded – technically and 

by the law.  

Another definition of cybersecurity is “the organisation and collection of resources, 

processes, and structures used to protect cyberspace and cyberspace-enabled systems from 

occurrences that misalign de jure from de facto property rights”18 Several studies and case 

studies examples have proven that although such measures are welcome and needed to protect 

the identity of data subjects, they might not be enough19 – re-identification is usually possible. 

 
12 Tene and Polonetsky, ‘Big Data for All’. 
13 Davenport, Harris, and Shapiro, ‘Competing on Talent Analytics’. 
14 Ferrándiz and Degli-Esposti, ‘After the GDPR’. 
15 Gruschka et al., ‘Privacy Isssues and Data Protection in Big Data: A Case Study Analysis Under GDPR’. 
16 Meredith, ‘Facebook-Cambridge Analytica’. 
17 Cadwalladr, ‘I Made Steve Bannon’s Psychological Warfare Tool’. 
18 Craigen, Diakun-Thibault, and Purse, ‘Defining Cybersecurity’. 
19 Gruschka et al., ‘Privacy Isssues and Data Protection in Big Data: A Case Study Analysis Under GDPR’. 
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New ways of privacy-preserving methods should be explored, examined and legally 

implemented in order to prevent casualties in case of a cyberattack impacting databases: “even 

if directly identifiable parameters are removed from a dataset, if might be possible to re-identify 

single individuals by combining the dataset with other information (…) this approach for de-

anonymization is called background knowledge attack.”20 The rise of emerging technology, 

such as quantum computing, threatens privacy and seeks privacy-preserving solutions, such as 

advanced encryption through blockchain that could be proposed and implemented globally 

only through global AI initiatives or global AI governance focused on safeguarding privacy as 

a human right. Interestingly, the European Union Agency for Cybersecurity (ENISA) detected 

a multi-dimensional relationship between cybersecurity and artificial intelligence and 

described its dimension of interdependency in three categories: cybersecurity for AI, AI to 

support cybersecurity, and malicious use of AI21. In the context of this paper, the cybersecurity 

aspect will be examined concerning privacy and security protections in the AI supply chain can 

be protected through, if possible, law-binding regulations as: “although a variety of privacy-

preserving mechanisms exist to protect information privacy during the data generation, data 

storage, and data processing phase, corporations may not always have incentives to adopt these 

measures.”22 Thus, this paper will rely on ENISA’s mapping of the AI Threat Landscape 

created by using threat modeling and assessment techniques and examine legislations which 

are, could or should aim better in strengthening cybersecurity element and criteria in the policy 

context, which is directly related to data protection and global governance in the age of AI as 

“information security and privacy are intertwined domains within cybersecurity” through 

 
20 Gruschka et al. 
21 European Union Agency For Cybersecurity, ‘AI Cybersecurity Challenges: Threat Landscape for Artificial Intelligence’. 
22 Mehmood et al., ‘Protection of Big Data Privacy’. 
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leveraging differential privacy in order to reduce risk manipulation of machine learning 

models, and which is also represented through applied privacy by design principles.”23 

AI cannot be left for self-regulation, and the fact is that competing for the AI race also 

means competing in policy and law-making. Among numerous benefits which AI innovation 

holds for humanity, a careful risk assessment and certain steps should be implemented in order 

to secure human rights, human security, and humanity all together. There is already “one job 

where AI has already shown superiority over human beings – hacking,” 24 and there is more to 

come as AI develops and merges with emerging technology, presenting a new type of danger 

to social values and constitutional rights25 as “privacy, anonymity, and autonomy are the main 

casualties of AI’s ability to manipulate choices in economic and political decisions.”26 In other 

words, AI can reshape the world we know - as Jean Garcia Periche, the CEO of Genia, the 

public benefit corporation for AI systems in Latin America, wrote: 

“The impending disruptions coming from Artificial Intelligence (AI), together with the 

rise of digital surveillance and massive economic inequality, are fundamental threats 

to the stability of the world order. This realization calls for a new global agenda that 

is able to manage the increasing complexity of our globalized techno-landscape. For 

that reason, furthering the multilateral system will require an integrated approach 

between cognitive technologies and global governance.”27 

 

However, human history shows that urgent international actions and agreements are 

possible when life on Earth is brought into question, and this has been proven with the case of 

 
23 Ferrándiz and Degli-Esposti, ‘After the GDPR’. 
24 ‘2018 AI Predictions: Eight Insights to Shape Business Strategy’. 
25 Wright, ‘How Artificial Intelligence Will Reshape the Global Order’. 
26 Manheim and Lyric Kaplan, ‘Artificial Intelligence’. 
27 Periche, ‘Artificial Intelligence and the Future of Global Governance’.  
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environmental endangerment. Montreal Protocol28, an international treaty designed for urgent 

protection of the ozone layer after the discovery of the damage caused by industrial chemicals, 

was signed and ratified by all United Nations Members (197 countries) in just several years 

with working groups still monitoring and evaluating its effects, while the sovereignty concerns 

“were held in check by the common concern and precautionary principles.”29 It is known as 

one of the most, if not the most successful, “single international agreement to date.”30 Years 

later, the question is if such imperative action is possible in case human rights and democracy 

are at stake, the last pillars keeping humanity safe from possible future dystopia? On top of 

that, it is questionable “how much of cyberspace can be positioned as a global common good 

and what is the way to treat it as such, that is, the appropriate governance.”31 Unlike Montreal 

Protocol, global governance on AI can bring as equally or more opportunities to humanity than 

threats if governed and secured carefully. It is not only about preventing possible dystopia but 

about exploring ways of how AI as the predecessor of emerging technology can grow together 

with humanity through joint policy frameworks and a careful approach to sovereignty concerns 

of individual states. It will set up a precedent for the rest of even more disruptive technology 

such as quantum technology or even outer space-related concerns that will require unity and 

quick reaction of all countries united despite political tensions, cultural differences, and more. 

In the end, the world, our planet, is a global village32, and communication seems indeed like 

the best way of solving global challenges without violating human rights, as global problems 

usually require global solutions.33 

To conclude the chapter, now more than ever before, data protection and cybersecurity 

of big data consisting of personal information should arise on lawmaking and policymaking 

 
28 United Nations Treaty Collection, Montreal Protocol on Substances that Deplete the Ozone Layer. 
29 Green, ‘Lessons Learned from the Montreal Protocol’. 
30 Wassenhoven, ‘The Montreal Protocol on Substances That Deplete the Ozone Layer’. 
31 Timmers, ‘Ethics of AI and Cybersecurity When Sovereignty Is at Stake’. 
32 McLuhan and Powers, The Global Village: Transformations in World Life and Media in the 21st Century. 
33 Periche, ‘Artificial Intelligence and the Future of Global Governance’. 
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agendas – and global initiatives on AI, as the first step towards global AI governance, can play 

an important role. Hence, this interconnection is crucial, mainly as a new emerging technology 

develops, thus bringing global challenges that can be answered only with joint, united actions 

despite differences in cultural values or innovation regulations. 
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PART I. COMPARATIVE LEGAL AND POLICY ANALYSIS IN THE 

CONTEXT OF DATA PROTECTION AND BIG DATA CYBERSECURITY: 

THE EU, THE US, AND CHINA 
 

The first part of the thesis aims to provide the overview of the comparative analysis that 

will be conducted on the three selected and observed jurisdictions to understand some of the 

main differences within regulatory frameworks relevant to AI as well as the cultural, political, 

and social values driving the selected legal and policy documents. 

In order to understand how the most influential players in the AI race understand the 

importance of data protection, selected metrics for comparison are further: (1) legal instruments 

relevant for data protection and their type; (2) scope and level of legal protection; (3) special 

observatory boards for data protection and privacy responsible for their overseeing the law or 

data protection and privacy violations as a human right; (4) socio-political and cultural context 

behind the legislation with the elements of the cultural anthropology applied analysis.  

Conducting such a comparative approach of legal instruments is setting up the crucial 

base before further understanding and comparing AI development plans and policy and 

regulatory implications on data protection and cybersecurity of big data. Understanding the 

differences in the context of the right to privacy is one of the essential steps when speaking of 

safeguarding human rights in the AI globally, and by understanding the nature of differences 

in three cultures that are leading the AI race is the key to transcendence the collaboration on 

the global level. 
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CHAPTER 2. JURISDICTION OF THE EUROPEAN UNION 
 

2.1. Cultural Values Presented in the Constitution: Positioning and Understanding The Right 

to Privacy 

 

The European Union is not ashamed to highlight how human rights are an essential part 

of the European identity and among the highest priorities of the ruling. Human rights and 

citizen’s rights are a fundamental part of the European Union and European Union identity34, 

consisted even in some of the constitutional documents and important legislations such as the 

Charter of Fundamental Rights of the European Union 35  (the Charter), the Treaty of the 

Functioning of the European Union (TFEU)36 and the Treaty on European Union (TEU) and 

from the policy on the other hand, through guidelines, recommendation and ethical frameworks 

such as White Paper on Artificial Intelligence37 , Ethics Guidelines for Trustworthy AI38, 

Artificial Intelligence for Europe39, Coordinated Plan on Artificial Intelligence40 the  Proposal 

for a Regulation on a European approach for Artificial Intelligence 41  and other. As a 

supranational entity42 focused on safeguarding human rights with legally binding regulations, 

the European Union, in this sense, can fully represent the direction of its member states, thus 

 
34 “The European Union (EU) believes that the promotion and protection of human rights around the world is a legitimate 

concern of the international community. The European Union is bound by its Treaty to promote human rights, democratization 

and development. The universality, interrelation and indivisibility of human rights, including civil, political, economic, social 

and cultural rights, as reaffirmed by the 1993 World Conference on Human Rights in Vienna, is the central principle guiding 

its actions.” See more: ‘Pamphlet No. 14 of the United Nations Guide for Minorities: The European Union: Human Rights 

and the Fight Against Discrimination’. 
35 Charter of Fundamental Rights of the European Union (2007/C 303/01). 
36 Article 16(1) of the European Union, Treaty on the Functioning of the European Union. 
37 European Commission, ‘White Paper on Artificial Intelligence: A European Approach to Excellence and Trust’. 
38 European Commission, ‘Ethics Guidelines for Trustworthy Artificial Intelligence’. 
39  European Commission, ‘Communication from the European Commission to the European Parliament, the European 

Council, the European Economic and Social Committee and the Committee of the Regions: Coordinate Plan on Artificial 

Intelligence’. 
40 European Commission, ‘Communication from the Commission to the European Parliament, the European Council, the 

Council the European Economic and Social Committee and the Committee of the Regions: Artificial Intelligence for Europe’. 
41European Commission, Council of the European Union, Proposal for a Regulation of the European Parliament and of the 

Council Laying down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union 

Legislative Acts. 
42 Kimmo, ‘The European Constitution in the Making’. 
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being compatible for thesis research and comparative study. Thus, with its human rights 

approach in regards to data protection, “the EU's data protection laws have long been regarded 

as a gold standard all over the world.”43 

The Charter is essential for its introduction to the ‘third generation’ of fundamental 

rights such as data protection, guarantees on bioethics, transparent administration, thus 

showing the will to understand the need to modify the core legislation of the supranational level 

in order to approach modern justice and challenges as rightful as possible.44 While recognizing 

the difference between the rights to privacy (respect for private and family life) and later 

introduced protection of personal data, the Charter provides recognition and protection for 

both45 through Article 7 that recognizes the respect for private and family life, home and 

communications, and Article 8 protection of personal data.  

 For the purpose of the comparison and the legal analysis, two EU legal instruments will 

be selected and primarily analyzed: (1) Charter of Fundamental Rights of the European Union 

(the Charter); (2) General Data Protection Directive 46  (GDPR). In addition, the complete 

understanding of the European Union framework on data protection can also be further 

understood by examining ePrivacy Directive47, Police Directive48 , and the Proposal for the 

Data Governance Act49. 

 
43 ‘The History of the General Data Protection Regulation | European Data Protection Supervisor’. 
44 ‘Why Do We Need the Charter?’ 
45 González Fuster and Gellert, ‘The Fundamental Right of Data Protection in the European Union: In Search of an Uncharted 

Right’. 
46 Consolidated text: Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the 

protection of natural persons with regard to the processing of personal data and on the free movement of such data, and 

repealing Directive 95/46/EC (General Data Protection Regulation). 
47 Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002 concerning the processing of personal 

data and the protection of privacy in the electronic communications sector (Directive on privacy and electronic 

communications). 
48 Directive (EU) 2016/680 of the European Parliament and of the Council of 27 April 2016 on the protection of natural persons 

with regard to the processing of personal data by competent authorities for the purposes of the prevention, investigation, 

detection or prosecution of criminal offences or the execution of criminal penalties, and on the free movement of such data, 

and repealing Council Framework Decision 2008/977/JHA. 
49 Proposal for a Regulation of the European Parliament and of the Council on European data governance (Data Governance 

Act). 
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2.2. EU Regulatory Framework Through the Prism of Data Protection and Cybersecurity 

Relevant for AI 

2.2.1. Legal Regulatory Framework 

 

The power of the Charter lies in the fact that it is powerful as it “holds the same status 

as the EU treaties upon which the entire EU legal system is based50” and has to be recognized 

by the Member States’ constitutions51. Giving human rights such high status as a priority only 

cements how important human rights are to this supranational power, which could only have 

one logical continuation of the same approach to artificial intelligence and other emerging 

technology. Legally-binding52 and proclaimed by the European Parliament, the Council and 

the Commission, the Charter has to be integrated within the bodies and institutions of the EU 

while respecting the principle of subsidiarity53 with the obvious right for a remedy if the rights 

given by the Charter are violated. It is compatible and consistent with the European Convention 

on Human Rights54 as their scope of protection and meaning are the same, while the Charter 

applies to matters only concerning the scope of the EU law55 and is interpreted by the Court of 

Justice of the European Union (CJEU).56 

As previously briefly mentioned, the Charter implements Article 8 on data personal 

data protection, which provides more details of the scope and level of protection as (1) everyone 

has the right to the protection; (2) personal data should be processed ‘fairly’ and only for 

‘specified’ purposes or in the cases of the person’s consent or other legitimate bases, such as 

 
50 Ros, ‘The Good, the Bad and the Ugly Arguments for Ditching the EU Charter of Fundamental Rights’. 
51 Chapter VII, General Provisions, Article 53 Level of Protection of Charter of Fundamental Rights of the European Union 

(2007/C 303/01). 
52 The Charter became legally-binding with the Treaty of Lisbon entering into force in December 2009. See: Craig and Búrca, 

EU Law. 
53 Chapter VII. General Provisions Article 51 of Charter of Fundamental Rights of the European Union (2007/C 303/01). 
54 Preamble and Chapter VII. General Provisions Qarticle 52 of Charter of Fundamental Rights of the European Union (2007/C 

303/01). 
55 Groussot, Pech, and Petursson, ‘The Scope of Application of Fundamental Rights on Member States’ Action’. 

56 ‘Equality and Human Rights Commission: What Is the Charter of Fundamental Rights of the European Union?’ 
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law enforcement, etcetera; (3) following these rules and its compliance shall be controlled by 

an ‘independent authority.’ It can be added that this separation and development of the privacy 

phenomena and data protection was an advanced step of what the European Convention of 

Human Rights did by recognizing but not separating the personal data protection under the 

right to the private life of an individual.57 

 

The General Data Protection Regulation58 (GDPR) is, put in simple words, the result of 

efforts to “overcome the fragmented application of Directive 95/46/EC and harmonize data 

protection norms within the EU digital single market.”59 As a directive, GDPR was enforced 

as a law in all member states simultaneously 60  while introducing the broad scope of 

guaranteeing strong personal data protection that could serve as an example to the rest of the 

world. Firstly, it protects the personal data61 of individuals by giving them control over their 

data. Secondly, by having a harmonized regulation across the EU and EEA, it simplifies the 

regulatory environment for legal entities as well as international businesses, thus offering more 

robust protection regardless for individuals regardless of their citizenship or residence as the 

regulation applies to any enterprise that processes the information within the EEA.  

This scope shows the true nature of the integration of human rights within the EU, and 

also respects the wish of more than 90% of European Union citizens who stated in one study 

that “they want the same data protection rights across the EU and regardless of where their data 

 
57 “The mere storing of data relating to the private life of an individual amounts to an interference within the meaning of 

Article 8 [of the European Convention on Human Rights, which guarantees the right to respect for private and family life, 

home and correspondence”. See: S. and Marper v. the United Kingdom (2008) ECHR. 
58  Consolidated text: Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the 

protection of natural persons with regard to the processing of personal data and on the free movement of such data, and 

repealing Directive 95/46/EC (General Data Protection Regulation). 
59 Ferrándiz and Degli-Esposti, ‘After the GDPR’. 
60 Steiner, Woods, and Twigg-Flesner, EU Law. 
61 „'Personal data means any information relating to an identified or identifable natural persons ('data subject').“ Definitions in 

Article 4 of the GDPR. 
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is processed.”62 In addition to this, the member states who cause certain breaches within the 

law will be sanctioned – this includes companies as well. However, despite the fear of the 

restrictions coming from the private sector, the GDPR clearly states in Article 1 within the 

General provisions of Chapter 1 that the main objectives of the Directive are the “protection of 

natural persons with regard to the processing of personal data”63 including “the free movement 

of data”64 which should “neither be restricted nor prohibited”65 were not needed. 

When it comes to the material scope, GDPR applies for processing66 the personal data 

executed by “wholly or partly by automated means”67, including covering all personal data 

intended for automated filling system or being a part of such system. The territorial scope of 

the protection, as previously mentioned, covers the territorial scope that includes the 

“establishment of a controller or a processor in the Union”68 even if the processing of the data 

is done within the Union or not, as defined in Article 3. For the cross-border processing, 

Chapter 5 of the GDPR defines ways in which such transfers can take place, generally based 

on an adequacy Decision as in Article 45 with further details on assessing the adequacy 

depending on the level of protection, assessing the existing and functioning independent 

supervisory authority in the third country and international commitments the third country has 

entered or is a part of. 

GDPR understands implementation and overseeing of the Regulation seriously as 

Article 51 includes establishing and preserving the independent status of the supervisory 

 
62 ‘Final Report for the European Commission: Fundamental Rights Review of the EU Data Collection Instruments and 

Programmes’. 
63 Consolidated text: Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the 

protection of natural persons with regard to the processing of personal data and on the free movement of such data, and 

repealing Directive 95/46/EC (General Data Protection Regulation). 
64 Ibid. 
65 Ibid. 
66 „Processing means any operation or set of operations which is performed on personal data or on sets of personal data (...)“ 

Definitions in Article 4 of the GDPR. 
67 Consolidated text: Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the 

protection of natural persons with regard to the processing of personal data and on the free movement of such data, and 

repealing Directive 95/46/EC (General Data Protection Regulation). 
68 Article 3 of the GDPR. 
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authority/boards, not just on the EU level, but making it through the article mandatory for all 

EU member states. Therefore, the protection of the data often relies on the powers of Data 

Protection Authorities who, at least in the European Union, have increased powers under 

GDPR and can “impose a temporary or definitive limitation including a ban on processing, 

which will effectively shut organizations down altogether.”69  

Furthermore, initiated by the GDPR, the European Data Protection Board is “composed 

of the head of one supervisory authority of each Member state” 70  with the tasks such as 

monitoring the implementation and correct application of the Regulation, advising the 

Commission, examining questions of the Regulation, drawing up and issuing guidelines for 

supervisory authorities, reviewing the practical applications of guidelines, promoting the 

effective bilateral and multilateral collaboration and exchanges, maintaining a publicly 

accessible register of decisions, and much more, as described in Article 70 in the Tasks of the 

Board in order to rightfully protect personal data and the implementation of the Regulation 

across the EU. Besides overseeing data protection rules, it provides ‘guidance on key concepts 

of the GDPR and the Law Enforcement Directive, advising the European Commission 

on issues related to the protection of personal data and new proposed legislation in the 

European Union, and adopting binding decisions in disputes between national supervisory 

authorities.”71 

Additionally, the Police Directive is an essential addition to the GDPR, where the rules 

of governing personal data are entering the field and activities of law enforcement, 

investigative bodies, and national security. Unlike GDPR, the Police Directive “requires states 

 
69 Ferrándiz and Degli-Esposti, ‘After the GDPR’. 
70 Article 68 of the GDPR. 
71 “The EDPB is composed of the representatives of the national data protection authorities of the EU/EEA countries and of 

the European Data Protection Supervisor. The European Commission participates in the activities and meetings of the Board 

without voting right.  The secretariat of the EDPB is provided by the EDPS. The secretariat performs its tasks exclusively 

under the instructions of the Chair of the Board,„ See: ‘European Data Protection Board: Who We Are’. 
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to pass an implementing legislation”72 due to the fact that regulations have the binding legal 

force that should be applied within the EU. At the same time, directives are legislative acts that 

provide more ‘freedom’ for countries to regulate achieving proposed goals within the national 

regulatory framework: “it is up to the individual countries to devise their laws on how to reach 

these goals.” 73  Furthermore, the Directive applies data protection principles to law 

enforcement, police, and security authorities by requesting data protection offices, ‘periodic 

erasure of data,’ data protection impact assessment, and other data protection activities.74 

 

2.2.2. Policy Regulatory Framework 

 

Data protection and cybersecurity efforts can be visible through the EU’s policy 

through guidelines, recommendations, and ethical frameworks such as White Paper on 

Artificial Intelligence75, Ethics Guidelines for Trustworthy AI76, Artificial Intelligence for 

Europe77, Coordinated Plan on Artificial Intelligence78 the Proposal for a Regulation on a 

European approach for Artificial Intelligence79 and other. 

 
72 Crider, ‘Mapping Regulatory Proposals for Artificial Intelligence in Europe’. 
73 ‘European Union: Regulations, Directives and Other Acts’. 
74 Directive (EU) 2016/680 of the European Parliament and of the Council of 27 April 2016 on the protection of natural persons 

with regard to the processing of personal data by competent authorities for the purposes of the prevention, investigation, 

detection or prosecution of criminal offences or the execution of criminal penalties, and on the free movement of such data, 

and repealing Council Framework Decision 2008/977/JHA. 
75 European Commission, ‘White Paper on Artificial Intelligence: A European Approach to Excellence and Trust’. 
76 European Commission, ‘Ethics Guidelines for Trustworthy Artificial Intelligence’. 
77 European Commission, ‘Communication from the Commission to the European Parliament, the European Council, the 

Council the European Economic and Social Committee and the Committee of the Regions: Artificial Intelligence for Europe’. 
78 European Commission. Communication from the European Commission to the European Parliament, the European Council, 

the European Economic and Social Committee and the Committee of the Regions: Coordinate Plan on Artificial Intelligence 
79 European Commission, Council of the European Union, Proposal for a Regulation of the European Parliament and of the 

Council Laying down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union 

Legislative Acts. 
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Speaking of AI regulation, after its White Paper on Artificial Intelligence80 and the 

leaked draft version of the Proposal81 which showed setting strict approach to AI from the 

European Commission82, the final Proposal version confirmed consistency83 with the Charter, 

GDPR, and the Law Enforcement Directive, addressed additional risks of AI concerning data 

protection and emphasized the role of EU leadership in AI globally – especially when speaking 

of human rights approach.  

The Proposal for a Regulation on a European approach for Artificial Intelligence is a 

proposal for the act for AI which would implement strict rules on high-risk AI and prohibit the 

use or misuse of AI that could directly endanger the safety of lives and violate fundamental 

rights, including systems used for manipulation of behavior of users as EU visibly prioritizes 

human-centered approach to AI: “the protection of people’s data is especially important in the 

development of trustworthy artificial intelligence, a priority set in the strategy Artificial 

Intelligence for Europe” 84  and a key step in the path toward data-driven competition. 85 

Furthermore, the Proposal is often described as a ‘GDPR for AI’ as it lays an essential 

foundation for policies and use of AI, also based on the previous guidelines for data protection 

laid down in GDPR:  

However, the Proposal uses the term ‘cybersecurity’86 three times in total, mainly in 

the context of high-risk AI systems and their security: “To ensure a level of cybersecurity 

 
80 European Commission, ‘White Paper on Artificial Intelligence: A European Approach to Excellence and Trust’. 
81 European Commission, Council of the European Union, Proposal for a Regulation of the European Parliament and of the 

Council Laying down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union 

Legislative Acts. 
82 Heikkila, ‘Europe Eyes Strict Rules for Artificial Intelligence’. 
83 “Consistency is also ensured with the EU Charter of Fundamental Rights and the existing secondary Union legislation on 

data protection, consumer protection, non-discrimination and gender equality. The proposal is without prejudice and 

complements the General Data Protection Regulation (Regulation (EU) 2016/679) and the Law Enforcement Directive 

(Directive (EU) 2016/680) with a set of harmonised rules applicable to the design, development and use of certain high-risk 

AI systems and restrictions on certain uses of remote biometric identification systems.” See: European Commission, Council 

of the European Union, Proposal for a Regulation of the European Parliament and of the Council Laying down Harmonised 

Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative Acts. 
84 European Commission, ‘Ethics Guidelines for Trustworthy Artificial Intelligence’. 
85 Ferrándiz and Degli-Esposti, ‘After the GDPR’. 
86 “High-risk AI systems shall be resilient as regards attempts by unauthorised third parties to alter their use or performance 

by exploiting the system vulnerabilities. The technical solutions aimed at ensuring the cybersecurity of high-risk AI systems 
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appropriate to the risks, suitable measures should therefore be taken by the providers of high-

risk AI systems, also taking into account as appropriate the underlying ICT infrastructure.” 

However, the Proposal also uses a privacy-preserving mechanism mainly in the context of 

high-risk AI systems87, which cannot be considered as adequate data protection. Thus, it is 

essential to emphasize that in the first stages of AI arrival, security must be a priority from the 

start. Further on, the Proposal notes that in case if necessary due to ensuring bias monitoring 

concerning the high-risk AI systems, “the providers may process special categories of personal 

data (…) and use of state-of-the-art security and privacy-preserving measures, such as 

pseudonymisation, or encryption where anonymisation may significantly affect the purpose 

pursued.”88 

On the other hand, Proposal limits the use of verbs when it comes to clearly express the 

difference between ‘may’ or ‘should.’ It could confuse stakeholders working with big data in 

understanding the law-binding, mandatory element once the Proposal is laid down. Thus, why 

would security measures such as anonymization be mandatory just for high-risk systems? 

There are several unclarified points that are not fully answering the challenges approached by 

European Union Agency for Cybersecurity (ENISA), which was reformed through the EU 

Cybersecurity Act89 that strengthens the agency and established cybersecurity certification 

framework for products and services. ENISA signals the need for the EU to put “cybersecurity 

 
shall be appropriate to the relevant circumstances and the risks.” In European Commission, Council of the European Union, 

Proposal for a Regulation of the European Parliament and of the Council Laying down Harmonised Rules on Artificial 

Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative Acts. 
87 “To the extent that it is strictly necessary for the purposes of ensuringbias monitoring, detection and correction in relation 

to the high-risk AI systems, the providers of such systems may process special categories of personal datareferred to in Article 

9(1) of Regulation (EU) 2016/679, Article 10 of Directive (EU) 2016/680and Article 10(1) of Regulation (EU) 2018/1725, 

subject to appropriate safeguards for the fundamental rights and freedoms of natural persons, including technical limitations 

on the re-use and use of state-of-the-art security and privacy-preserving measures, such as pseudonymisation, or encryption 

where anonymisation may significantly affect the purpose pursued.” Article 10(5) of the European Commission, Council of 

the European Union. 
88 Ibid. 
89 Regulation (EU) 2019/881 of the European Parliament and of the Council of 17 April 2019 on ENISA (the European Union 

Agency for Cybersecurity) and on information and communications technology cybersecurity certification and repealing 

Regulation (EU) No 526/2013 (Cybersecurity Act). 
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and data protection at the forefront,”90 concluding that “secured AI is the foundation for any 

further work on AI.”91  

 

2.3. Implications of the Regulatory Framework on Data Protection and Cybersecurity of the 

Big Data 

 

Among global AI trendsetters, it seems that the EU faces the heaviest legal implications 

when it comes to data protection in AI, caused by the current state of legal regulations on data 

protection which are not adopted for emerging technologies. Ironically, a legal framework that 

should primarily be considered as an asset can also pose certain limitations in the future. For 

example, stricter yet not completely aligned provisions of the data protection legislation with 

AI could harm innovation, such as GDPR, as it will “come at a significant cost in terms of 

innovation and productivity. EU policymakers need to recognize that a failure to amend the 

GDPR to reduce its impact on AI will all but consign Europe to second-tier status in the 

emerging algorithmic economy.”92  

However, by temporarily putting aside the challenge for the innovation limitations that 

might affect EU companies, one can realize that the EU regulatory framework partially extends 

even outside of the original EU territory through GDPR, which means that the personal 

information of the EU citizens will be protected in big data when it comes to AI and that GDPR 

provisions will affect most major companies, with the possibility to affect other global 

regulatory frameworks as well.  

 
90 European Union Agency For Cybersecurity, ‘AI Cybersecurity Challenges: Threat Landscape for Artificial Intelligence’. 
91 Ibid. 
92 Wallace and Castro, ‘The Impact of the EU’s New Data Protection Regulation on AI’. 
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Previously discussed legal instruments, such as GDPR, have already left important 

implications that concern both law and policies globally, and it impacts all organizations inside 

and outside the EU which are processing the data of European citizens, thus strongly raising 

the standard of methods and security of collection, storage, and processing of personal data that 

have to achieve the same ethical and security level as the EU. GDPR recognizes security as a 

way to “reinforce individual rights and freedoms as a whole and enables the centrality of 

humans vis-à-vis machines.”93  

This Brussels effect94 will result in a positive worldwide influence in law and policy 

where the EU as a normative power, hopefully, sets a global standard on data protection in AI 

as GDPR requires “appropriate technical and organizational measures to ensure a level of 

security appropriate to the risk” in Article 3295, therefore requiring application of principles 

such as data encryption, physical protection of the data, pseudonymization, access control.96 

Additionally, privacy by design and by default is mandatory within GDPR, as enshrined in 

Article 25 of the GDPR, thus setting privacy and the security of personal information as a 

priority thorough all phases of system development, its routines, and in regular use – as a 

standard-setting.97 

There are two forms of de-identification relevant for GDPR that apply within the EU 

regulatory framework, anonymization and pseudonymization, which stand as an essential 

setting for privacy-preserving solutions in the age of AI and protect the cybersecurity of 

personal information in big data. While anonymization is a process that makes the 

identification of the data subject in a data set almost impossible for identification, 

 
93 European Union Agency For Cybersecurity, ‘AI Cybersecurity Challenges: Threat Landscape for Artificial Intelligence’. 
94 The Brussels effect refers to the EU’s influence and power to regulate certain laws outside its borders through market 

mechanisms globally. See more: Bach and Newman, ‘The European Regulatory State and Global Public Policy’. 
95 Article 32 of the GDPR regulates security of processing of personal data. 
96 Gruschka et al., ‘Privacy Isssues and Data Protection in Big Data: A Case Study Analysis Under GDPR’. 
97 ‘Report: Artificial Intelligence and Privacy’. 
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pseudonymization makes it almost impossible to identify the data subject without additional 

information that is related to the data subject.98  

Once the data is anonymized, the dataset falls outside of the GDPR scope, and relaxed 

rules boost innovation. As stated in Article 2 of the GDPR, the original scope of the GDPR 

applies only to personal data. At the same time, Article 4 of the GDPR specifies that personal 

data is “any information relating to an individual or identifiable natural person”; therefore, “a 

simple method to conform to all requirements of GDPR is to process only anonymous data.”99 

However, it is only a matter of time until when GDPR reconsiders the term ‘anonymity’ as 

there is still a possibility of successful individual re-identification even in personal data 

anonymization by combining the dataset with other, additional information.100 As technology 

advances, it will be essential to understand how will GDPR adapt to further challenges and 

embrace modifications to keep up the protection in line with the technology innovation that 

can also affect policy regulation. 

Unlike fully anonymized data and despite some relaxations of restrictions, 

pseudonymized data still falls under the scope of GDPR due to possible attribution of additional 

information that could be used to identify a natural person101, as stated in Recital 26 as per 

GDPR’s definition in Article 4 on pseudonymization as “the processing of personal data in 

such a manner that the personal data can no longer be attributed to a specific data subject 

without the use of additional information, provided such additional information is kept 

separately and is subject to separate technical and organizational measures to ensure the 

personal data is not attributed to an identified or identifiable natural person”.102  

 
98 Cavoukian and Castro, ‘Big Data Nad Innovation, Setting the Record Straight: Anonymization Does Work’. 
99 Gruschka et al., Privacy Issues and Data Protection in Big Data: A Case Study Analysis under GDPR. 
100 Ibid. 
101 Wallace and Castro, ‘The Impact of the EU’s New Data Protection Regulation on AI’. 
102 Article 4 of the GDPR regulates pseudonymization. 
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Pseudonymization is explicitly defined as a data minimization measure under Article 5 

of the GDPR – as a processing principle referred to limitation of only necessary personal data 

collection and processing for an as shorter time as needed. Besides protecting the personal 

information, the data minimization principle thus proposes a limitation on time that personal 

information, usually in large quantities, is being held, therefore minimizing the risk of hacking 

the data both by internal or external parties: “The fact that data controllers do not have 

sufficient incentives to apply optimal cyber-security measures most likely enhances this risk of 

data leakage (…) data minimization requirements can minimize this risk. 103 The progressive 

principle of security proportionality104 is also applied – the higher the risk for rights and 

freedoms of data subjects, the more robust security protection is required.  

On the other hand, a notable paucity of studies investigate how GDPR fails to 

adequately define big data 105and address big data practices as it is “in incompatible with the 

data environment that the availability of big data generates,” thus rendering many GDPR 

provisions, in simple words, irrelevant and seen as an obstacle “while stalling innovation in 

Europe and limiting utility to European citizens, while not necessarily providing such citizens 

with greater privacy protection.”106 In addition to this, the cost of putting security among the 

principles of data protection as a precondition for processing is unattractive from the economic 

point of view as a phenomenon107 directly related to economic actors to “bargain risks with 

investments.”108  From the legal perspective, this results in a conclusion that data processing 

should be executed on anonymized data to avoid GDPR and possibly achieve more productive 

work on big data. In any other case, data processing of the EU citizens might require data 

 
103 Zarsky, ‘Incompatbile: The GDPR in the Age of Big Data’. 
104 Article 32 of the GDPR regulates security of processing of personal data. 
105 Gruschka et al., Privacy Issues and Data Protection in Big Data: A Case Study Analysis under GDPR. 
106 Zarsky, ‘Incompatbile: The GDPR in the Age of Big Data’. 
107 Gordon and Loeb, ‘The Economics of Information Security Investment’. 
108 European Union Agency For Cybersecurity, ‘AI Cybersecurity Challenges: Threat Landscape for Artificial Intelligence’. 
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protection impact assessment (DPIA)109 and could cause penalties for non-compliance, such as 

fines up to 10 or 20 million euros or 2% to 4% of annual global turnover. 

At the end of the day and despite the bureaucracy complications, both the Charter and 

GDPR inspired other countries and companies, GDPR being more successful as many 

businesses worldwide have decided to adapt to GDPR norms110 due to collaboration with 

European companies and the European Union market, but also due to processing personal data 

of EU data subjects: “The extraterritorial reach of the GDPR is further increasing its influence, 

primarily through organizational practice and procedure, as corporations outside the EU realize 

they have to comply with the GDPR because they are processing the personal data of EU data 

subjects.” 111  In this respect, it can be concluded that “with the GDPR and the ePrivacy 

Directive, the European Union has established itself as a world leader in data protection.”112, 

but also inspired many to follow a similar path – thus, the Brussels effect took place. 

Despite setting up goals to serve as a global example, the U.S. is witnessing the rest of 

the world slowly adapting to GDPR or being influenced in some way by the European Union 

approach, “at the expense of the U.S. way which has not attained the same success.”113 Still, 

the U.S. participates in collaboration, discussion, and partnerships 114  with G7 and G20 

countries on data protection and AI competition (i.e., OECD). It is OECD Privacy Guidelines 

that, as a soft instrument serving for international minimum privacy standards, started making 

 
109 Article 35 regulates DPIA and privacy-related impact assesment. 
110 “The reasons for the widespread adoption of the EU model are pragmatic. The EU requires that countries wishing to do 

business in the EU have equivalent data protection requirements.“ See: Sullivan, ‘EU GDPR or APEC CBPR?’ 
111 “The reasons for the widespread adoption of the EU model are pragmatic. The EU requires that countries wishing to do 

business in the EU have equivalent data protection requirements.“ See: Sullivan. 
112 Gruschka et al., Privacy Issues and Data Protection in Big Data: A Case Study Analysis under GDPR. 
113 Moschell, ‘And There Was One: The Outlook for A Self-Regulatory United States Amidst a Global Trend Toward 

Comprehensive Data Protection’. 

114 “On an international level, the report says the U.S. worked with the Organisation for Economic Co-operation and 

Development to help support "international consensus agreements on fundamental principles for the stewardship of 

trustworthy AI." The U.S. government also said it worked with other international partners during the G7 and G20 meetings.” 

See:Bracy, ‘Takeaways from New White House Annual Report on AI’. 
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differences between the U.S. and the EU, where the EU decided to introduce more strict 

regulations.115 

European Union puts a strong focus on human rights in the digital age, which is visible 

not just in the Charter and GDPR, but also in drafting and legislating numerous proposals to 

safeguard data, privacy and human rights next to emerging technologies such as the ePrivacy 

Directive, Data Governance Act, both law-binding and recommendation types of legislation, 

introducing data protection through hard and soft law. At the end of the day and despite the 

bureaucracy complications, both the Charter and GDPR inspired other countries and 

companies, GDPR being more successful as many businesses worldwide have decided to adapt 

to GDPR norms116 due to collaboration with European companies and the European Union 

market, but also due to processing personal data of EU data subjects: “The extraterritorial reach 

of the GDPR is further increasing its influence, primarily through organizational practice and 

procedure, as corporations outside the EU realize they have to comply with the GDPR because 

they are processing the personal data of EU data subjects.” 117  In this respect, it can be 

concluded that “with the GDPR and the ePrivacy Directive, the European Union has 

established itself as a world leader in data protection.”118, but also inspired many to follow a 

similar path – thus, the Brussels effect took place, which might occur again – with the AI. 

However, in order to successfully achieve the Brussels effect in the field of AI, a strong unity 

first has to exist on the supranational level of the European Union when it comes to the 

challenge of hard law versus soft law approach – many Member States such as Denmark, 

France, Finland, and Estonia are calling for a soft law approach119 on this matter due to the fear 

 
115 Pernot-Leplay, ‘China’s Approach on Data Privacy Law: A Third Way Between the U.S. and the EU?’ 
116 “The reasons for the widespread adoption of the EU model are pragmatic. The EU requires that countries wishing to do 

business in the EU have equivalent data protection requirements.“ See: Sullivan, ‘EU GDPR or APEC CBPR?’ 
117 “The reasons for the widespread adoption of the EU model are pragmatic. The EU requires that countries wishing to do 

business in the EU have equivalent data protection requirements.“ See: Sullivan. 
118 Gruschka et al., Privacy Issues and Data Protection in Big Data: A Case Study Analysis under GDPR. 
119 Stolton, ‘EU Nations Call for “Soft Law Solutions” in Future Artificial Intelligence Regulation’. 

C
E

U
eT

D
C

ol
le

ct
io

n



 

34 

 

that overregulation will kill innovation and the private sector. In contrast, others, like Germany, 

disagree.120 

To conclude the subchapter, despite not originally written for data protection and 

cybersecurity of big data in AI, GDPR does engage with previously mentioned challenges such 

as compromised privacy during data operations121, disclosure of personal information122, lack 

of data governance policies123 , lack of data protection compliance of third parties124  and 

profiling of end-users 125 , but further adjustments would be needed for re-identification 

persistent, updated methods of data pseudonymization together with additional privacy-

preserving updated when it comes to security requirements of data protection in big data and 

enormous datasets, which can be further stressed and implemented through the policy 

framework. 

 

 

 

 

 

 
120 Grüll, ‘Germany Calls for Tightened AI Regulation at EU Level’. 
121  “Data manipulation or erroneous handling during Processes like Data Exploration or Pre-Processing may lead to 

intentional or unintentional data breaches respectively and accordingly lead to legal concerns over privacy breaches.” In 

ENISA European Union Agency For Cybersecurity (2020), AI Cybersecurity Challenges: Threat Landscape for Artificial 

Intelligence. 
122 “At all stages of the AI lifecycle, disclosure of personal information (either directly or by means of correlation) is a 

noteworthy threat. The threat is particularly manifested in the absence of verified data accuracy of sources, lack of data 

randomization, lack of pseudonymity mechanisms, etc.” In ENISA European Union Agency For Cybersecurity (2020), AI 

Cybersecurity Challenges: Threat Landscape for Artificial Intelligence. 
123 “When personal data are processed, the existence of data governance policies is a part of data controller’s accountability.” 

In ENISA European Union Agency For Cybersecurity (2020), AI Cybersecurity Challenges: Threat Landscape for Artificial 

Intelligence. 
124 “This threat refers to the lack of compliance of the third parties with respect to applicable data protection regulations.” In 

ENISA European Union Agency For Cybersecurity (2020), AI Cybersecurity Challenges: Threat Landscape for Artificial 

Intelligence. 
125 “Labeling may lend itself to a potential threat to anonymity and privacy by acting as a form of profiling.” In ENISA 

European Union Agency For Cybersecurity (2020), AI Cybersecurity Challenges: Threat Landscape for Artificial Intelligence. 
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CHAPTER 3. JURISDICTION OF THE UNITED STATES OF AMERICA 
 

3.1. Cultural Values Presented in the Constitution: Positioning and Understanding The Right 

to Privacy 

 

Series of human rights are protected legally on the federal level through the Constitution 

of the United States and its Bill of Rights, state constitutions, treaties, and through case law by 

establishing a judicial precedent that even can expand the scope or certain rights over the time. 

However, despite middle to high ranking126 on overall protection of human rights and its 

multilateral ambitions to safeguard human rights globally, the United States is criticized due to 

the lack of complete federal protection of rights in several fields127, including data protection 

and surveillance128,129, thus resulting in the downward trend on the list.  

Furthermore, additional challenges might arise at first while identifying the right to data 

protection within the U.S. Constitution or regulatory framework on privacy. Initially, the Bill 

of Rights does not contain data protection, so it has to be assumed that it is most probably 

classified under the right to privacy where it is not explicitly divided. However, the U.S. 

Constitution does not directly recognize the right to privacy either – only through further 

analysis of the Constitution and case law, stare decisis one can understand its integration within 

the Fourth Amendment that formed over time due to advancement of technology and necessary 

modification of law principles.  

Applying constitutional principles in the digital age and age of changing technological 

environment, particularly the Fourth Amendment to modern technology, was shown as 

necessary, especially when there was no precedent to start from: “the protection granted by the 

 
126 ‘World Report 2020’. 
127 ‘US Criticised by UN for Human Rights Dailings on NSA, Guns and Drones’. 
128 Cobb, ‘Data Privacy and Data Protection: US Law and Legislation’. 
129 Pernot-Leplay, ‘China’s Approach on Data Privacy Law: A Third Way Between the U.S. and the EU?’ 
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law must be placed upon a broader foundation.”130 Administering the Fourth Amendment in 

the digital age starts with the court analysis that the right has been violated if there was 

unreasonable search or seizure of protected things that apply in specific federal laws even131 to 

communication and data as a part of requiring “fuller awareness of property and contract 

rights.”132  

Therefore, data protection is lined under the right to privacy which is not recognized by 

the Constitution but is interpreted through several amendments by the Supreme Court as a right, 

closely aligned to the Fourth and Fourteenth Amendment,133 with no central federal privacy 

law, rather with vertically-focused privacy laws and sector-specific and consumer-oriented 

data protection. This can be seen as a minimalistic approach towards safeguarding privacy, 

primarily due to data protection laws dependence on state laws and regulations as “there is no 

single, comprehensive federal law regulating the collection and use of personal data,”134 unlike 

the GDPR in the EU. All steps are carefully taken in order not to intentionally harm with strict 

data protection regulations the economy, its businesses and industries, and in some cases, even 

the national security, making the U.S. the space of more innovation and advancements due to 

fewer strings on the beneficial flow of personal data, but also fewer safeguards for human 

rights.  

The U.S. tried to ensure free flow of data through its proposed and failed Trans-Pacific 

Partnership Agreement to non-EU countries to follow its lead in opposing data localization 

restrictions which the U.S. sees as trade barriers135 as “there is no special requirement for 

 
130 Warren and Brandeis, ‘The Right to Privacy’. 
131 ‘Invasion of Privacy Law and Legal Definition by USLegal, Inc.’ 
132 Harper, ‘A Twenty-First Century Framework for Digital Privacy: Balancing Privacy and Security in the Digital 

Age’. 
133 ‘Invasion of Privacy Law and Legal Definition by USLegal, Inc.’ 
134 Jolly, ‘Data Protection in the United States’. 

135 Selby, ‘Data Localization Laws: Trade Barriers or Legitimate Responses to Cybersecurity Risks, or Both?’ 
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transferring personal data from the U.S. to a third country.”136 Contrary to the spirit of such 

proposed collaboration, the U.S. On the other hand, the U.S. sees the importance of the 

protection of personal data in the context of national security as visible through its limiting 

acquisitions of large American controllers of personal data by foreign entities.137 

Additionally, the U.S. legislation is quite picky regarding the type of people it protects. 

While the EU138 offers a broad scope of data protection when it comes to the identity or location 

of individuals, it broadly protects regardless of their citizenship, while the U.S., besides 

applying a narrow set of entities, “limits their protection to U.S. citizens and residents.”139 

Finally, there is no particular observatory board for overseeing the implementation of data 

protection instruments to safeguard privacy140, but the U.S. Federal Trade Commission (FTC) 

has jurisdiction over privacy and data security practices.141 

For the purpose of the comparison and the legal analysis, the critical legal instruments 

considered to be essential for this comparative study will be selected and analyzed: (1) 

Electronic Communication Privacy Act with a brief overview of the relevant Patriot Act for its 

importance on the federal level scope; (2) California Consumer Privacy Act for its slight 

resonation with the European GDPR. These legal instruments will also be briefly discussed 

compared to the EU legislation from the perspective of the protection of human rights.  

Regarding the US policy framework relevant for data protection and cybersecurity in 

AI, a brief overview will be provided of (1) American AI Initiative; (2) Executive Order on 

Promoting the Use of Trustworthy AI in Federal Government while briefly examining (3) The 

National Artificial Intelligence Research and Development Strategic Plan: 2019 Update and 

 
136 Pernot-Leplay, ‘China’s Approach on Data Privacy Law: A Third Way Between the U.S. and the EU?’ 
137 Pernot-Leplay. 
138 Article 4 of the GDPR regulates pseudonymization. 
139 Pernot-Leplay, ‘China’s Approach on Data Privacy Law: A Third Way Between the U.S. and the EU?’ 
140 ‘DLA Piper: Data Protection Laws of the World’. 
141 Ibid. 
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(4) U.S. Leadership in AI: A Plan for Federal Engagement in Developing Technical Standards 

and Related Tools. For the purpose of the detailed policy analysis, the American AI Initiative 

and Executive Order on Promoting the Use of Trustworthy AI in the Federal Government will 

be primarily consulted in the context of data protection and cybersecurity relevant to AI. 

 

3.2. The US Regulatory Framework Through the Prism of Data Protection and Cybersecurity 

Relevant for AI 

3.2.1. Legal Regulatory Framework 

 

Created to restrict government monitoring and surveillance, the Electronic 

Communication Privacy Act (ECPA) covers only ‘hard’ telephone lines without other digital 

and electronic means of communication or digital data created within the communication.142 

Although Electronic Communication Privacy Act (ECPA) has been issued in 1986 on the 

federal level, currently, there is no other legislation alike that is covering the scope of the whole 

US territory at once. Together with its added Stored Communications Act 143  (SCA) that 

prioritizes security and sector-specific industry approach rather than data protection as a part 

of privacy principle, “much of ECPA is directed at law enforcement, providing ‘Fourth 

Amendment like privacy protections’ to electronic communications.  

However, ECPA’s three acts also contain privacy obligations relevant to non-

governmental actors.”144 As a whole with its additions, ECPA stays important due to the 

prohibition of accessing stored communication, telephone calls or transmission of electronic 

data by third parties, while still not covering all types of communication, data and records – 

 
142 Electronic Communications Privacy Act. 
143 Stored Communications Act 18 U.S.C. Chapter 121 §§ 2701–2712. 
144 ‘Report on Data Protection Law: An Overview R45631’. 
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and the government can still demand passing over personal consumer data from service 

providers being used by users145 as ECPA covers: wire or oral communication, communication 

made through outdated paging device, communication caught through a tracking device and 

electronic funds transfer information.146  

More disputable than ECPA regarding data protection and privacy, the surveillance-

focused (anti-terrorist) USA Patriot Act, fully titled as Uniting and Strengthening America by 

Providing Appropriate Tools Required to Intercept and Obstruct Terrorism, was brought after 

the September 11 attacks (9/11) as a part of government policies to answer terrorism, therefore 

extending power and rights to government and authorities to oversee electronic 

communication: “the amendments the USA PATRIOT ACT made to those two acts, 

particularly as they relate to government surveillance of individuals suspected of having some 

connection to terrorism, significantly reduced legal protections for personal privacy.”147 

The Patriot Act seemed, unlike ECPA, to allow for security reasons what previously 

was hoped to be permanently forbidden or restricted, starting with increased scope and target 

of surveillance of both domestic and international citizen’s phones, financial accounts, 

increased penalties for terrorism crimes, including an extended list of crimes classified under 

terrorism, as well as extended resources for agencies and national securities to be used in 

counterterrorist efforts and prevention of any kind of terrorism, which also includes border 

security, improved intelligence collection, etc.148  

This empowerment of the National Security Agency has partially contributed to 

challenges in cross-border transfers of personal data that are affecting EU citizens who were 

users of American companies and social media and whose data was transferred to the U.S. in 

 
145 Schwartz, Mulligan, and Mondal, ‘Storing Our Lives Online: Expanded Email Storage Raises Complex Policy Issues’. 
146 Electronic Communications Privacy Act. § 2510 
147 Klau, ‘Privacy, Security, and the Legacy of 9/11’. 
148  Uniting and Strengthening America by  Providing Appropriate Tools Required to Intercept and Obstruct Terrorism (USA 

Patriot Act). 
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order to be processed. Under the Court of Justice of the European Union and rulings in Schrems 

I149 and II150, the EU has decided to abandon both the International Safe Harbour Privacy 

Principles and the EU-US Privacy Shield between the EU and the U.S. in order to safeguard 

the privacy of the EU citizens, until more detail agreement is laid down. 

When it comes to positive examples of data protection close enough to the European 

approach, it is vital to mention Internet Privacy Protection and California Consumer Privacy 

Act (CCPA), often wrongly dubbed as California’s GDPR151. Initially brought by the U.S. 

Federal Trade Commission, the former was voted by White House to be abolished, having this 

action also supported by the backers from the industry and businesses stating that, besides profit 

purposes, it allows “providers to use data-driven targeting could benefit consumers by leading 

to more relevant advertisements and innovative business models.152”  

This leaves CCPA as the closest legislation instrument close to GDPR, which made 

California be the first “U.S. state with a comprehensive consumer law,”153 despite not having 

the exact scope of protection like GDPR – CCPA protects only the U.S. citizens residing in 

California and their personal information from ‘bigger’154 businesses. Furthermore, it offers a 

narrow scope of data protection, purely consumer-focused with significantly lower protection 

than the GDPR, but it does have a multisectoral and multi-industry approach, and “several 

areas where the CCPA requirements are more specific than those of the GDPR or where the 

GDPR goes beyond the CCPA requirements.”155 

 
149 Case C-498/16 Maximillian Schrems v Facebook Ireland Limited. 
150 Case C-311/18 Data Protection Commissioner v Facebook Ireland Limited and Maximillian Schrems. 
151 Bahar, Sand, and Wilson-Bilik, ‘California’s GDPR Has Become Law’. 
152 Fung, ‘The House Just Voted to Wipe Away the FCC’s Landmark Internet Privacy Protections’. 
153 Jehl and Friel, ‘CCPA and GDPR Comparison Chart | Practical Law’. 

154 “The CCPA applies to for-profit businesses that do business in California and meet any of the following:  (1) Have a gross 

annual revenue of over $25 million; (2) Buy, receive, or sell the personal information of 50,000 or more California residents, 

households, or devices; or (3) Derive 50% or more of their annual revenue from selling California residents’ personal 

information.” See more: ‘California Consumer Privacy Act (CCPA)’. 

155 Jehl and Friel, ‘CCPA and GDPR Comparison Chart | Practical Law’. 
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By guaranteeing specific data protection to all California citizens, CCPA stands out for 

regulating when it comes to the (1) consent on the collection of personal information and 

request to know which personal information is being collected in Cal. Civ. Code § 1798.100; 

(2) the request to delete any personal information of the user or customer in Cal. Civ. Code § 

1798.105.; (3) the right to opt-out and direct a business of selling consumer’s personal 

information to third parties in Cal. Civ. Code § 1798.120, and other, as relevant provisions to 

safeguard the personal information of Californian citizens. 

Cybersecurity, on the other hand, is already regulated through the collaboration 

between the government and private sector through Cybersecurity Act the US156 to benefit 

individual rights, privacy, economic interests, and national security. The Act defines 

cybersecurity purpose as “the purpose of protecting an information system or information that 

is stored on, processed by, or transiting an information system from a cybersecurity threat or 

security vulnerability.” 157  Yet the regulation ambition is primarily focused on matters 

concerning national security and less cybersecurity of personal information. 

 

3.2.2. Policy Regulatory Framework 

 

According to the OECD.AI policy observatory database, the US has currently 

impressive 47 ongoing initiatives158, together with the American AI Initiative national strategy 

for ‘maintaining American leadership on AI’ that was laid down through the Executive Order 

13859159 by the White House’s Executive Office of the President on February 11, 2019, thus 

resulting with the National Institute of Standards and Technology in producing a plan on 

 
156 Feinstein, Cybersecurity Information Sharing Act. 
157 Ibid. 
158 ‘OECD.AI Database of National AI Policies Powered by European Commission and OECD’. 
159 Executive Order 13859 on Maintaining American Leadership in Artificial Intelligence. 
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federal engagement in AI standards. The U.S. Leadership in AI: A Plan for Federal 

Engagement in Developing Technical Standards and Related Tools emphasized nine essential 

goals for the US national strategy on AI standards, including concept and terminology, data 

and knowledge, human interactions, metrics, networking, performance testing, and reporting 

methodology, safety, risk management, trustworthiness160. The concept of privacy and security 

is mentioned nine times in total, most notably in compliance with international standardization, 

such as OECD guidelines on ethical approaches.161 

The White House has signed an executive order on ethical AI development.162 Yet it is 

still not fully clear how will American AI Initiative or the upcoming AI regulation in the U.S. 

will protect and secure personal data for in the AI or AI supply chain – but the priorities are 

clear as there is already developed a strategy for competition and cooperation, stating: “The 

race to research, develop and deploy AI and associated technologies is already intensifying 

strategic competition (…) the U.S. government must embrace the AI competition and organize 

to win it.163 

Thus, the national strategy on AI strongly emphasizes priorities related to technology 

and innovation development, primarily related to the private sector that includes key policies 

and practices such as ‘unleashing AI resources,’ ‘removing barriers to AI innovation,’ and 

‘promoting an international environment supportive of American AI innovation’ and other.164 

On the one hand, these new regulatory principles aim to enhance innovation by easing 

regulatory framework while contradictory on the other hand, to protect civil liberties while the 

US aims for keeping the AI global leadership status. 

 
160 ‘The U.S. Leadership in AI: A Plan for Federal Engagement in Developing Technical Standards and Related Tools’. 
161 The U.S. Leadership in AI: A Plan for Federal Engagement in Developing Technical Standards and Related Tools, pg. 16 

162 Lawrence, Executive Order: Supporting the development of guidelines for ethical development of artificial intelligence. 

163 ‘Final Report: National Security Commission on Artificial Intelligence’. 
164 Parker, ‘The American AI Initiative: The U.S. Strategy for Leadership in Artificial Intelligence’. 
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Executive Order on Promoting the Use of Trustworthy AI in Federal Government165 

highlights ten priorities on enhancing the trustworthiness of AI by supporting the development 

of selected guidelines for the ethical development of AI. Among these priorities, most relevant 

for the data protection and cybersecurity of the big data are ‘information privacy and the 

protection of one’s personal data’ and ‘safety, security, and control of AI systems now and in 

the future.’166 Nevertheless, no further explanation or timeframe is given on how and when the 

guidelines will be further executed through more detailed policies and actions. 

  The clear expression of the US ambitious plans on AI development and innovation is 

emphasized through The National Artificial Intelligence Research and Development Strategic 

Plan: 2019 Update “in order to effectively collaborate and engage with the private sector, 

academia, the public, and like-minded international partners.“167 Furthermore, as “advances in 

AI technologies have been largely driven by the American private sector,”168 this national R&D 

plan prioritizes AI innovation and growth by easing regulatory ‘obstacles,’169 at the possible 

cost of data subjects. 

The U.S. also set up a plan of ‘maintaining’ the global power when it comes to AI, 

partially mentioning its ambitious plans in the American AI initiative170 while prioritizing 

innovation and business and lacking focus on data protection. Through its plans, the U.S. states 

that cooperation with other states, global actors, and institutions is a key to their AI plan and is 

an initiator and supporter of a few. 

 
165 Lawrence, Executive Order: Supporting the development of guidelines for ethical development of artificial intelligence. 
166 Ibid. 
167 Saslow, ‘Understanding US Federal AI Policy’. 
168 Ibid. 
169 The National Artificial Intelligence Research and Development Strategic Plan: 2019 Update. 

 
170 “Recognizing the strategic importance of AI to the Nation’s future economy and security, the Trump Administration 

established the American AI Initiative via Executive Order 13859 in February 2019.” See: Executive Order 13859 on 

Maintaining American Leadership in Artificial Intelligence. 
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3.3. Implications of the Regulatory Framework on Data Protection and Cybersecurity of the 

Big Data 

 

Unlike the EU, there are fewer legal data protection implications for upcoming policy 

on AI and the US regulatory framework in general as the approach of the US towards data 

protection and AI in general is ethical. However, a strong(er) emphasis is on boosting 

innovation and preserving the leadership role in the global AI race. However, there are more 

implications for safeguarding data protection as a human right or the level of cybersecurity of 

personal data in the AI supply chain. By not laying down a federal bill that would emphasize 

safeguarding personal information through data protection as a human right thorough States: 

“the absence of a centralized federal data protection regime imposes a burden of legal 

complexity on anyone seeking access to protected data, whether an office of law or a security 

manager for a commercial entity (...) that leaves many data privacy grey areas, which in turn 

create far too much latitude for anyone seeking to use an individual’s data without notice or 

consent, whether for profit or protection of the nation.”171 

However, the lack of legal regulation in this field might have significantly contributed 

to the exponential growth of businesses, innovation, and, therefore, profit. Hence, by allowing 

the industry that benefits from the lack of data protection regulation, there has been the rise of 

the imbalance of power between users and corporations, especially digital platforms that live 

and profit from information gathering, and that urgently seeks for the State in the mediator role 

in order to provide fair practices, transparency, and ethical competition. Such platforms can 

also be natural monopolies, thus having the potential to reach for a power more potent than the 

 
171 Bignami, ‘European Versus American Liberty: A Comparative Privacy Analysis of Antiterrorism Data Mining’. In Cobb, 

‘Data Privacy and Data Protection: US Law and Legislation’. 
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national government as well as influence, which can be recognized as surveillance 

capitalism.172 

How is this causing further implications for AI and AI policy? With unbalanced power, 

“platforms can become knowledge monopolies in certain areas, such as AI development if they 

decide to aggressively invest to attract all specialists in a certain domain (…) lack of civil 

servants with the appropriate technical skills may undermine the ability of public authorities to 

adequately perform their duties and strike a balance between corporations and data subject’s 

interests.”173  

Furthermore, through the uncontrolled non-ethical approach of personal data gathering, 

together with the lack of federal data protection regulations that could safeguard personal 

information and guarantee ethical collection, storage, and processing, platforms can develop a 

potential tendency for manipulative actions on their users. Unlike the EU, the massive 

collection of data is not legally regulated on the federal level, having California as the only 

State as an exception, which means transcending such practices to AI-driven technology, could 

potentially escalate the current imbalance of the powers, thus not making any easier efforts on 

achieving the joint, ethical standard in the international framework that desperately needs 

human rights-oriented standards on data protection.  

 

Nevertheless, it seems that the regulatory policy framework covers data protection 

better than the legal regulatory framework, despite lacking more details on the execution of 

safeguarding personal data in the age of AI and cybersecurity of big data. Unlike in most of the 

examined key legislations, data protection and cybersecurity are adequately addressed, despite 

 
172 Cobb, ‘Data Privacy and Data Protection: US Law and Legislation’. 
173 Ferrándiz and Degli-Esposti, ‘After the GDPR’. 
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lacking further explanations on safeguards. However, here we also have a contradictory setting 

in which the American AI Initiative encourages unleashing AI to enhance access to high-

quality Federal data and easing further regulation to remove barriers to AI innovation while 

guaranteeing the maintenance of data privacy and security. In order to benefit innovation, the 

US aims to stay low when it comes to regulation of AI on the national level: “as such, it comes 

as no surprise that the US government’s vision of its role, as a regulator, is limited (…) the US 

government is focused on ensuring that it does not hinder the development of AI technologies, 

“allowing a thousand flowers to bloom.”174 

 

 

 

 

 

 

 

 

 

 

 

 
174 Finley, ‘Obama Wants the Government to Help Develop AI’. 
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CHAPTER 4. JURISDICTION OF THE PEOPLE’S REPUBLIC OF CHINA 

 

4.1. Cultural Values Presented in the Constitution: Positioning and Understanding The Right 

to Privacy 

 

Probably one of the most accurate approaches that could be taken in order to understand 

the type and development of specific human rights and their context within the contemporary 

Chinese values and standings is through historical perspective with a particular focus on the 

correlation of duties and rights that are reflected in the current Constitution as a combination 

of traditional values and Western imported vales since 1840.175  

However, China understands the concept of the rule of law differently than the West – 

including the concept of human rights: “For several decades in the PRC’s history, human rights 

were regarded as a concept of the West. (…) To encourage human rights was to encourage 

capitalism.” 176  Because of its historical experience, China has always prioritized state 

sovereignty and national security on the top of its national interest, ahead of human rights: 

“against the specific background in which China lost its sovereignty and the Chinese people 

were exploited by colonial powers, the concept of rights developed by the Chinese 

intelligentsia were different from universal principles, rather it served as an instrument – to 

realise the revival of China.”177 China’s Constitution heavily relies on the concept of social 

duties but is not supreme. Neither is the law itself, which allows political actors and the 

 
175 Ma, Zhao, and Liao, ‘The Values Demonstrated in the Constitution of the People’s Republic of China’. 
176 Men, ‘Between Human Rights and Sovereignty: An Examination of EU–China Political Relations’. 
177 Junru, ‘Understanding Human Rights: An Issue in EU-China Relations’. In Men, ‘Between Human Rights and Sovereignty: 

An Examination of EU–China Political Relations’. 
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government to bypass the Constitution 178  , especially in the name of public safety and 

sovereignty, which are considered to be above human rights.179 

As a socialist country, in which all nationalities of the People’s Republic of China are 

equal according to Article 4 of the Constitution, the Constitution emphasizes collective interest 

through development and collective rights. Furthermore, the closest elements of the 

Constitution which could, in some way, be drawn as a parallel to the rights of people and 

people’s ethical consideration in science and technology development, are the core pursuits of 

the Constitution presented as four values: progress, affluence, peace and safety, and 

harmony.180 Thus, liberties and rights go hand in hand with duties, not to emphasize individual 

freedom but rather to “serve collective goals.”181 This is also why specific academic resources 

state that “privacy law in China is therefore not the protection of personal information per se, 

but rather a monopoly of the legitimate use of personal information concentrated in the 

state.”182 Yet, when it comes to the right to privacy in China and its primary law, it can hardly 

be detected from the Constitution, either directly like in the EU’s constitutional treaty or 

indirectly through interpretation, like in the U.S. As visible through the Cybersecurity Law and 

2018 Specification when it comes to data protection, China acknowledges human rights and 

democratic approach but “understands it differently than the EU”183 and the West, resulting in 

personal information being introduced only as a ‘consumer right.’184 There are no special 

observatory boards monitoring violations of data protection, yet Cybersecurity Law introduces 

 
178 Chen, ‘An Introduction to the Legal System of the People’s Republic of China.’ 
179 Men, ‘Between Human Rights and Sovereignty: An Examination of EU–China Political Relations’. 
180 Ma, Zhao, and Liao, ‘The Values Demonstrated in the Constitution of the People’s Republic of China’. 
181 Ma, Zhao, and Liao. 
182 Lucero, ‘Artificial Intelligence Regulation and China’s Future’. 
183 Men, ‘Between Human Rights and Sovereignty: An Examination of EU–China Political Relations’. 
184 “When purchasing or using goods or receiving services, consumers enjoy the right to personal dignity, the right to have 

their ethnic customs respected, and enjoy the right to have their personal information protected.” See Article 4 of the Law on 

Protection of the Rights and Interests of Consumers, 2013 from China Law Translate. 
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State cybersecurity and informatization departments as key actors to monitor implementation 

and violations of the law and consumer’s rights.185 

Lastly, before further analysis is made, it is essential to mention how China advances 

in creating its own direction and approach in data protection legislation – not a long time ago, 

the U.S. sectoral approach ‘the thing.’ At the same time, today, it seems that EU’s GDPR might 

be the approach China aims, especially when it comes to covering a multi-sectoral field and 

more robust protection of consumer rights,  indicating China’s change of the course in which 

it dropped U.S. properties for the EU ones.186 Interestingly, the EU shows signs of its influence 

over certain aspects of China’s data protection regulation, especially with the Specification, 

according to an expert who took part in the drafting of China’s latest guidelines and which 

stated in 2018: “We are stricter than the U.S., but not as much as the EU,”187 which marks 

positioning of China in between of the EU and the U.S and creation of data privacy – with 

Chinese characteristics. 188  One such key component of the data privacy regulation with 

Chinese characteristics is “separation between privacy from private actors and privacy from 

the government.”189  Furthermore, like the EU, China considers data localization seriously 

when it comes to transferring data abroad due to national security priority but does not apply 

extraterritorial scope as GDPR in the case of CSL. In addition to this, there is no national 

observatory board, but there are good chances that positive changes are on the way with the 

Personal Information Protection Law.  

 
185 Creemers, Triolo, and Webster, ‘Translation: Cybersecurity Law of the People’s Republic of China (Effective June 1, 

2017)’. 
186 “China’s data protection regime is further aligning with the GDPR , good news for both Chinese companies wanting to go 

global as well as foreign companies already GDPR-compliant. “ See more: Chow and Li, ‘Podcast #23: China’s First 

Comprehensive Personal Data Law’. 
187 Tse, ‘Data Privacy Law’. 
188 Pernot-Leplay, ‘China’s Approach on Data Privacy Law: A Third Way Between the U.S. and the EU?’ 
189 Emmanuel Pernot-Lepay, “China’s Approach on Data Privacy Law: A Third Way Between the U.S. and the EU?,” Penn 

State Journal of Law and International Affairs (2020) 
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Nevertheless, China keeps holding a dual approach when it comes to data protection. 

In this way, it shows a unique approach to data protection which to some extent exceeds GDPR 

and U.S. law, and often some leave empty holes in law for keeping pace with innovation and 

time, but also for political manipulation. More examples are to be highlighted in the further 

analysis of individual legal instruments and policies. Furthermore, the key Chinese legal 

instruments closest to regulating data protection in China that will be relevant for artificial 

intelligence and therefore analyzed in the paper are the previously mentioned law-binding 

Cybersecurity Law of the People’s Republic of China (CSL) and the non-binding Information 

Security Technology – Personal Information Security Specification (GB/T 35273-2017) with 

a brief overview of the upcoming Personal Information Protection Law190 that will serve as an 

important basis for further AI regulation. 

From the policy perspective, three national plans and guidelines are selected for further 

paper analysis due to their impact in the context of data protection and big data cybersecurity: 

(1) New Generation Artificial Intelligence Development Plan (AIDP); (2) Made in China 2025; 

(3) Artificial Intelligence Standardization White Paper 2018; (4) Cybersecurity Standard 

Practice Guide: Guidelines for Artificial Intelligence Ethical Security Risk Prevention 

 

4.2. China Regulatory Framework Through the Prism of Data Protection and Cybersecurity 

Relevant for AI 

4.2.1. Legal Regulatory Framework 

 

China’s law-binding Cybersecurity Law of the People’s Republic of China (CSL) 

primarily introduces cybersecurity provisions, network information security, monitoring, and 

 
190 Qi et al., ‘China Releases Draft Personal Information Protection Law’. 
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legal responsibility with clearly defined fines in case of a law violation. It also introduces 

obligations, brief instructions for secure handling of personal information and security 

measures for network operators operating and processing personal information in Article 41 on 

the collection and use of personal information and Article 42 on not disclosing or destroying 

personal information, while Article 44 introduces prohibition of stealing or using illegal 

methods to acquire personal information.191 In addition, chapter 7 introduces the definition of 

personal information within the supplementary provisions, where personal information: “refers 

to all kinds of information (…) that taken alone or together with other information, is sufficient 

to identify a natural person’s identity (…),”192 similarly to GDPR.  

Like the U.S., China was following the path of multi-sectoral and sector-specific data 

protection. However, changes are introduced with the Cybersecurity Law where more 

significant data protection is introduced together with the cybersecurity requirements, hand in 

hand with the vision of China that public safety and security is a priority, above human rights193. 

CSL introduced strict regulations for consumer-businesses, companies and corporations, in 

some aspects reaching even further than the GDPR 194  while extending powers to the 

government for data collection in order to protect and maintain public safety: “China’s system 

is the difference between the strengthening of protection against private entities and the parallel 

increase of government’s access to personal data, as there is still no significant privacy 

protection against government intrusion.”195 That clearly differs from the EU’s approach that 

tends to protect personal data both from the business but also government sides.  

 
191 Creemers, Triolo, and Webster, ‘Translation: Cybersecurity Law of the People’s Republic of China (Effective June 1, 

2017)’. 
192 Ibid. 
193 „In 2015 the National Security Law and Anti-Terrorism Law allowed the government to collect any information for the 

sake of public welfare and national security.“ See: Sacks, ‘China’s Emerging Data Privacy System and GDPR’. 
194 Ibid. 
195 Li, Bronfman, and Zhou, ‘Saving Face: Unfolding the Screen of Chinese Privacy Law’. 
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 Moreover, one of the main slippery points in the Chinese laws perceived as a danger to 

efficient data protection is in China’s approach to law – its generality and vagueness:” The law 

constraints many dispositions and definitions where the lack of precision gives rise to questions 

placing entities in a state of legal uncertainty,”196 including law-binding CSL that, unlike non-

binding Specification 2018, has imprecise language and lacks a broad scope of definitions 

together with further instructions on personal information and data protection. Imprecision in 

law, therefore, allows certain judicial and political actors to interpret it more efficiently in a 

direction closer to what is considered to be the best for public safety and order.  

The non-binding Information Security Technology – Personal Information Security 

Specification (“the Specification”) could be seen as an example of good practice when it comes 

to guidelines on the protection of personal information. It was issued by the Standardization 

Administration of China in 2017 and came into effect in 2018 where even as a non-mandatory 

and non-binding regulation, it carries “a key implementing role concerning China’s 

Cybersecurity Law in respect of protecting personal information in China”197 in the context of 

the collection of personal data of employees or third parties, therefore mostly related to 

business operations. China has put a strong emphasis on laws to prevent emerging technologies 

from misusing personal data, as can be furthermore detected in the non-binding 2018 

Specification that is the closest document to the EU approach on data protection. It provides 

clear guidelines and comprehensive guidance for data protection, and it highly resonates with 

elements of the EU standards, including a broad range of definitions, showing that there is a 

good base to start from when it comes to creating appropriate law-binding data protection other 

than the Cybersecurity Law. The Specification defines its scope as “the principles and security 

requirements for the processing activities of collection, preservation, use, sharing, transfer, 

 
196 Cao, Chinese Law: A Language Perspective; Pernot-Leplay, ‘China’s Approach on Data Privacy Law: A Third Way 

Between the U.S. and the EU?’ 
197 ‘Personal Information Security Specification Commentary’. 
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public disclosure of personal information198  applicable to regulate processing activities in 

organizations, management, regulatory authorities, and agencies, therefore bringing more 

guidelines for the protection of consumer rights. Furthermore, the Specification introduces 

differences in prior consent from individuals in collection of directly collected personal 

information, indirectly collected personal information and collected sensitive personal 

information with exceptions where the Specification allows collection of personal information 

without prior consent directly related to national security interests, public interest. 

Similarly to the EU, China also took an effort to introduce emerging technologies and 

digital threats to personal information by adding additional protection through articles of the 

Specification, serving as a potential base for the creation of an ethical AI regulatory framework 

in China199, such as automatic-decision making and the right to appeal to the personal data 

subject in provision 7.10.,200 helpful for setting up a more substantial base for AI regulation. 

 

4.2.2. Policy Regulatory Framework 

 

China holds an advanced position when it comes to positioning cybersecurity in big 

data and AI, having CSL on which further policy and legal framework can be built, thus 

improved with the upcoming Personal Information Protection Law that will shift data 

protection closer to the European approach while keeping certain Chinese regulatory 

specifications, as briefly discussed in the previous chapter. Furthermore, when it comes to 

policy regulation relevant for data protection and big data cybersecurity in the age of AI, China 

has published several important policy documents such as the New Generation Artificial 

 
198 Section 1 of the Information Security Technology – Personal Information Security Specification (GB/T 35273-2017). 
199 Wagner, ‘China’s Cybersecurity Law: What You Need to Know’. 
200 Section 7.10 of the Information Security Technology – Personal Information Security Specification (GB/T 35273-2017). 
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Intelligence Development Plan (AIDP), Made in China 2025, and Artificial Intelligence 

Standardization White Paper 2018, among several other national-level policy documents. 

Observing globally, China had an early and strong start when it comes to AI 

development from a policy perspective, with a conscious effort to become a global leader in 

AI. Already in 2015, China published a 10-year plan of development plan to focus on becoming 

a technology-powered force and high-tech leading manufacturer in the form of Made in China 

2025 national plan that included AI as a vital part of innovation, industry, and economic 

growth. By being the “first national-level legislative effort that focuses explicitly on the 

development of AI as a unified strategy” 201  the New Generation Artificial Intelligence 

Development Plan (AIDP), China set out ambitious goals on becoming a global leader in AI 

by 2030, the trendsetter in defining ethical norms, and on AI monetization, thus setting up 

directions for geopolitical, legal and ethical, and fiscal development.202 The approach taken by 

China, besides economy and industry orientation, also focuses to “strengthen research on legal, 

ethical, and social issues related to AI, and establish laws, regulations and ethical frameworks 

to ensure the healthy development of AI”203 thus indirectly improving public and national 

security as one of the ultimate goals of AI policies in China.204,205 

Artificial Intelligence Standardization White Paper from 2019 is produced by the Big 

Data Security Standards Special Working Group of the National Information Security 

Standardization Technical Committee with institutional support from leading organizations in 

China in order to “promote the healthy, rapid, safe, and orderly development and expansion of 

AI technology applications.”206  While the paper explained the importance of AI industry 

 
201 Roberts et al., ‘The Chinese Approach to Artificial Intelligence’. 
202 Ibid. 
203 New Generation Artificial Intelligence Development Plan. 
204 Ruan, When the Winner Takes It All: Big Data in China and the Battle for Privacy. 
205 Roberts et al., ‘The Chinese Approach to Artificial Intelligence’. 
206 Artificial Intelligence Security Standardization White Paper (2019 Edition). 
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commercialization to play a positive role in accelerating innovation, industry, and information 

use efficiency207, it also tackled big data security threats, risks, and challenges on big data 

summarized through the standardization progress overview of national and international 

regulations.208 

Lastly, the Cybersecurity Standard Practice Guide: Guidelines for Artificial 

Intelligence Ethical Security Risk Prevention is the latest critical edition to China policy 

framework relevant for highlighting ethical security risks when it comes to AI. Despite its non-

binding status, the Guide provides crucial directions for safeguarding ethical security of 

possible risks, including “respect and protection of basic individual rights and the development 

of management systems and mechanisms for the construction of security risk management to 

realize open collaboration and shared responsibility.”209 Furthermore, the Guide emphasizes 

several ethical security risks in Section 3., among which is also the risk of infringement of the 

fundamental human rights, including personal privacy, and proposes measures for risk 

prevention under Section 4. by stating that the basic rights of individuals, including personal 

privacy and property rights with special attention to the protection of socially vulnerable 

groups.210 It is also essential to highlight the R&D Section 4.2. that states how no research or 

development of the AI that aims to harm people’s basic rights should be conducted.211 

 

 

 
207‘Global Artificial Intelligence Industry Whitepaper’.  
208 Artificial Intelligence Security Standardization White Paper (2019 Edition). 
209 ‘China: TC260 Releases Cybersecurity Practice Guide on AI Ethical Security Risk Prevention’. 
210 ‘China: TC260 Releases Cybersecurity Practice Guide on AI Ethical Security Risk Prevention’. 
211 Ibid. 
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4.3. Implications of the Regulatory Framework on Data Protection and Cybersecurity of the 

Big Data 

 

 After the brief analysis of legal and policy regulatory framework relevant for data 

protection and big data cybersecurity in the age of AI, four implications concerning further 

development for the AI regulatory framework have stood out: the state-centric regulation212 of 

privacy targeting primarily corporations to safeguard ‘consumer rights,’ 213  possible 

implications for the AI-enabled governance through Social Credit System214 and China’s plan 

on becoming the driving force behind the AI ethics on the global level, concluding with soft 

law versus hard law impact of regulations.215 

Among global AI trendsetters, China has put the most impressive focus on big data and 

understanding that big data security challenges are directly liked to AI development and has 

emphasized its efforts through its regulatory policy framework and national development plans 

on AI. It seems that even equally, or even more as innovation and industry, China prioritizes 

public and national security, thus producing a large number of regulations concerning 

cybersecurity elements, more than the EU and the US. In addition to this, China has an 

impressive way of integrating big data and cybersecurity in most of the examined regulations 

in this paper, thus exceeding the EU and the US when it comes to the integration of big data 

cybersecurity within the regulatory framework. Possible explanations lie behind the fact that 

China produces an enormous amount of data every second due to its large population and due 

to its strong focus on national security. 

 
212 Roberts et al., ‘The Chinese Approach to Artificial Intelligence’. 
213 Pernot-Leplay, ‘China’s Approach on Data Privacy Law: A Third Way Between the U.S. and the EU?’ 
214 Roberts et al., ‘The Chinese Approach to Artificial Intelligence’. 
215 Ibid. 
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 Regardless of stronger regulation on data protection than the US, unlike the EU, China 

focuses primarily on protecting ‘consumer rights.’ In other words, most of the previously 

presented regulations focus on regulating data protection and privacy between users or 

consumers and businesses or corporations with none or very little provided regulation for the 

government: “it is these large loopholes that are most revealing of China’s data policy (…) it 

may be argued that some broad consumer protections are present, but actually this is not 

extended to the government.”216  Furthermore, due to the generality and vagueness of the 

Chinese law217, the decisions on respecting the strength of privacy and violations would depend 

on the government’s decisions instead of  ‘legal and practical constraints. 218  This whole 

approach of safeguarding ‘consumer rights’ through the current legal framework by focusing 

data protection safeguards primarily in the private sector slightly clash in an interesting way 

with current AI policy plans on development in which the government promises to ease 

regulatory framework for the private sector in order to ”forcefully develop smart enterprises”219 

and boost innovation, like in the US.  

 Furthermore, despite being named as ‘Asia’s surprise leader on data protection220 due 

to a number of regulations passed concerning privacy, data protection, and cybersecurity, China 

is facing backlashes on its Social Credit System, mostly on the international level. Planned as 

a tool to “address China’s pressing social problems,”221 the system “did not just aim to regulate 

financial and corporate actions of business and citizens, but also the social behavior of 

individuals.”222 Noting that China strives towards becoming a level trendsetter in defining 

 
216 Laskai, ‘China Is Having an Unexpected Privacy Awakening’. In Roberts et al., ‘The Chinese Approach to Artificial 

Intelligence’. 
217 Cao, Chinese Law: A Language Perspective. 
218 In Roberts et al., ‘The Chinese Approach to Artificial Intelligence’. 
219 New Generation Artificial Intelligence Development Plan. 
220 Lucas, ‘China’s Artificial Intelligence Ambitions Hit Hurdles’. In Roberts et al., ‘The Chinese Approach to Artificial 

Intelligence’. 
221 Chorzempa, Triolo, and Sacks, ‘China’s Social Credit System’. In Roberts et al., ‘The Chinese Approach to Artificial 

Intelligence’. 
222  ‘Outline for the Establishment of a Social Credit System’. In Roberts et al., ‘The Chinese Approach to Artificial 

Intelligence’. 
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ethical norms on the global level as “China will actively participate in the global governance 

of AI, strengthen the study of major international common problems such as robot alienation 

and safety supervision, deepen international cooperation on AI laws and regulations, 

international rules and so on, and jointly cope with global challenges,”223 such approach with 

strong elements of cultural relativism resulted with global counteractions, as visible in the 

creation of Global Partnership on AI (GPAI), further explored in Chapter 5. 

Despite ambitious national plans which are positioning AI as the key priority for 

China’s development and global position, privacy continues to be the weak point that needs 

further development in order to ensure data protection as a human right. 

“China has announced to the world that it intends to become the global leader in 

artificial intelligence, both in terms of developing and deploying technology as well as 

governing it with appropriate laws and regulations. (…) As AI law continues to develop, 

it will likely follow a similar pattern of developing a monopoly on the legitimate use of 

AI as defined by the state.”224 

 

Fortunately, one of the most legislation pieces in drafting that will touch data protection 

in the AI regulatory framework is previously mentioned Personal Information Protection 

Law225  which is currently available as a draft that touches upon data anonymization and 

overseeing to protect cross-border data transfer, which can be considered as a significant step 

towards positive change. Together with the Personal Information Protection Law, CSL also 

serves as a basis for setting up AI regulation when it comes to data protection and already 

 
223 New Generation Artificial Intelligence Development Plan. 
224 Lucero, ‘Artificial Intelligence Regulation and China’s Future’. 
225 Qi et al., ‘China Releases Draft Personal Information Protection Law’. 
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making a contribution to drafts supported by the Chinese Ministry of Science and Technology 

as well as the new National New Generation AI Governance Expert Committee.226  

 Lastly, regulatory implications regarding soft law and hard law will impact the future 

of AI regulation as well. It seems that some of the most progressive and advanced currents 

passed legislation are those which are non-binding, such as the non-binding 2018 Personal 

Information Security Specification and Cybersecurity Standard Practice Guide: Guidelines for 

Artificial Intelligence Ethical Security Risk Prevention (as the proposed Personal Information 

Protection Law is still a draft when it comes to legal, regulatory framework on data protection). 

However, despite its formally non-binding status, these legislations can still shape and impact 

the regulatory framework and contribute to the further ethical development of legislation.227 

This is important as, for example, the Cybersecurity Standard Practice Guide: Guidelines for 

Artificial Intelligence Ethical Security Risk Prevention emphasizes within the security risks 

that basic rights also include the right to personal privacy “that should be respected and 

protected.”228, thus marking an important statement and a precedent for further development of 

the right to privacy in the age of AI. 

 

 

 
 

 

 
226 Gal, ‘China’s Approach to AI Ethics’. 
227 Bird, ‘China “Standardises” AI Ethics’. 
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PART II. GLOBAL CHALLENGES IN THE NEED FOR A GLOBAL 

SOLLUTION FOR DATA PROTECTION AND CYBERSECURITY: THE 

POSSIBILITY FOR THE GLOBAL AI GOVERNANCE? 
 

There are several definitions of global governance, from “the management of global 

processes in the absence of global government”229 to “totality of institutions, policies, norms, 

procedures and initiatives through which States and their citizens try to bring more 

predictability, stability, and order to their responses to transnational challenges.”230 

For the purpose of this thesis, I have identified three types of structures of global 

governance relevant for artificial intelligence in the context of privacy and security matters, 

such as data protection and big data cybersecurity: (1) international governmental organizations 

(IGOs); (2) intergovernmental forums and groups; (3) international multistakeholder initiatives 

which I will further examine in this chapter, as well as their strengths and weaknesses when it 

comes to implementing ethical global AI agenda.  

 This part of the thesis also examines the peace and collaboration-strengthening 

approach supported by most international AI initiatives versus national and arms race-oriented. 

This is important as often easing necessary regulations to boost innovation and position in the 

AI arms race comes with a price for human rights, data protection, and cybersecurity of big 

data. In my humble opinion, global ethical governance on AI should be about encouraging very 

much-needed regulations to safeguard human rights as well as the collective direction of efforts 

from a warfare-oriented approach towards innovation and a sustainability-oriented approach to 

achieve, i.e., sustainable development goals. Overall, global ethical governance should also be 

about not easing regulations just because of the data arms race that will heavily impact data 

protection safeguards: “users are the biggest potential losers in this race, with their rights to 

 
229 Riazati, ‘A Closer Look: Professor Seeks Stronger UN’. 
230 ‘Global Governance and Global Rules for Development in the Post-2015 Era’, 201. 
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privacy and personal data protection held up as a challenge to innovation.”231 Nevertheless, it 

is not an easy task for any international organization or initiative, bearing in mind that even 

though the main repeating ethical principles do not mutually exclude each other, “any global 

governance regime will face massive obstacles, especially for AI as it is the kind of technology 

that naturally resists structures and structures.”232 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
231Creemers, Triolo, and Webster, ‘Translation: Cybersecurity Law of the People’s Republic of China (Effective June 1, 

2017)’. 
232 Medhora, ‘AI & Global Governance’. 
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CHAPTER 5. INTERNATIONAL REGULATORY FRAMEWORKS AND 

TREATIES: AN OPPORTUNITY FOR CREATING ETHICAL STANDARD 

OF DATA PROTECTION OR FLEXING NORMATIVE POWERS? 
 

5.1. International Structures of Partnerships and Global Initiatives on AI 

 

OECD.AI database identifies over 600 AI policy initiatives in over 60 countries,233 

disclosing a strong tendency on moving towards localization instead of globalization when it 

comes to AI regulation, possibly “for the benefit of more local initiatives.” 234  Despite 

international efforts and international cooperation structures to create a universal approach 

towards AI to safeguard human-centric approach towards AI, country governments, 

corporations, and civil society structures are producing their own sets of recommendations, 

principles, and guidelines.235 Countries choose different approaches to AI regulation depending 

on their political, economic, and cultural values. 

However, separate development and different approaches towards “the development of 

regulatory frameworks and guidelines does not exclude similarities between the proposals.”236 

Interestingly, proposals coming from G20 countries are recurring regulatory schemes on six 

topics that also include privacy and safety/security concerns.237 Furthermore, an analysis of 21 

major ethical and influential guidelines (government, industry, science) published between 

2016 and 2019 reveals repeated issues that are being covered, with privacy protection as the 

major concern, is most represented, while safety and cybersecurity were the fifths among 22 

selected ethical aspects.238 There is a number of studies examining the similarity of patterns 

within global and national initiatives that focus on safeguarding the human-centric approach in 

 
233 ‘OECD.AI Database of National AI Policies Powered by European Commission and OECD’. 
234Giardino, ‘The Mirage of a Global Framework for AI Governance’. 
235 Ibid. 
236 Giardino, ‘The Mirage of a Global Framework for AI Governance’. 
237 Giardino. 
238 Hagendorff, ‘The Ethics of AI Ethics: An Evaluation of Guidelines’. 
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AI, thus creating a solid basis for starting serious conversations on global AI governance. 

Additionally, this paper humbly contributes to this thought. It examines similarities within the 

legal and policy regulatory framework of the three most influential jurisdictions for AI and 

their international involvement and efforts on global AI initiatives further explored through 

chapter 5. 

 

5.1.1. International Governmental Organizations 

 

All eyes are pointed at United Nations when it comes to the ‘responsibility’ of taking 

the first steps to shape the directions of AI and proposing guidelines for human-centred AI. 

The basis is already there – privacy is safeguarded in Article 12 of the Universal Declaration 

on Human Rights (UDHR) and Article 17 of the International Covenant on Civil and Political 

Rights (ICCPR). Although it can be widely discussed how successful the implementation and 

normative influence of the UN legislation is, it is important to understand that “though the 

UDHR is often violated, it creates an aspirational global standard (..) it acts as a guide to draft 

national and sub-national legislation, as a framework to assess (and sometimes “name and 

shame”) its application, and ultimately, as with the International Court of Justice, to penalize 

its violation.”239 Therefore, it is crucial that the UN takes these first and important steps, and 

they are slowly realizing, through the prism of UNESCO. 

UNESCO’s Ad Hoc Expert Group (AHEG) has issued the First Draft of the 

Recommendation on the Ethics of Artificial Intelligence240. The Recommendation provides 

recommendations on several ethical principles, including safety and security (cybersecurity) 

 
239 Medhora, ‘AI & Global Governance’. 
240 ‘First Draft of the Recommendation on the Ethics of Artificial Intelligence’. 
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and privacy within Section 2. Interestingly, the safety and security principle, besides focusing 

on ensuring safety and security throughout the lifecycle of AI systems, emphasizes that “safe 

and secure AI will be enabled by the development of sustainable, privacy-protective data access 

frameworks that foster better training of AI models utilizing quality data,”241 thus placing a 

focus on the importance of quality data utilization and privacy-protective frameworks.  

The Recommendation highlights privacy as a “right essential to protecting human 

dignity, human autonomy, and human agency”242 that must be safeguarded throughout the AI 

lifecycle, both individually or collectively. Furthermore, the Recommendation stresses the 

importance of establishing adequate data protection frameworks and governance mechanisms 

either by regulatory agencies at national or supranational levels that are as well protected by 

judicial systems. It is essential to mention that the Recommendation also understands the 

importance of applying innovative privacy-preserving approaches through privacy by design 

approach. Despite its non-binding nature, several policy actions are proposed with 

recommendations for the Member States to take action, and this matter for all explored 

jurisdictions in the paper, the EU, the US, and China. 

 

 Despite not having China as its member, the Organisation for Economic Co-operation 

and Development (OECD) is important for several decisions and recommendations regarding 

safeguarding human rights, including privacy and data protection. The OECD is vital for its 

non-binding Recommendations of the Council on AI243 that defines directions and obligations 

of achieving trustworthy AI by also emphasizing the importance of security and safety, directly 

related to data protection and cybersecurity of big data. Previously mentioned OECD.AI Policy 

 
241 ‘First Draft of the Recommendation on the Ethics of Artificial Intelligence’. 
242 ‘First Draft of the Recommendation on the Ethics of Artificial Intelligence’. 
243 ‘Recommendation of the Council on Artificial Intelligence OECD/LEGAL/0449’. 
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Observatory244 collects and informs on policy initiatives globally, thus providing an overview 

of the gravity, scope, and multicultural aspect important for further global governance 

development. 

 

Council of Europe (CoE) counts neither the US nor China as its members, yet all EU 

Member States are also members of CoE, thus have to follow the legally binding European 

Convention on Human Rights and respond to the European Court of Human Rights (ECHR) in 

case of ECHR violations. ECHR is essential for understanding data protection and recognizing 

it under the right to privacy as a human right, hence further influencing the protection of privacy 

in legislation relevant to AI. CoE’s Ad Hoc Committee on AI (CAHAI) has published 

recommendations for the regulation of AI in order to safeguard human rights while developing 

AI titled “Unboxing AI: 10 Steps to Protect Human Rights” 245 . As expected, the 

Recommendation fully aligns with ECHR, thus listing data protection and privacy under the 

7th principle to encourage safeguarding privacy.  

Despite not being directly aligned and connected to AI, CoE’s legally binding 

Convention on Cybercrime246 might come handy when it comes to certain aspects of data 

protection, partially and indirectly safeguarded through, for example, Article 19 on search and 

seizure of stored computer data or Article 20 on the real-time collection of traffic data. 

 

 

 
244 ‘OECD.AI Database of National AI Policies Powered by European Commission and OECD’. 
245 ‘Unboxing AI: 10 Steps to Protect Human Rights’. 
246 Convention on Cybercrime. 
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5.1.2. Intergovernmental Forums and Groups 

 

G7 and G20 groups collect leaders of selected countries over the world significant for 

their economic, trade, and similar powers. Due to its importance, the topic of AI could not 

surpass these intergovernmental forums: “the recent G7 statement on artificial intelligence 

serves as a good starting point for a more global discussion on the ethos that we want driving 

transformative technologies in general and AI in particular” 247 , enshrined in the G7’s 

Charlevoix Common Vision for the Future of AI. While G7 includes the US and the EU as its 

members, G20 is the one including China as well. Therefore, the G20 meeting might be of 

greater importance when it comes to laying partnerships on AI between the EU, the US, and 

China.  G20 AI principles are outlined in the G20 Ministerial Statement on Trade and Digital 

Economy that is supposed to, among other human-centered AI goals, “to provide a universal 

framework of values, principles, and actions to guide States in the formulation of their 

legislation, policies or other instruments regarding AI.”248 The Statement includes Annex with 

non-binding G20 AI Principles where human-centered values and fairness are wanted and that 

AI actors should “respect the rule of law, human rights, and democratic values, throughout the 

AI system lifecycle (…) these include freedom, dignity, and autonomy, privacy and data 

protection.”249 As visible, G20 AI Principles rely on the OECD Recommendation on AI and 

encourage Member States to follow existing frameworks aiming to safeguard human rights in 

AI. 

 

 
247 Medhora, ‘AI & Global Governance’. 
248 ‘Ministerial Statement on Trade and Digital Economy’. 
249 Ministerial Statement on Trade and Digital Economy’. 
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5.1.3. International Multistakeholder Initiatives 

 

The first and most known is the Global Partnership on AI (GPAI) which has been 

founded on June 15 in 2020, and established as “an international and multistakeholder initiative 

to guide the responsible development and use of artificial intelligence consistent with human 

rights, fundamental freedoms, and shared democratic values, as reflected in the OECD 

Recommendations on AI.”250 Founding members of GPAI include G7 countries with 13 or 

more members, including the European Union (EU) with OECD as a hosting secretariat and 

UNESCO as an observer in the partnership. GPAI’s Working Groups have already contributed 

a significant number of reports and findings and operate within OECD Recommendations on 

AI, building upon the policy framework further for the ethical AI and global AI governance. 

Although founding GPAI was mostly welcomed globally, what is missing from the website is 

the fact that the initiative started on the call of France and Canada to other G7 countries for 

starting the initiative which could set rules for AI – and while the U.S. avoided joining at first 

due to fear of overregulation which could harm innovation, they joined in establishing GPAI 

to counter China’s AI threat and ‘Orwellian surveillance apparatus’.251 Thus, this makes GPAI 

at least in some way politically empowered in a way that specific goals might go directly and 

firmly against the policy of another non-member country, making global agreement harder to 

happen. The next chapter will explore this topic further. 

 

Unlike GPAI, the International Alliance for a Human-Centric Approach to Artificial 

Intelligence (IA-AI) is in its early stage in 2021, launched by the EU mainly for preserving 

human rights in the center of AI development, innovation, policy, and law-making and open 

 
250 ‘GPAI Frequently Asked Questions’. 
251 Banarjee, ‘Can Global Alliance Stop China Becoming Artificial Intelligence Superpower?’. 
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for the EU bodies, governmental stakeholder, but also in some cases for EU and non-EU 

companies working on AI and individual experts. There is certainly a political interest, too, as 

the EU has to keep its status as a normative power, and therefore it will “undertake a unified 

approach on AI also internationally”252 in order to preserve itself as a front-runner in global AI 

ethical and legal framework. Still, the EU preserves its tradition in foreign policy to keep 

human rights above everything, which makes this coalition fully human rights-focused. 

 

Lastly, more business and economic focused is the latest World Economic Forum 

global initiative on AI named Global AI Action Alliance (GAIA) launched in 2021 that aims 

for achieving inclusive, transparent, and trusted AI while unlocking new economic value. With 

stakeholders primarily based on top companies, organizations with governments, and 

academics, further research will be done on designing and accelerating “the development and 

adoption of tools globally and in industry sectors.”253 

 

5.2. The Challenges of Transnational Lawmaking Affecting Safeguarding Privacy and Security 

of AI: Implications of the Prioritization of Geopolitical Interests 

 

The pressure is natural when speaking of the global AI competition in different fields 

– from a number of conducted research on AI, businesses to laid down policies and laws. Even 

in coalitions aiming for global governance, tensions can be felt, while cultural and political 

barriers between the West and the East could seem unsolvable – it can be challenging when 

one out of three central AI powers of the AI race have a significantly different approach to the 

 
252 ‘Action Document for an International Alliance for a Human-Centric Approach to Artificial Intelligence (Annex 4)’. 
253 Tedeneke, ‘World Economic Forum Launches New Global Initiative to Advance the Promise of Responsible Artificial 

Intelligence’. 
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understanding of human rights such as e.g., China: “For several decades in the PRC’s history, 

human rights were regarded as a concept of the west. (…) To encourage human rights was to 

encourage capitalism.”254  

Additionally, China also announced to the world that it intends to become the global 

leader in artificial intelligence, both in technology, policy- and law-making,255 while the U.S. 

concluded that “the U.S. government must embrace the AI competition and organize to win 

it.”256 The decisive clash of nationalism vs. globalism257 approach on the AI challenges, which 

can be assessed only by joint multilateral efforts, is no good news. Thus, GPAI political 

background of ‘western countries’ with ‘western values’ could highly provoke if the dialogue 

is not set up with the rest of AI and cyber powers – even if e.g., China does not fully approve 

approaches dictated by GPAI, communication is the key to prevention of possible conflict 

escalations and the key for possible collaborations in the future – maybe even on the global AI 

governance.  

On the other hand, other initiatives might be more successful when aligning values that 

connect the EU, the US, and China, as visible in the examples of intergovernmental 

organizations and forums that are already slowly and carefully entering the soft law approach. 

 

 

 

 

 
254 Men, ‘Between Human Rights and Sovereignty: An Examination of EU–China Political Relations’. 
255 Lucero, ‘Artificial Intelligence Regulation and China’s Future’. 
256 ‘Final Report: National Security Commission on Artificial Intelligence’. 
257 Harari, ‘Nationalism vs. Globalism: The New Political Divide’. 
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CONCLUSION 
 

Innovations and next-generation technology are emerging almost exponentially, 

affecting the daily lives of billions of people in all parts of the world of the digital age. The 

most important race of the first part of the 21st century has already begun – the competition for 

artificial intelligence development is impacting transnational relations, business, policies, and 

human rights, tightening relations between the U.S. and China that dictate the pace of AI 

leadership through less regulated settings to benefit innovation. At the same time, European 

Union carefully seeks ethical governance on advanced technologies in order to prevent possible 

human rights violations, such as the right to data protection. However, pressured to keep on 

track with the ambitious competitors from the West and East, the EU does not want to miss the 

AI race with the US and China. 

The aim of this paper was to answer the research question and its sub-questions in order 

to identify and understand similarities in the patterns of the EU, the US, and China legal and 

regulatory policy framework in the context of data protection and cybersecurity relevant for AI 

on which basis an ethical global AI agenda could be built on. Furthermore, the paper also 

provided an overview of the interconnection between data protection, cybersecurity, and global 

initiatives on AI and its importance for potential global governance on AI. Each of the selected 

jurisdictions was individually analyzed through its legal and policy regulatory framework, 

cultural values, and understanding of privacy through its primary law (the Charter/Bill of 

Rights/Constitution) and afterward mutually compared to understand if certain jurisdictions 

prioritize human rights, industry or national security as a primary goal achieved through the 

legislation and later on, through policies. By comparing highlighted findings on specific 

jurisdiction characteristics when it comes to defining data protection through the right to 

privacy as well as safeguarding data protection and cybersecurity of big data, I was able to 
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define three different approaches of each jurisdiction, but also similarities in the patterns which 

was later confirmed in selected examined AI global initiatives and that signed human-centric 

oriented AI non-binding documents by all three jurisdictions. Moreover, by additionally 

consulting scholarly papers and previously completed researches on the reoccurrence of ethical 

principles in AI policies and guidelines, I was able to detect the same pattern with the EU, the 

US, and China – despite differences in prioritization of human rights, industry or national 

security and in spite of different understandings of the right to privacy and approaches to data 

protection and cybersecurity of AI, there is a will, a plan, and a power to more or less act on 

these issues. 

 

Starting with the European Union – the legal analysis that covered a brief examination 

of the Charter revealed it is a part of the constitutional basis of the European Union that has 

legally binding power in safeguarding political, social, and economic rights within the EU, 

including the data protection as a recognized human right, thus revealing an advanced 

recognition and protection of ‘modern’ human rights of the next generation. In other words, 

the EU puts human rights at the core heart of its identity and external relations, often serving 

as an example of an ethical leader worldwide. As the Charter reflects cultural values of the 

European Union, it provided a strong direction for further safeguards and development of data 

protection in further examined legal instruments like GDPR that represents a groundbreaking 

regulation on personal information and data protection with the high scope and level of 

protection and a special observatory board that oversees GDPR implementation. As expected 

in the policy analysis, the common point of all published AI policy documents is the focus on 

developing a human-centric AI as the highest priority as well as international cooperation that 

could boost ethical AI development, while detected weaknesses include possible 
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overregulation or slow-moving innovation and the lack of privacy-preserving challenges 

awareness that could have been more presented in the form of increased big data cybersecurity 

awareness, guidelines, and plans. Furthermore, the EU is an excellent example when it comes 

to lawmaking and policymaking on the supranational level that is having wide jurisdiction and 

therefore impacts on the EU Member States. To conclude, the EU primarily strives towards 

achieving ethical plans yet lacks more economical and technical initiatives as well as business 

models that can align economic needs and interests with people’s values and standings on 

human rights. Through the Brussels effect, it successfully ‘exports’ prioritization of human 

rights, including the right to privacy and data protection, yet has to expand its horizon to the 

‘money game’. By becoming an example that can both protect human rights at the highest level 

and still profit from the AI innovation monetization, it would create an even more substantial 

effect that would resonate globally, not just through normative influence but through leading 

with an example. Until then, as the global AI race goes on, the EU is left behind ambitious 

China and the U.S. when it comes to innovation and business progress, but it is a clear winner 

in the race for the ethical approach to technology in order to preserve human rights and the 

world we know, from time to time influencing global actors as a normative power and 

achieving Brussels effect.  

In the case of the United States of America, the Bill of Rights protects the right the 

privacy, including data protection through judicial interpretation of the Fourth Amendment, yet 

without any ‘modern’ and harmonized regulation like GDPR on the federal level to safeguard 

personal information protection and security and without special observatory boards on data 

protection. However, this did not prevent the US from passing legally binding legislation like 

the USA Patriot Act on overseeing electronic communication for security reasons to overpower 

previously laid down ECPA on government monitoring and surveillance restrictions in 

electronic communication and digital data. The only GDPR-alike legislation is CCPA that 
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generally protects consumer’s data within California and California’s citizens only. Thus, 

relevant legislations related to data protection can be divided into the categories of national 

security and consumer protection, while the AI policies are following similar dynamic – AI 

innovation for internal goals and AI arms race for external, all in order to maintain the AI 

leadership globally. To conclude, the US would have to consider tighter control on data 

protection in the age of AI primarily due to the fact that AI lives on big data, especially when 

taking into account that the US is willing to ease regulations in order to boost AI innovation 

led by the private sector. While the interest of the individual data protection is not satisfying, 

the situation is better when it comes to the cybersecurity of AI – being set as one of the 

important priorities in the AI; it still lacks details on the execution of safeguarding personal 

data in the age of AI and cybersecurity of the big data. All in all, the US has a strong, champion-

based AI framework that will benefit innovation but will have to face and implement certain 

human-centric AI approaches coming from the international frameworks. 

Lastly, the People’s Republic of China has strong cultural values on collectivity and 

sovereignty emphasized through its Constitution, which prioritizes national security, progress, 

as well as harmony, with no specific directions and guidance for data protection. However, 

personal data protection is primarily introduced as a consumer right where corporations and 

businesses are obliged to follow additional regulations, while the government keeps almost 

unrestricted access in order to maintain public interests, national security, and harmony. 

Additionally, China has put impressive efforts when it comes to cybersecurity awareness, 

resulting in a law-binding CSL which can also be seen as an important step for further AI policy 

and guidelines, taking into account that among all global powers, China has enormous 

resources of data that has to be protected and handled securely. Additional non-binding 

legislation on data protection and personal information is introduced, yet with non-binding 

properties, that takes us to the conclusion that all security-related legislations are law-binding, 
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while legislation directed to protect personal data, even if more concise in some segments than 

GDPR, are still challenged with the non-binding status and no special observatory boards on 

data protection. To conclude, it is important to highlight China’s cultural understandings on 

human rights that have to be seen through the prism of China’s history and culture in order to 

be able to negotiate any kind of successful global governance: “as an important member of 

international society, China recognizes the value of human rights and democracy but 

understands it differently than the EU.”258 However, this should not be an excuse for not 

directly acknowledging data protection rights within the law-binding regulatory framework. 

Furthermore, the world can look upon China’s developed specifications on big data, legal and 

policy awareness, and implementation of big data cybersecurity in the age of AI and laid down 

standardization documents that ensure technology security and quality, as it aims to ensure 

global leadership in AI. 

When it comes to global governance on AI possibilities based on the identification of 

similar patterns within the jurisdictions of the most influential AI players, it is visible through 

already established AI initiatives that even though there are certain strong differences in 

prioritizing data protection and cybersecurity of big data, there is no direct mutual exclusion. 

The differences in priorities such as the EU wanting stronger regulation at the cost of 

innovation and the US wanting less regulation for innovation to flourish can be overcome with 

possible global solutions, i.e., further exploration of privacy-preserving solutions which could 

allow the advanced collection and safe usage of data for innovation while preserving the 

privacy of data subjects. Therefore, it seems that at least in the context of data protection and 

cybersecurity of big data, there could be an agreement among the EU, the US, and China, thus 

influencing the rest of the countries worldwide to law down the necessary framework for 

 
258 Men, ‘Between Human Rights and Sovereignty: An Examination of EU–China Political Relations’. 
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ethical AI global governance with the help of other global AI initiatives with the focus on 

privacy and security. 

This is important for establishing an urgently needed legally binding global framework 

to tackle global solutions with global joint efforts that is universal no matter the cultural 

differences, which could also serve as an important precedent for regulating other upcoming 

emerging technologies. Thus, no arms race should be more critical than human-centric 

innovation, sustainability, and peace. Therefore, global governance on AI should focus on 

similarities in the identified regulatory patterns, transcend cultural and national priority 

differences and aim for universal safeguarding of human rights in the age of AI, especially of 

the right to privacy, through solid data protection and cybersecurity of AI. This can be only 

possible with enormous efforts and open communication from all sides, especially from the 

Eu, the US, and China as three leading AI global trendsetters with international influence, and 

further research on the possibility of ethical global AI governance despite cultural differences 

in understanding human rights and for example, the right to privacy. 

 

 To conclude, this thesis research accomplished the aim of selecting and comparing the 

main legal instruments and policy plans of the EU, the US, and China relevant to data protection 

and cybersecurity in AI on which the ethical, global agenda or governance in the context of 

privacy be built and finding the similarities in the regulatory framework patterns on with the 

following conclusion:  

(1) legal and policy regulatory frameworks have challenges to keep pace with AI innovation, 

including data protection and cybersecurity of the AI supply chain provisions relevant for AI 

governing both on the national and international level;  
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(2) despite different detected key prioritization (human rights/industry/national security) within 

jurisdictions, all currently developed national policies and plans on AI have a special section 

for achieving trustworthy AI related to preserving data privacy and security;  

(3) selected jurisdictions rely on the private sector to led AI innovation development, which on 

the other hand seeks easing of the regulatory framework, especially when it comes to accessing 

data for the AI that feeds on big data;  

(4) among others, AI innovation and development is the most important key driver for mutual 

collaboration between states, followed by interest to preserve human rights such as the right to 

privacy and data protection and challenges on how to achieve it without overregulating the 

private sector;  

(5) currently, there is more focus set on developing national regulatory frameworks and plans 

than to participate in setting up the basis for ethical global governance or agenda on AI, which 

could result in a very much needed treaty relevant for data privacy and security; 

(6) at the moment, examined jurisdictions prioritize the creation of national regulatory 

frameworks, agendas, and priorities with a rising trend to spread to international affairs as well 

as participating in the global initiatives and organizations when it comes to AI and AI 

challenges, including data privacy and security; 

(7) shared tendency to become the most developed AI power globally (AI leadership), 

including the field of AI innovation and AI lawmaking and policymaking; 

(8) while the scope and level of protection differs when it comes to data protection within 

selected jurisdictions, there is more or less a direct recognition of data protection either as a 

human right or a consumer right, thus impactful enough to further direct national plans and 

agenda on AI; 
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(9) the Brussels effect is present in the topic of data protection, as visible with the EU’s GDPR 

example and its global influence, thus making way for further normative influence for the EU 

globally with the AI policy; 

(10) existence of soft law versus hard law challenges either on the supranational level within 

differentiating opinion of members states on the ‘law hardness’ (the EU), lack of hard law on 

the federal level (the US), or lack of legally-binding legislation that appropriately safeguard 

the personal data (China). 

 

This thesis research aimed to humbly contribute to the available research on global 

governance on AI that yet has to be more researched and developed in order to successfully 

plan, execute and monitor a human-centric approach to AI and the rest of disruptive and 

emerging technology that is yet to come, and that is urgently needed to be brought in order to 

safeguard human rights, especially the right to privacy as well as the security of the data. 
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