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Abstract  

The European Union and United States have been subject to various campaigns of 

disinformation. The attacks originate not only from other states, but also from internet users 

themselves. Governments are now attempting to tackle disinformation and subsequently 

reform internet governance. Policy makers are required to respect and adhere to fundamental 

rights of citizens, when creating regulations. The study analyzes current frameworks and 

contributes with one of its own. The proposed framework aids to understand the current 

limitations of internet governance regulating freedom of speech. The results show that, on the 

one hand, the European Union tends to overregulate speech, while the United States 

insufficiently addresses the issue. As experienced during the COVID-19 pandemic, 

disinformation is a threat to society and has the potential to not only impact democratic 

processes but also public health. Nonetheless, countries have to be careful when implementing 

regulations and restrictions on the freedom of speech online in order to protect the fundamental 

rights of citizens in democracy.  
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1.1 Introduction  

In the presidential election of 2016, Russia deployed a campaign to interfere and attack 

the integrity of the United States democracy. They established a network that included around 

4.5 million accounts, disseminating polarizing disinformation (Badawy, Ferrara & Lerman, 

2018). Another example is France, where one news outlet spreading disinformation generated 

over 11 million interactions per month (Fletcher et al., 2018). Also, the United Kingdom fell 

victim to a false information campaign during the 2016 referendum, that sparked controversy 

and yet another inquiry into attempting to form policies fighting disinformation 

(Sabbagh, Harding, & Roth, 2020).  

 

Considering the rapidly growing threat that stems from disinformation, governments 

have taken over the role of forming and implementing policies. Especially, the European Union 

has declared itself as the leader against this information war. The Union has been at the 

forefront of internet governance and setting examples with the General Data Protection 

Regulation (GDPR). As part of internet governance, disinformation has accelerated to the top 

of the national security  agenda.  Nonetheless, governing the internet is not only the obligation 

of states but includes many more actors from the private sector and civil society. Afterall, the 

concept of the internet was always set out to regulate itself,  but states have stepped in as the 

authority to govern.  

 

Despite the above mentioned efforts, states have reacted very slowly to the this 

cyberthreat, but are attempting to tackle the issue. The integrity of democratic processes is 

directly attacked by the circulation and dissemination of disinformation. The internet is used 

by billions of people that follow certain protocols and guidelines. These are partly set by 

organizations and governments but also by internet providers.  
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Therefore, approaches to regulate disinformation have to be in accordance with the 

fundamental right of freedom of speech. There is a risk that regulations may restrict this 

freedom and promote censorship.  The US has been slow to react, but is trying to push for 

transparency in their policies. The approach is to absolutely protect the first amendment online 

and offline, rather than restricting speech. While this approach doesn’t infringe on the freedom 

of expression, there is no control over disinformation. The European Union has a different 

philosophy on freedom of speech, which is also reflected in their approach on tackling 

disinformation online. They shift the liability to the private sector and therefore have 

implemented a system of governance that is essentially regulated by the social media 

companies and content providers. The new proposed Digital Service Act (DSA) is 

accompanied by a bulk of concerns about enabling censorship.  

 

The current literature provides a sufficient overview of the history of internet 

governance. Also, there are multiple attempts of analyzing the impact of internet policies 

regarding threats. Generally, disinformation is not seen  or treated as a cyber threat. On top of 

that, there is a clear lack of frameworks that respect the freedom of speech while implementing 

policies governing the internet. This study tries to explore the current frameworks of the US 

and the EU and further suggest a possible framework to identify disinformation. First, it defines 

the important concepts related to the issue; internet governance, disinformation and freedom 

of speech, then examines the current regulations and proposes a framework on its own. Lastly, 

the discussion focuses on what policy makers should adhere to when tackling disinformation. 

The aim is to analyze the shortcomings of the present regulations through the proposed 

framework, which respects the fundamental right of free speech, and discuss the limitations of 

internet governance when essentially censoring speech. 
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2 Literature Review  

This study tries to explain three major concepts. First, the history of internet governance 

is examined while establishing a common definition for it. Important works from Mueller and 

DeNardis are taken into consideration as well as inputs from the European Commission and 

UN. Further, cyber threats present an important factor in understanding from which standpoint  

policy makers create regulations for internet governance. Surprisingly, disinformation, which 

is the focus of the study, frequently misses in cyber threat risk assessments. The phenomena of 

fake news has been a critical threat to the integrity of democratic process, however policies 

have failed to effectively address the issue. Concluding, this balancing act between censorship 

and respecting the fundamental rights of citizens requires an investigation into the definition 

of freedom of speech.  

 

2.1 Internet Governance  

The nature of the internet is cyber-physical and therefore disrupts current policy and 

governing mechanisms. Depending on ideologies or governance structures, the internet differs 

from country to country. This results in not only government policy making but also includes 

private actors, i.e. internet and content providers. To understand this, we have to look at the 

structure of the internet. Generally, the internet has no physical state. What we perceive as the 

internet is a standardized set of software instructions, also called protocols. These are used to 

send data over a network to unique addresses. Making use of the protocols, networks are able 

to communicate with each other and establish a global network. These networks can be owned 

by private entities, organizations or by the public, which either control and run their own or 

grant access to external users or nodes (Mueller et al., 2007). These protocols set certain 

limitations that will be further discussed in the thesis, however, are produced by the private 

sector, which shifts the distribution of power between governments to private actors and users. 
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As a result, governments find difficulties to govern and regulate the internet without infringing 

on the user's freedom.  

 

The term internet governance initially originated from a very narrow set of policy issues 

that were directed at the global coordination of domain names and addresses (Mueller, 2010, 

p.9). While previous definitions merely covered a minor part of the internet, there were already 

attempts of trying to establish governance. The UN installed a working group to define internet 

governance, find policy issues related to the internet and develop a common understanding of 

roles and responsibilities of governments and other actors. The definition that was published 

is:  

 

“Internet governance is the development and application by Governments, the private sector 

and civil society, in their respective roles, of shared principles, norms, rules, decision-making 

procedures, and programs that shape the evolution and use of the Internet” (WGIG, 2005).  

 

The definition includes the private sector and civil society as well, which are usually 

not part of the inherent policy making process. However, it still comes from a very classical 

centralized view on policy making. To keep in mind, in reality internet governance takes place 

within the interaction of millions of users (Mueller, 2010, p.9). We have to examine a bigger 

picture and take decentralized policy making into account as well. Without acknowledging the 

responsibilities of private actors and civil society, applicability and implementation of 

frameworks are not successful. However, there are still variables and factors to consider that 

can be governed by governments.  
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Moving further with the definition of governance we now have to include the role of 

private actors and civil society within the decision-making process and the influence of them 

in providing and operating networks. Mueller et al. identify three general areas that are 

subjective to internet governance. The first one is technical standards. These include network 

protocols and data formats. The second is resource allocation and assignment which are internet 

identifiers such as IP addresses and their unique and exclusive use. The last area is human 

conduct on the internet. While the first two focus on the technical operation of the internet, the 

later includes much more from cyberattacks to intellectual property infringements, copyrights 

and the freedom of speech. The three areas display that the core policies have to be in line with 

private actors and users to ensure freedoms on the internet (2007).   

 

DeNardis provides more insight on how the human component influences protocol 

making and subsequently the distribution of decision making on the internet (2014, p. 69-71). 

The approach used to construct the internet was decentralized and leans on the interaction of 

the users themselves. While this is out of the scope of the study, more insights on internet 

governance regarding the human component can be found in her book “The Global War for 

Internet Governance”.  Ultimately, the definition proposed by the UN does not take the 

collective approach that is needed to govern the internet into account and misses the inherent 

nature of it. 

 

While the EU is utilizing the proposed definition by the UN, they have focused on and 

included various areas of internet governance. The Singe Digital Market encompasses any 

policy making regarding the internet and rests on the same principles the European Single 

Market is built on. Free movement of persons, services and capital under common and fair 

conditions for individuals and businesses (European Commission, 2020). The EU has been 
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trying to involve all stakeholders and has complemented existing frameworks and the definition 

set by the UN in the Declaration by the Committee of Ministers on Internet governance 

principles. Emphasizing human rights, democracy and the rule of law, they also focus on 

multistakeholder governance (Council of Europe, 2011). This amendment to the declaration 

includes that all public policy related to the internet should enable full participation of all 

stakeholders in every country.  

 

To conclude, we arrive at a definition that is still broad but now includes all aspects that 

are concerned with internet governance: 

 

“Internet governance is collective decision-making  by  owners,  operators,  developers,  and  

users  of  the  networks connected by Internet protocols to establish policies, rules, and dispute 

resolution procedures about technical standards, resource allocations, and/or the conduct of 

people engaged in global internetworking activities” (Mueller et al., 2007).  

 

It offers a decentralized approach including all stakeholders in the policy and decision 

making process to safeguard the freedoms of all actors.  

 

Before going further, we have to make the distinction between cyberspace and the 

internet. The literature does not provide a sufficient definition to differentiate the two terms. 

As discussed earlier, the internet consists of networks that communicate with each other. 

Independently of who is providing the service, users have access to it. It provides a distinct 

form of communication, transfer of information and other services. The easiest example for 

utilizing the internet is writing and sending an email. Cyberspace on the other hand, is a much 

broader subject. There are networks that have no access to the internet, hence they are not 
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communicating with other networks. Further, the term offline provides a sufficient example 

that includes activities in cyberspace, however not on the internet. Devices can be used without 

the internet (offline) and still stay in the realm of the cyberspace. One example that aids to 

understand the difference between cyberspace and the internet is Stuxnet. The virus was 

designed to attack the computer systems that were controlling the speed of centrifuges within 

the Iranian nuclear powerplant Natanz. The computers were air-gapped from the internet and 

therefore not reachable except physically. Therefore, the attackers had to plant viruses that 

spread over flash drives. Attacking five outside companies that were believed to be in close 

contact with the powerplant, until one flash drive reached its target (Zetter, 2014). The virus 

was not connected to the internet, but was still active within the realm of cyberspace.  

 

2.2 Cyber threat 

To define cyber threats, there is a necessity to also examine the definition of cyber 

security. Security was defined by Wolfers in an objective sense as the absence of threats to 

acquired values (1952, p. 485). To relate this to cyber space the definition requires additions 

and clarifications due to the fluidity of the realm. First, the domain does not have clear boarders 

or frontiers. This results in unsure lines of defense, while attacks and threats can virtually 

happen anywhere. Secondly, due to the structure of the internet, networks are numerous and 

connected to various types of other infrastructures. Plus, cyber space provides almost infinite 

points of entries. Thirdly, the impact of threats or attacks can be locally but spread throughout 

networks (European Organization for Security, 2010). Cyber security does not necessarily take 

place on the internet and can take on physical forms as well. This is where the distinction 

between cyber space and the internet becomes progressively important.  
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Threats to the cyber space are also categorized as threats to the internet, which are 

specific to the structure and nature of the internet. However, we have to keep in mind, that even 

though the threat or attack happened somewhere not connected to the internet, it still has the 

capabilities to spread to other networks and therefore advance on the internet. The usage of the 

internet leads to a more complex assessment of security within cyber space. Of course, both 

terms are overlapping and relate to each other. The challenges with internet security are 

demanding an require further examination. Software and protocols are designed by humans 

and accessible to essentially anybody who is on the internet. Humans make mistakes and once 

an attack has pierced through, networks that are connected can also be infiltrated. This causes 

internet security to be even more exhausting. On top of that,  the previously mentioned 

additions and clarifications of the security of cyber space are also applicable for the internet as 

it is part of the cyber space.  

 

Establishing cyber and internet security helps us to understand how to define cyber 

threats. The term cyber threats will be used for all threats regarding the cyber space and the 

internet as they can be subject to both.  

 

Threat is defined within the European Commission’s proposal for a cybersecurity 

taxonomy as a potential cause of an unwanted incident, which may result in harm to a system 

or organization (2019). The definition is also in accordance with the International Organization 

for Standardization and therefore uniform with other actors. While broad, it complements the 

above mentioned points about cyber/internet security, but also needs more clarification and an 

improved scope. However, before assessing advancements to the definition we  have to 

examine the different categories of cyber threats that are currently considered in the literature.  
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First, we have to make the distinction between attackers, which are perceived as threats, 

and tools of the process. Both are categories of cyber threats, however the discrepancy provides 

more insight on how to manage threats and later on construct collective policies that are 

effective.  

 

Attackers can be categorized in different groups. While “hackers” are perceived as the 

major source of attacks, the term seems too broad and doesn’t capture the motivations behind 

the attackers. In total, there are five classifications of groups. First, advance persistent threats 

(ATP) are one of the most dominant drivers in cyber-attacks and warfare. The term exemplifies 

state guided attacks and is focused on digital spying and espionage. The next group is organized 

crime, which are mostly concentrated on some sort of economic benefit. Insider threats can 

cause a lot of damage, however motivations can range dramatically. From employees, who are 

displeased and want to hurt the company or organization to financial motivations. Another 

category are hacktivists. Their motivations range from political views to religious or cultural 

beliefs and other ideologies. The last group of attackers are script kiddies or noobs. They use 

whatever tools they have available online to attack targets. They are important to mention 

because of the sheer amount activity they produce (Andress & Winterfield 2014, p. 28-30). 

Categorizing attackers is important to provide an overview of motivations and actors which are 

part of cyber space and the internet. Moreover, it presents options and objectives to optimize 

internet governance once actors are defined and categorized. Of course all of the above 

mentioned types of attackers can overlap and converge in different motivations.  

 

Attacks require tools and techniques that are directed to harm, observe or infiltrate a 

specific target. The major steps to an attack are recon, attack and the exploit. Tools and 

techniques can also be classified in four different areas. Of course, this field is very dynamic 
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and fluid and continuously produces new technologies and machinery, however the main 

categories are reconnaissance, attack, exploit and social engineering (SE) (Andress & 

Winterfield 2014, p. 24).  

 

So far we have established and defined internet governance and have taken threats and 

security into account. Furthermore, the examination of cyber threats demanded an investigation 

into cyber security, which also includes the security of the internet. The literature shows, that 

there have been efforts made to define threats and categorize groups of attackers as well. 

However, this study is focused on the limitations of internet governance in regards to free 

speech. Most of the current threats in the literature point to an effort to assert harm through 

gaining some sort of asset, whether this is information, data, knowledge etc. Yet, there is one 

component missing which requires further investigation into the definition of threats which is 

disinformation. Considering that there have been efforts to interfere in elections, i.e. the 2016 

US presidential elections or the UK Brexit referendum, through disinformation it grants further 

research (Sabbagh, Harding, & Roth, 2020). The issue at hand is, how to control deliberate acts 

of disinformation in a decentralized governing system without infringing on fundamental 

human rights on freedom of speech.  

 

2.2.1 Disinformation (and misinformation) as a Cyber Threat  

We have already established the definition of what a cyber threat is, however to 

incorporate disinformation as one, there are more aspects to examine. Disinformation is not 

mentioned in most of the literature on cyberthreats, due to the nature of it. As discussed earlier, 

the sources of threats don’t include a group that might fall into the category of spreading 

disinformation. This also becomes apparent when we examine the steps to an attack; recon, 
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attack and the exploit (Andress & Winterfield 2014, p. 24). Disinformation is left out because 

there is no clear perpetrator, steps, procedures or protocols that are followed.  

 

First, the European Commission understands disinformation as, “verifiably false or 

misleading information that is created, presented and disseminated for economic gain or to 

intentionally deceive the public, and may cause public harm” (2018b). Important to understand 

is that the definition of harm in this case builds on the previously discussed one, however 

broadens in regards to public harm. Public harm are threats to democratic processes as well as 

to public goods such as citizens' health, environment or security (European Commission, 

2018b). This provides a clearer picture of what disinformation is and how to categorize it. 

Nonetheless, we have to make the distinction between disinformation and misinformation as 

well. Misinformation is “verifiably false information that is spread without the intention to 

mislead, and often shared because the user believes it to be true” (European Commission, 

2021c). The difference between the two is immensely important. Both require different 

handling, nonetheless have the potential to cause private and public harm. Although, 

disinformation is associated with being a threat online, it has not been taken into consideration 

by the literature. There have been efforts by the European Union to address the issue, however, 

rethinking id required.  

 

We begin with the IT-Grundschutz catalogue of Germany. Generally, harm has to be 

done to assets, knowledge, objects or health. They go further and provide a definition for harm 

in the realm of cyber space and especially on the internet. A potential cause of an unwanted 

incident that impairs or jeopardizes the availability, integrity, or confidentiality of information 

which can inflict harm to users and owners of the data or information (Federal Office for 
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Information Security, 2018). While this definition is still broad, it fulfills the requirements to 

include disinformation as a cyber threat.  

 

In many instances, it is unclear were the information is coming from, especially with 

social media. This is where the human component can help to explain more. Humans are both 

functioning as the actor and the target. Nonetheless, there have been artificial intelligence (AI) 

programs developed that are capable of creating and disseminating disinformation. However, 

humans are ultimately involved and directing such programs to intentionally spread “fake 

news” content. Further, disinformation is extremely hard to differentiate from misinformation. 

However, the distinction is important to combat both. As mentioned earlier disinformation and 

misinformation require different responses (Caramancion, 2020). Disinformation comes from 

a place of intent. There may be different factors involved on why an actor wants to spread 

malicious information, but its nevertheless dangerous. Especially, the damage done to the 

public can take on immense forms. Misinformation poses an even greater challenge to internet 

governance. It is spread without intent and the user truly beliefs in it, which categorizes it as 

free speech. There are many different angles to consider, i.e. how much of the information is 

actually false, what is the reach of the misinformation within the social media cycle, what are 

consequences of this information, what is the degree of harm it poses, etc. Nonetheless, both 

have the potential to threaten assets, knowledge, objects or health and the democratic process. 

Therefore, we have to include especially disinformation as a cyber threat.  

 

In combination with the above mentioned points, disinformation has to be incorporated 

as a  cyber threat and therefore be part of the internet governance. However, as this issue is 

very delicate and sensitive, there are other factors that have to be taken into account. Regulating 

disinformation is complex and might threaten fundamental human rights, i.e. the freedom of 
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speech. The distinction between disinformation and misinformation aids to understand the 

threat and define the scope. The IT-Grundschutz catalogue contributes with an improved 

definition of cyber threats that includes the disinformation.  

 

2.3 Freedom of Speech  

Freedom of expression and speech is a fundamental right within the European Union, 

however, there are grave differences on how freedom of speech is governed compared to the 

US. In order to compare and show limitations of governance, we have to assess the 

dissimilarities and scope both. Ultimately, this will have a grave impact on how disinformation 

will be assessed and governed.  

 

2.3.1 Freedom of Speech European Union  

Freedom of speech and expression are both covered by the European Union’s Charter 

for Fundamental Rights (Article 11) and the European Convention on Human Rights (Article 

10) (FRA, 2000; ECHR, 1953). The European Court of Human Rights (ECHR) has listed two 

major reasons for the importance of freedom of speech, first, it is an essential foundation of a 

democratic society and its progress and second, it is critical for the development of every man 

and women. Further, the freedom of speech is vital for open discussions and opinion forming. 

The political debate often enjoys a greater degree of protection than other forms. This is 

important to ensure the fundamental rights of Europeans, develop new ideas and to exercise 

criticism (Nieuwenhuis, 2000).  

 

Nonetheless, there are certain limitations laid out to freedom of speech, by the Article 

17 of the European Convention on Human Rights. It states that:  
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“nothing […] may be interpreted as implying for any State, group or person any right 

to engage in any activity or perform any act aimed at the destruction of any of the rights and 

freedoms set forth herein or at their limitation to a greater extent than is provided for in the 

Convention” (ECHR, 1953).  

 

The reason for this article is the prevention of anti-democratic movements expressing 

themselves. This is mostly, due to the history that Europe has faced in the past of fascism and 

communist repression of the East. Therefore, the constitution of European countries, i.e. 

Germany, has the ability to impose limitations on the freedom of speech. The law has been set 

out to honor and protect human dignity and the assumptions on which democracy is founded 

upon. Hence, there are certain elements that protect democracy from ideas that are opposing 

and contemptuous of human dignity (Nieuwenhuis, 2000).  

 

The above mentioned points provide the basis for the ECHR, which establishes the 

grounds for limiting free speech in case law. The court has founded the definition of “pressing 

social need” and a proportional restriction which evaluates speech that threatens or attacks 

human dignity. This includes hate speech and glorification of violence which may be subject 

to restrictions. Further, the utterness of racial speech is prohibited due to the infringements or 

threats to the rights of the minority groups (Nieuwenhuis, 2000). 

 

The underlying approach and philosophy of freedom of speech within the European 

Union lies in the tolerance and respect of others. Freedom of expression is granted as long as 

it does not threaten democracy or the fundamental rights of others.  
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2.3.2 Freedom of Speech United States of America  

In the US the first amendment of the constitution is the protector of the freedom of 

expression. The Supreme Court has been immensely clear and strict in protecting the freedom 

of speech. The philosophy behind the court’s decision often relies on “marketplace of ideas”. 

The assumption is that superior ideas will prevail over bad ones. John Stuart Mill originally 

founded his ideas on the basis that no one alone knows the truth and the competition of ideas 

is the preeminent solution in separating the falsehoods from fact (Schultz & Hudson, 2017).  

 

Moreover, the Supreme Court has defined two imperative reasons why the first 

amendment in multiple instances. The freedom of speech is not only an individual liberty but 

also a good unto itself and it is essential for a common quest for the truth and the vitality of 

society (Nieuwenhuis, 2000). Compared to the European interpretation of freedom of 

expression, there are similarities to be found. The prevalent drive for progress and quest for 

truth within a society is highly regarded in both interpretations and illustrates the importance 

of opinion-forming and therefore political debate.  

 

The greatest difference between the two approaches is that there are almost no 

limitations to free speech in the US. In the eyes of the US Supreme Court, the “marketplace of 

ideas” provides a natural selection process for ideas. Therefore, speech that might be offense 

to minority groups or even go against democracy are not illegal, however, in theory will also 

not survive. Arriving from the assumption that in a democracy, the people have the highest 

power and therefore every political idea should be considered. Following the logic, the US 

democratic debate could potentially lead to the abolishment of democratic freedoms. However, 

the “marketplace of ideas” would conclude that comparable thoughts, ideas and debate will not 

survive (Nieuwenhuis, 2000). 
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Both approaches are founded in similar ideas and philosophies. The US has a stricter 

interpretation of limitations on free speech than the European Union. The only limitation that 

can be found in are instances, where speech incited violence. Even then, the courts have been 

very careful in prohibiting the freedom of expression. In the case of disinformation internet 

governance and therefore also regulating free speech, the two approaches have different effects. 

In the following section, the different frameworks and regulations for combating 

disinformation will be provided.  
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3 Frameworks on Disinformation  

Internet governance has to be a collective effort by all stake holders involved. The 

decision-making process on specific policies not only calls for a multistakeholder model but 

also requires private actors and users to be the enforcement mechanism. The cyber and in our 

case especially internet realm is constantly evolving and requires flexible, sustainable and fast 

adaptations to procedures, rules and operation. Further, threats on the internet in our society 

are emerging and developing as fast as the internet is changing. The inclusion of disinformation 

as a threat is vital to assess threats correctly and treat them accordingly. Nonetheless, individual 

rights have to be respected while accomplishing that. Especially, the enigmatic relationship 

between disinformation and freedom of speech, demands governments to be careful in 

governing the internet.  

 

In order to assess the limitations of the governance of freedom of speech and 

disinformation on the internet, we have to examine the existing frameworks. The internet is 

governed on multiple different levels, the top level is for the most part governed by the 

International Corporation for Assigned Names and Numbers (ICANN). The next level are 

either regions or the national level itself. In our case, we will examine the European Union and 

the United States of America. Due to the nature of ICANN and their multistakeholder model 

of governance, it is interesting to see how such an approach applies in real life. The 

investigation into the European Union and the United States delivers two approaches to internet 

governance and specifically to freedom of speech. Both actors have completely different 

philosophies and approaches on regulating the internet. Privacy laws are taken immensely 

serious within Europe and frameworks like the GDPR have solidified the Union as one of the 

pioneers in that area. On the other hand, the US as the inventor of the internet itself, has been 

very strict in implementing policy that might restrict the users and the companies’ ability to 
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operate. The acumination of the internet, social media and unrestricted speech has led to the 

emergence of disinformation and misinformation. Both, the US and the European Union have 

been hit by this phenomenon. While the latter has been attempting to formulate policies 

targeting disinformation, the former is very content due to the possible infringements of the 

freedom of speech. We will examine three internet governance frameworks on disinformation, 

first, ICANN then the European Union and lastly, the US.  

 

3.1 Global Level  

On the global level, there is only one authority that could have a major crucial impact on 

content and therefore disinformation. ICANN is a self-proclaimed multistakeholder 

governance organization that essentially has the power to access and regulate top level domains 

(TDL).  

 

3.1.1 Internet Corporation for Assigned Names and Numbers (ICANN) 

ICANN has been an integral part of internet governance. It was established in 1998 and 

has been independent from governments. Its main purposes are to organize and manage the 

Domain Name System (DNS), allocate and assign the internet’s unique identifiers and provide 

a platform for a multistakeholder governance system. The aim of the system is to ensure the 

safety and stability of the internet, while incorporate anybody who wants to participate in 

internet governance. The structure of ICANN is built around the board of directors who 

ultimately vote on different policies. However, there are community driven support 

organizations that contribute all recommendations (ICANN, 2013). 

 

In theory, the policy implementation operates mainly through the Generic Names 

Supporting Organization (GNSO). The board of directors has to approve the policy and the 
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Global Domains Division (GDD) forms implementation strategies according to the global 

guidelines. After completing this process an Implementation Review Team (IRT) is installed. 

Both the GDD and IRT design the policy and seek public comment. The policy is then officially 

implemented and continuously overlooked by the GDD (ICANN, 2021).  

 

Even though, the organization is supporting and claiming to have a bottom-up 

approach, the ICANN has drawbacks in governing the internet. Multistakeholder governance 

has to derive from a place within the community. ICANN is powerful as it controls and 

regulates the DNS and therefore can regulate the domain name industry as a whole. This puts 

them in the position of a monopoly, however influenced through outside political and economic 

forces. Through the control of the unique identifiers it ultimately has the power to change and 

influence user behaviors (Mueller, 2010, p.227). 

 

3.1.2 Internet Assigned Numbers Authority (IANA)  

One of the most powerful organizations regarding internet governance that is 

incorporated within the ICANN is IANA. The authority’s obligations include the coordination 

of the internet protocols, administration of the DNS root zone management, the allocation of 

internet numbering resources and other tasks related to the management of top-level domains 

(Komaitis, 2014).  

 

There have been multiple issues raised with ICANN and the IANA in regards to the 

multistakeholder governance. First, the US government wanted to create a system that was 

operated by a non-profit private organization, however did not detach themselves from the 

organization until 2016. 18 years after establishing the white papers, which set up the 

governance system the US government officially stepped aside. Before that, the US National 
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Telecommunications and Information Administration (NTIA) was heavily involved in 

supervising all policy decisions (Farrell, 2016). This shift is immensely important for internet 

governance, because the US essentially had dominance over the biggest telecommunications 

network in the world. First, the US government had the power to influence decisions about the 

root zone management, second it was able to supervise and regulate the behavior of ICANN 

and IANA and keep all legal matters within the organization under US law (Mueller, 2014).  

 

The sheer importance of the governance comes to light when we examine the power 

that lies within the DNS root zone. It allocates domains to unique identifiers. Thus, any domain 

on the internet could potentially be controlled by these two organizations. These domains, are 

commonly known under internet addresses, i.e. google.com. The websites contain text, videos, 

pictures, etc. and therefore are an integral part of providing content. In simple terms, whoever 

controls and governs the DNS root zone is also able to control content. Therefore, governments, 

the private sector and the public have a keen interest on who governs it. Therefore, the functions 

of the ICANN and IANA become inherently policy related (Bradshaw & DeNardis, 2016). To 

provide an example of the influence a possible infringement of free speech, is to block all 

websites that have a TLD of .edu. Although, an extreme example but millions of university 

websites could potentially be shut off. This is important within the context of internet 

governance as governments also have the ability to block such websites and therefore block 

content.  

 

3.1.3 Domain Abuse Activity Reporting (DAAR)  

The DAAR was established by the ICANN to report any abuse of domains. The focus 

lies on TLDs, however the organization encourages domains that are country specific to take 

part in the program as well. Essentially, the DAAR is a platform for studying and reporting 
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domain name registration and security threats to them. Domains are often abused for spreading 

malware, however also have the ability to spread disinformation. The focus of the DAAR and 

ICANN is on phishing, malware, botnet command-and-control and spam (ICANN, 2017). 

ICANN could have the potential to focus on disinformation as well, due its abilities to help 

organize a multistakeholder model to combat it. The organization has a great influence and 

access to the different identifiers of the internet, domains and IP addresses, making them an 

influential part in internet governance.  

 

3.2 Regional and National Level 

The country or for the EU the Union level, has the power to regulate their own content. 

Depending on how a country regulates TDLs or other content, users are influenced. For 

example, in the case of Saudi Arabia, filtering and blocking websites works, amongst other 

things, through blocking TDLs (Zittrain & Edelman, 2002). Even though, internet providers 

are private, governments still have the power to regulate and block content. The European 

Union attempts in internet governance has had upsides, i.e. the GDPR, and now they are 

embarking on a new project. Regulating and limiting disinformation as much as possible. The 

different approaches within the US and the EU derive from the distinct philosophies of 

implementing free speech.  

 

3.2.1 European Union Framework on Disinformation  

The EU’s plan to counter disinformation is laid out in several communications with 

several institutions. The important factor to take into consideration is, that most of the 

frameworks or regulations are mere suggestions and don’t have to be followed by member 

states. The Union plans on implementing a new framework that would be a regulation and 

therefore obligatory for member states to follow, the DSA. The act is designed to change the 

C
E

U
eT

D
C

ol
le

ct
io

n



   

 

22 

 

current status quo of internet governance, especially the freedom of speech online. Nonetheless, 

it has not been implemented yet, but will be subject of debate within the discussion session of 

the thesis.  

 

3.2.2 Code of Practice on Disinformation 

The Code of Practice on Disinformation was introduced in 2018. This was an 

unprecedented agreement with the biggest technology companies and the European Union to 

set standards to fight disinformation and regulate the advertising industry. However, it has to 

be noted that these practices are on a voluntary basis and companies are self-regulated. 

Companies like Facebook, Google and Twitter have signed the code and submitted themselves 

to deliver an annual self-assessment report which includes the efforts taken and shows progress 

made. The European Union was clearly contented about the progress which the Code of 

Practice delivered. Moreover, the dedicated Monitoring Programme helped to understand and 

examine specific actions taken by platforms to counter false information concerning the 

COVID-19 crisis. Overall, the code contributed a framework for a structured dialogue between 

policy makers and the platforms and warranted more transparency and accountability of the 

their policies countering disinformation. The Code of Practice will also be part of the DSA 

(European Commission, 2021a).  

 

3.2.3 The Action Plan on Disinformation 

The Action Plan was develop in order to protect democratic systems and processes 

within the European Union from disinformation in regards to elections. It builds on the Code 

of Practice, which is focused on disinformation and advertising, and tries to provoke a 

coordinated response from member states. It builds on four pillars:  
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(a)  improving the capabilities of Union institutions to detect, analyze and expose 

disinformation;  

(b) strengthening coordinated and joint responses to disinformation;  

(c) mobilizing private sector to tackle disinformation;  

(d) raising awareness and improving societal resilience. 

Based on each pillar there are certain tasks and actions required. The Action Plan 

includes all parts of governments to work together, this ranges from cybersecurity to data 

protection and electoral to law and media authorities.  

 

(a) improving the capabilities of Union institutions to detect, analyze and expose 

disinformation;  

To improve capabilities the European Commission has allocated funds and is reinforcing the 

Strategic Communication Task Forces of the European External Action Service, the Union 

Delegations and the EU Hybrid Fusion Cell by affording additional staff and expertise on 

detecting and analyzing threats. Focus of this pillar is the strengthening of communication 

between member states and stakeholders involved and detect, analyze and expose threats.  

 

(b) strengthening coordinated and joint responses to disinformation;  

Ultimately, this pillar is aimed at a quick response from the European Union and member states. 

Therefore, a Rapid Alert System will be set up to provide alerts on disinformation campaigns. 

The emphasis lies on installing technological tools to flag attacks and stop them before they 

are able to take off. In order to strengthen cooperation each member state has to set up a 

designated contact person within the strategic communications department in order to have a 

coordinated and effective defense. This pillar also encourage further intelligence sharing and 

communication among member states.  
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(c) mobilising private sector to tackle disinformation;  

The private sector plays a vital role in tackling disinformation. This pillar is built on the 

currently existing Code of Practice on Disinformation. While online platforms are signing up, 

the European Commission also encourages advertisers and the advertising industry to adhere 

to the Code and the Action Plan. Furthermore, the Commission offers assistance to the private 

sector in adhering to the rules, i.e. the annual report.  

 

(d) raising awareness and improving societal resilience. 

The last pillar aims to address civil society. It encourages discussions, forums and other 

methods of spreading awareness. Member states are called to engage with media, online 

platforms and communication technology providers to raise awareness and increase 

transparency. Nonetheless, independent organizations, i.e. fact-checkers are needed in order to 

fight disinformation or at least mitigate the negative impact. There is also an emphasis on the 

independent work of media in order to expose and counter disinformation, which is an integral 

part of the democratic processes.  

 

The Action Plan is also accompanied with the “Tackling Online Disinformation: a 

European Approach“. The Communication outlines five clusters of action for private and 

public stakeholders.  

1. Scrutiny of ad placements  

2. Political advertising and issue-based advertising  

3. Integrity of services  

4. Empowering consumers  

5. Empowering the research community 

C
E

U
eT

D
C

ol
le

ct
io

n



   

 

25 

 

In combination with the Code of Practice on Disinformation the five clusters provide 

different actions to take part in. Private companies who are signatories of the Code are allowed 

to have different approaches, however have to include them in their annual report, which has 

to be shared to all member states. This mechanism is profoundly for the policy process of the 

European Union. Different kind of actions can fill or expose policy gaps that have to be filled 

in order to combat disinformation (European Commission, 2021a).  

 

3.2.4 European Digital Media Observatory (EDMO) 

EDMO is a hub that provides an opportunity for fact-checkers, academics or other 

stakeholder to connect and work with each other. It serves as an aide to coordinate and fight 

against disinformation. There are five general activities that EDMO adheres to. First, mapping 

fact-checker organizations across Europe and tries to interconnect them. There is a substantial 

amount of funding within the hub, with more than €11 million at disposal. Second, is 

supporting research on disinformation. This is aimed to prompt scientific research on the topic 

and provide regular updates on the issue. Third, building a public portal that provides a data 

base to media practitioners, teachers, academics and citizens to further increase awareness. 

Fourth, the EDMO wants to establish access for researchers to acquire data on media platforms 

that is secure and private in order to understand and study disinformation. Last but not least, 

support the public authorities in monitoring media platforms on existing policies (European 

Commission, 2021b).  

 

The observatory is completely free of any political institution. It is governed through 

an advisory board that consists of different academic institutions, which also have the power 

to decide over the strategy and direction of the EDMO. It was called to life with the Action 

Plan and targets four specific areas on disinformation:  
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1. improving detection 

2. coordinating responses 

3. working with online platforms and industry 

4. raising awareness and empowering citizens to respond to disinformation online 

(European Commission, 2021b). 

 

3.2.5 East Strategic Communication Task Force of the European External Action Service  

The Task force was installed within the boundaries of the European External Action 

Service (EEAS). The diplomatic service of the European Union, aids the foreign affairs chief 

to implement, operate and carry out foreign and security policy. It functions as communication 

hub for foreign and defense ministries of member states and other parties like the European 

Commission, the European Parliament and the Council, but also is in close contact with the 

United Nations and other international organizations (EEAS, 2019a).  

 

In 2015, the European Council pressed to tackle the ongoing issue of disinformation. 

The EEAS installed the East StratCom Task force, which has gone on to detect and catalogue 

over 4,500 cases of pro-Russian disinformation. In the course of the Action Plan, the task force 

was commissioned to establish a system, where disinformation could be identified and 

countered quicker and more efficiently. The Rapid Alert System (RAS) was developed (EEAS, 

2019a).  

 

The RAS features a digital platform with 28 national contact points. Member states are 

able to upload and feed data into the system in order to gather data, alert disinformation 

campaigns, coordinate a response and discuss general practices. The EEAS, the Commission 
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and the task force closely work together to raise public awareness about activities, flag content 

and empower researchers (EEAS, 2019b).  

 

3.2.6 US Framework on Online Content  

The United States of America have a different approach to freedom of speech on the 

internet than the European Union. Of course, there are concerns rising on how to tackle 

disinformation and misinformation online, however, the importance of free speech anywhere 

is upheld by the first amendment of the constitution and by the section 230 of the 

Communications Decency Act (CDA).  

 

The CDA was established to protect minors from indecent content online. While, many 

parts of the Act were deemed unconstitutional section 230 remained and has developed as one 

of the most important laws for free speech on the internet. The goal was to allow websites to 

regulate themselves by removing indecent content on their own (Magee, 2020). The section 

also allows tech companies to regulate their own content. For example, some platforms chose 

to ban hate speech, these moderation rules are also in line with the section 230 (Newton, 2020).  

 

One of the most important landmark cases that underlined the section 230 as the most 

important law to protect free speech online is the supreme court decision on Reno v. ACLU. 

The American Civil Liberties Union was contesting the CDA, which included other forms of 

regulations on content and freedom of speech online. The ruling stated: 

 

“We agree with the District Court's conclusion that the CDA places an unacceptably heavy 

burden on protected speech, and that the defenses do not constitute the sort of "narrow 
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tailoring" that will save an otherwise patently invalid unconstitutional provision (Reno v. 

ACLU, 1997).” 

 

Although, the most of the proposed laws and regulations within the CDA failed, the 

section 230 remains and the importance of the Supreme Court Ruling empowers the current 

law. On the other hand, this protected and boosted the freedom speech online and solidified the 

internet as a the “marketplace of ideas” (Abrams v. United States, 1919). The “marketplace of 

ideas” has been invoked by the Supreme Court multiple times to counter censorship and 

therefore has become a powerful analogy that also supports freedom of speech on the internet 

(Schultz & Hudson, 2017).  

 

In 2021, policy makers in the US have been making an effort to prevent disinformation 

online, especially reforming section 230 and reforming political ads online. Two bills are 

currently under way and have been passed to the Senate. The SAFE TECH act is aimed at 

reforming section 230. Although, the proposed law would only target paid content, concerns 

over free speech infringements prevail (Hatmaker, 2021). The second bill, the Honest Ads act 

is directly linked to political advertisement. The bill will close a loop hole and make political 

online advertisement illegal for foreign nationals. Further, it would improve transparency by 

expanding disclosure rules and social media platforms would be compulsory to provide a list 

of political advertisement information, i.e. target audience and payment information (Lau, 

2020).  

 

The overall theme of the reforms, targets the transparency of content rather than 

limiting it. Of course, community guidelines set by websites or social media companies still 
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have to be respected by users, however, content as long as its transparent where it comes from 

(if it is paid for or political) still faces no regulation.  

 

3.3 Framework on Limitations of Governance 

This study will use this framework to examine the above mentioned laws, regulations 

and cases to pinpoint the limitations in governing not only disinformation but also freedom of 

speech online. The approach created originates from an US based interpretation of freedom of 

speech. As discussed earlier, the US has a vastly different approach to regulating freedom of 

expression online through the “marketplace of ideas”. For the European Union, one has to be 

more careful. The limitations of the policy makers are more complex due to the existence of  

hate speech. Nonetheless, we will examine test the model against the processes of the European 

Union especially the proportionality test of the European Court of Human Rights. 

 

   

Figure 1: Proposed Framework to Assess Disinformation 

 

Disinformation has distinctive categories that have to be met. Liability is only 

applicable if the victim is the society/public, there was a clear intent to deceive, the content is 

not protected under freedom of speech and there has been harm done. If any of these categories 

is not fulfilled, it is not disinformation.  
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3.3.1 Victims 

The victim of disinformation has to be the society or the public. This is essential to the 

nature of the intend of disinformation. If the intent is to only deceive one or a limited number 

of persons with wrong information, this would simply be lying. That is why it is important, that 

the general public is the target group of disinformation.  

  

3.3.2 Motivation or  Intent  

Intent is arguably the most important component in assessing, whether or not 

disinformation was conducted. Furthermore, this is also the toughest part to proof. The 

intentions and motivations have to be to deceive the public in order to have some sort of gain 

from it. This could be economic gain or to intentionally deceive the public, and may cause 

public harm. 

 

3.3.3 Conduct through Content 

The conduct has to take place through content online, this includes, posts, pictures, 

videos, websites etc. Important for the content is freedom of expression. Of course, in 

combination with the intent, freedom of speech becomes more limited and has to fall under 

non-protected speech. Therefore, information that is accurate, cannot fall under the category of 

disinformation. Even though there is an intent to harm the public, it requires the distinction 

between the interest of the public and public interest. The latter is in the interest of the wellbeing 

of the general public rather than the former, which is only what might be appealing to know 

for the public.  
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3.3.4 Assessment of Harm  

Harm to the general public needs to be done in order to qualify under disinformation. 

Other scenarios where there is harm to individuals, limited groups or even no harm does not 

grant the classification of disinformation. To assess the harm of certain content there is a test 

required. 

 

In the case of  Schenck v. United States (1919) the Supreme Court established the Clear 

and Present Danger Test. It states that any printed or spoken word may not be subject to 

restraint or subsequent punishment unless the expression establishes a clear and present danger 

of bringing about a substantial evil. There are two requirements that the test has to fulfill. First, 

the expression has to pose a threat that a substantive evil might follow and second, the threat 

has to be real and imminent. (Cornell Law School, 2020). Even though, Schenk lost the case, 

the courts had a structure to rule freedom of expression by. Justice Holmes was pressing the 

issue that the circumstances and time are vital factors in determining, whether speech is 

protected or not (Cornell Law School, n.d.-b).  

 

The case Brandenburg v. Ohio, the Supreme Court adjusted the Clear and Present 

Danger Test. The test determines whether speech may be prohibited if it is advocating force or 

crime. Therefore, two parts have to be satisfied, first, the speech is “directed to inciting or 

producing imminent lawless action,” and the speech is “likely to incite or produce such action” 

(Cornell Law School (c), n.d.-a).  

 

The two tests offer an improved sense of how to measure harm and when to prohibit 

free speech. Although, the use of both is targeted at speech that incites violence, force or crime, 

there are key takeaways to relate to disinformation. In order to assess harm and gravity of the 
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disseminated disinformation, context, time and circumstances have to be taken into 

consideration. On top of that, it has to be directed to incite imminent harm to the public and 

likely to incite or produce actions damaging the integrity of democratic processes and/or the 

public well-being. To conclude, each case will require an individual assessment of harm that 

takes all the above mentioned points into consideration, in order to arrive at a decision.  
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4 Discussion  

The aim of this discussion is to examine the current frameworks and their potential 

effectiveness on current users. The central question is, whether frameworks are infringing on 

the freedom of speech and what are the limitations of internet governance in the regard of 

effectively tackling disinformation. The proposed framework in section 3.3. will be tested 

against the current framework, and also compared and amended to the EU’s regulations and 

the DSA.  

 

4.1 Framework and the US  

The US has fallen victim to multiple disinformation campaigns over the course of 

history. However, there seems to be an spike in the false information spread. The rise of social 

media and the shift of roles within the dissemination of information to the individual, anybody 

can  actively promote, share and create information (Chang, Mukherjee, & Coppel, 2020). The 

US has made itself vulnerable to conspiracy theories, fake news and other forms of 

disinformation by ignoring to set ground rules for information exchange online. Of course, it 

is not the only country to do so, however, in as the world hegemon and the current leaders of 

the free world, it has struggled to contain false information online. The current frameworks for 

the US are not aiming at regulating disinformation. Section 230 is protecting the content 

moderation of social media platforms and their content. The proposed bills, i.e the HONEST 

ads act, is only aimed to close the gap on foreign influence on political advertisements and to 

increase transparency. The first amendment is rarely touched within the legal frameworks, 

unless there is a clear incitement of violence. The proposed framework could address issues 

and combat disinformation.  
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To showcase the operability of the proposed framework the example of the heavily 

discussed school shooting, the Sandy Hook Massacre in 2012, was chosen. On December, 14, 

2012, a gunman stormed into an elementary school and brutally killed 20 first-graders, before 

taking his own life. This sparked a nationwide conversation about gun control where reform 

ultimately failed. After the tragic incident, stories on social media started to circulate. The 

narrative of the stories were that the shooting was staged, fake and that the grieving parents 

were actors. The front runner in disseminating disinformation was Alex Jones (Berman, 2017). 

The face of Infowars, a self-proclaimed news source, opened a bombarding of fake news 

stories. Some of his social media accounts and content has been banned from platforms 

themselves, however he remains immensely popular. Up until the ban of Infowars, the website 

had a daily average of 1.4 million visitors and views on their content. This number dropped to 

750,000 after the ban (Nicas, 2018). However, the reach of Alex Jones and his conspiracy 

theories is still enormously influential. According to a Fairleigh Dickinson poll, around 22% 

of Americans thought that the 2012 shooting was faked, in order to increase gun control (2016).  

 

To test this case against the proposed framework in the methodology section we have 

to go through the four categories. First, the victims of the disseminated false information are 

not only the families, however, also the public as a whole. The immense size of traffic that 

Infowars produces alone on average each day, provides a substantial reach of the public. To 

keep in mind, there are also other victims, i.e. the family members of the diseased. If they 

would be the only harmed group, it would not be a disinformation case. The victims’ families 

could sue for defamation (which they did) (Collins, 2021). However, because of the extensive 

outreach and the following countrywide discussion and debate about the incident, leaves no 

doubt that the general public was the victim of the spread disinformation. Further, the 

motivation or intent of the media outlet was politically motivated. Alex Jones, who has been 
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known as a close friend of Trump and a far right conspiracy theorist. He has been advocating 

guns fiercely on his show (Anti-Defamation League, 2021). The intent to deceive the public 

was to downplay the shooting and persuade them to stop gun reforms by forceful spreading 

disinformation about the tragedy. On top of that, it can be argued that the more outrageous the 

information is, the more views it will generate. Therefore providing Infowars with economic 

gain as well. The third category is conduct through content. This is where protected and non-

protected speech comes into play. As of right now, we have established that his speech has the 

target audience of the general public and the intent to deceive them for his own political and 

economic gain. In combination with the first two classifications we can establish that the 

conduct of spreading disinformation via his own website and social media channels, was not 

protected. Furthermore, taken all the above mentioned points into consideration, we have to 

examine circumstances and timing as well. 2012 was the reelection year were Barack Obama 

won his second term in office. A rather decisive win by the Democrats was met by an outraged 

political right. During this time, other disinformation campaigns started to gain ground as well, 

i.e. President Obama was a Muslim or that he wasn’t born in the United States. Undoubtedly, 

Infowars tried to delegitimize the current leadership and tried to damage the integrity of 

democratic processes. Especially on a topic like gun control, where the voters partisan gap is 

at 59 percentage points. Higher than any other issue on the political agenda (Pew Research 

Center, 2019).  

 

While this is a clear case of spreading disinformation under the proposed framework, 

there are further investigations required. In the case of the US, free speech is arguably the most 

important right. The limitations with the proposed framework is judging whether the 

disinformation can fall under the category of non-protective speech if intent and harm is 

proven.  
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4.2 Framework of the European Union  

For the European Union the philosophy in regulating disinformation is shaped through 

the approach taken for regulating free speech. Although, there have been efforts made to protect 

fundamental freedoms, there are still questions to be answered. The framework on 

disinformation presented in this study are not regulations but communications to follow on a 

voluntary basis. The four pillars of the Action Plan on Disinformation are very broad, however 

provide a starting point. Generally, the call for the involvement of the private sector appears to 

be a good idea as well. Nonetheless, the role of the civil society is overlooked. In the further 

discussion, we will examine proposed regulations within the DSA that underline this 

relationship. Furthermore, the frameworks, including the RAS are there to regulate processes 

not content per se. The new push to the DSA will change that.  

 

The aim of the DSA is to change the rules for targeting, monitoring and moderating 

harmful illegal content online the liability of online providers for third party content, quality 

assurance obligations of third party suppliers and the protection of users' fundamental rights 

online (Gerritzen et al., 2020). While the EU is hoping to change the governance of the internet 

and set an example, there are major concerns regarding free speech. The greatest concern 

regarding the regulation of free speech is the push to let platforms enforce censorship. There is 

a clear incentive for social media companies to overregulate content and therefore limiting free 

speech. First, the intermediary liability is upheld, which makes the platform or content provider 

liable for not engaging in active content moderation. Therefore, companies are seen as playing 

an active role in the dissemination of illegally deemed content. Even though, the Article 6 of 

the DSA is seen as the a comparison to section 230 as a “good faith” clause and protects service 

providers from liability, there is still unclarity what is meant by “active role” (Schmon, 2021).  

C
E

U
eT

D
C

ol
le

ct
io

n



   

 

37 

 

 

Article 14 of DSA shifts the responsibility of creating “dissemination to the public” to 

the social platform provider. As large social platform providers are hosting millions or even 

billions (Facebook) of users, they are forced to implement smart algorithms to detect 

dissemination. The term used is “endpoint content blocking”, which consists of several 

techniques like content scanning, URL categorization, IP address blocking, and DNS 

interception. To detect dissemination, only filters within a social media platform (content 

scanning) can be used. 

These filters have to be installed by the platform provider. Very little is known about the 

effectiveness, scope, or side effects of platform blocking technologies. While the major social 

platforms universally block certain types of content (such as malware and pornographic 

material) and provide customized content feeds to their users, information on policy induced 

blockages is not public. Content filters are required to include image recognition techniques, 

as users can post written content in picture format (Schmon, 2021). 

 

As DSA regulations are fuzzy and do not specifically describe illegal content, there is 

no standard definition of rules across these platforms to filter dissemination. The only time 

illegal content is defined is in the Commission’s recommendation on measures to effectively 

tackle illegal content. However, the explanation is very vague, “information relating to 

terrorism, child sexual abuse, illegal hate speech or infringements of consumer protection laws, 

which can undermine the trust of their users and damage their business models” (2018a).  

Depending on company philosophy, the rules are set tighter or looser, but in general to avoid 

any liabilities, social media platforms tend to over block content. In addition, the platform 

provider has to justify the reason why the content is blocked to be compliant with Article 3 of 

DSA (Schmon, 2021). This implies, that the provider needs to understand the intention of the 
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user, who has posted the content, as not every user is acting with bad intentions to safeguard 

freedom of speech. 

 

On the other hand, the platform provider can be held liable, if he doesn’t set appropriate 

actions to block users who are posting disseminating content. Facebook users upload 

approximately 250 million images per day (Smith, 2019), which all have to be scanned for 

content. As compliance to DSA represents a sheer impossible task, providers tend to manage 

content restrictions through their own terms of service. Also, this move has been restricted by 

the DSA in Article 12 (“Providers of intermediary services shall act in a diligent, objective and 

proportionate manner in applying and enforcing the restrictions”) (Schmon, 2021). Through 

this article, provider’s hands are tied, leaving them alone to find a delicate balance between 

preserving freedom of speech and held liable for distributing illegal content. 

 

4.3 Final Discussion of the Limitations of Internet Governance and Freedom of 

Speech 

Within the Unites States internet governance regarding free speech has been lenient. 

The protection of the first amendment is a priority to policy makers and courts. However, 

disinformation has taken its toll on the country and political system as seen in the 2016 

presidential election. “Information warfare” and social media campaigns targeting both sides 

including staging events within the United States boarders effectively favored Trump and 

disparaged Clinton (Mueller, R., 2019). Showing that the democratic process have been harmed 

and interfered with. The current frameworks set in place are not sufficient to tackle 

misinformation online and need to revised under certain conditions.  
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On the other hand, the European Union, with a different philosophy, has attempted to 

tackle disinformation online. The current frameworks set in place, are aimed at raising 

transparency and involving the private sector. However, there has not been a substantial 

regulation implemented for all member states. Social media platforms and content providers 

are voluntarily participating in programs that help to understand disinformation, but fail to 

regulate without infringing on fundamental freedoms. The proposed DSA shifts the liability 

and censorship power to the private sector, which raises significant concerns for the freedom 

of speech of users. Essentially, platforms are incentivized to overregulate content in order to 

avoid fines by the EU. The vagueness of the DSA is concerning and has to be revised.  

 

Taking the previous discussion into account, there are multiple limitations of internet 

governance regarding free speech. These are the shortcomings of the current frameworks in 

place that require further revision.  

 

Governments are required to be very specific on their policies. The policy making 

process is still heavily influenced by authorities. In order to have good policies regarding the 

governance of the internet to protect the integrity of democracies while respecting fundamental 

rights, laws and frameworks cannot be vague. Especially, the DSA allows an considerable 

amount of interpretation to private companies. In combination with possible fines and penalties 

this poses an outcome of overregulating content. The balance between protecting fundamental 

rights and enforcing censorship is immensely delicate and has to be respected and taken into 

consideration.  

 

Policies must not exist to restrict ideas and beliefs. This is immensely important when 

the distinction between misinformation and disinformation is not clear. Even though the 
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differentiation is made, the line between legal and illegal conduct has to be clear. Here, the 

intention emerges as the deciding factor. If there is no intent to deceive for political or economic 

gain, rather to disseminate one’s own belief, it cannot be censored. Nonetheless, the speech has 

to either be protected under the first amendment or under Article 10 of the European 

Convention on Human Rights. Decisions for restrictions have to consider many different 

factors in order to limit ideas and beliefs. Respecting the two different philosophies of the US 

and the EU, decisions have to be conducted under immense due diligence and care. 

Governments and online platforms have to actively work against censorship, rather than 

constraining ideas and beliefs.  

 

The proposed framework could potentially provide a solution to the problem and aid in 

assessing whether or not governments are able to restrict, prohibit or censor speech. All four 

categories have to be met by the information in order to classify as disinformation. While the 

framework looks simple it presents a fairly complex and thorough analysis. Further, it would 

somewhat standardize disinformation and could set an example to future cases. The application 

of the framework within the US, would tackle the issue of non-protective speech on the internet. 

Only when the victim is the public and the intent and harm is proven, there can be a limitation 

of speech. This provides a high threshold, that has to be proven, however has a clear outcome. 

The current laws in place, are not sufficient to tackle disinformation. Multiple examples, most 

importantly the 2016 presidential election, have shown that the US has fallen victim to 

disinformation campaigns, stemming from outside and inside its borders.  

 

The European Union tends to overregulate content and has established a dangerous 

internet governance system, that puts the regulation of freedom of speech online in the hands 

of the biggest social media companies in the world. Especially the above mentioned limitations 
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on vagueness and restrictions on ideas and beliefs apply to the DSA. Although the proposed 

framework would be more difficult to implement, due to the rigorous and thorough process of 

the ECHR, there are upsides that have to be taken into account. With the framework, censorship 

and content moderation would be harder for the European Union and therefore providing 

adequate protection to of fundamental rights. It would also shift the responsibility of censorship 

to the ECHR, which would guarantee a correct assessment and decision.  
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5 Conclusion  

Internet governance will incrementally become more and more important. There are 

many facets and aspect that have to be included with the field, i.e. the inclusion of civil society 

within the policy making process. Nonetheless, this study examined cyber threats, focusing on 

disinformation, and the existing frameworks in place from the EU and the US. Although, there 

are multiple levels to internet governance, the country level, or in the case of the EU, the 

regional level, has the most impact on the users.  

Fundamental rights have to be respected when creating and implementing new policies. 

Especially, the fight against disinformation has an impact on the integrity of democratic 

processes and requires smart and well thought through policies. In an attempt to provide a 

framework for governing disinformation online, we established a threshold for courts to decide 

whether information has been disseminated illegally. Although, the framework applies to the 

US, the ECHR puts certain limitation on the freedom of speech, which potentially could 

influence it.  

As experienced during the COVID-19 pandemic, disinformation is a major threat to society 

and has the potential to not only impact democratic processes but also public health. 

Nonetheless, countries have to be careful when implementing regulations and restrictions on 

the freedom of speech online in order to protect the fundamental rights of citizens in 

democracy.  
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