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Abstract

The results of this thesis belong to area of Geometric Functional Analysis. In particular we study
some problems in Convex Geometry using geometrical, analytical and also algebraic tools. We deal with
problems on volume concavity, extremizability and isoperimetric type inequality. It follows a summary
of the thesis.

log-Brunn-Minkowski conjecture. We show (with Károly Böröczky) the well-known log-Brunn-Minkowski
conjecture posed by Böröczky, Lutwak, Yang and Zhang [33], for convex bodies which are symmetric
with respect to n-independent linear hyperplanes. In particular, under this high symmetry we show

|[h1−λ
K hλL]| ≥ |K|1−λ|L|λ,

where [·] stands for the Wulff shape and hK , hL are the support functions ofK,L. Our results strengthen a
previous result due to Saroglou [142] (see Bollobás-Leader [24], Uhrin [150], Cordero-Erausquin, Fradelizi,
Maurey [60]), treating the unconditional symmetry. We also clarify its equality case and we discuss some
consequences including the uniqueness for the solution of the logarithmic Minkowski problem for convex
bodies under this symmetry.

Equality on Geometric Barhte’s inequality. We characterize (with Károly Böröczky and Dongmeng Xi)
the equality case of the geometric reverse Brascamp-Lieb or Barthe’s inequality [15], that states the

following: if Ei be some subspaces in Rn and ci > 0 be some positive numbers that satisfy
∑k
i=1 ciPEi =

In, then for any non-negative integrable function fi : Ei → [0,∞), i = 1, . . . , k, it holds∫ ∗
Rn

sup
x=

∑k
i=1 cixi, xi∈Ei

k∏
i=1

fi(xi)
ci dx ≥

k∏
i=1

(∫
Ei

fi

)ci
.

Here, PE stands for the orthogonal projection from Rn onto E and In the identity map. It turns out that
the extremizers follow almost the same form with the extremizers in the Brascamp-Lieb inequality, found
by Valdimarisson [152]. However, our argument is quite different from the one used by Valdimarisson
[152].

j-Santaló conjecture. We introduce (with Christos Saroglou) a new family of sharp Santaló type conjec-
tures, motivated by a recently work of Kolesnikov and Werner [97], and we prove them in some cases.
For integers 1 ≤ j ≤ k denote sj the elementary symmetric polynomial of k variables and degree j (see
(2.47)). Fix a basis {em} in Rn and denote Bnj the ball of `j-norm. We study the following question: If
K1, . . . ,Kk symmetric convex bodies in Rn that satisfy

n∑
l=1

sj(x1(l), . . . , xk(l)) ≤
(
k

j

)
, ∀xi ∈ Ki, i = 1, . . . , k,

(where x(l) is the l’th coordinate of a vector x ∈ Rn), then does it hold

|K1| · · · |Kk| ≤ |Bnj |k ?

We were able to prove it in some cases, including the case j = 1, j = k and the unconditional case
for all j’s and we set up an equivalent functional form. Our results also strengthen one of the main
results in [97], which corresponds to the case j = 2. All members of the family of our conjectured
inequalities, excluding the exceptional case j = 1, can be interpreted as generalizations of the classical
Blaschke-Santaló inequality, which corresponds to the case j = k = 2. Related, we discuss an analogue
of a conjecture due to K. Ball [10] in the multi-entry setting and establish a connection to the j-Santaló
conjecture.
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Chapter 1

Notation and Preliminaries

This section shortly quote some fundamental elements from the area of Convex Geometry that we will
need later, and in parallel settles thesis notation. For proofs and more information we refer to the
Schneider’s books [144].

Notation

We work in Rn endowed with an Euclidean structure ‖ · ‖2, 〈·, ·〉 and | · |, Hk stands for volume (Lebesgue
measure) and k-dimensional Hausdorff measure, respectively. We write PEM for the orthogonal projec-
tion of a set M in Rn into a linear subspace E. We denote with ∂B and relintB the relative boundary
and the relative interior with respect to the affine hull of a subset B in Rn, respectively, and intB the
interior of B with respect to Rn. For p ≥ 1 we write Bnp for the unit ball of the usual `p-norm and
Sn−1 = ∂Bn2 stands for the unite sphere. Also, ellipsoid is any set of the form Φ(Bn2 ) where Φ ∈ GL(n).
The Minkowski sum of two sets A and B in Rn is given by

A+B = {a+ b : a ∈ A, b ∈ B}

and scalar multiplication by λA = {λa : a ∈ A}, λ ∈ R. A set X in Rn is said to be invariant under
Φ ∈ GL(n) if ΦX = X. A subset X of Rn is said to be origin symmetric (or simply symmetric) if X is
invariant under −In. Moreover, X is said to be unconditional (with respect to a prefixed orthonormal
basis e1, . . . , en) if X is invariant under the the orthogonal reflections Refe⊥1 , . . . ,Refe⊥n .

Functions on convex sets

In this thesis a compact convex subset of Rn with non-empty interior is called convex body. The
Minkowski functional or gauge function ‖ · ‖K : Rn → [0,∞] of a convex body K that contains the origin
in its interior, is given by

‖x‖K := min{t > 0 : x ∈ tK}.

If in addition K is a symmetric then ‖ · ‖K is a norm with unit ball K. For a compact convex set K in
Rn its support function hK : Rn → R is defined by

hK(x) := max{〈x, y〉 : y ∈ K}.

Note that hK is 1-homogeneous which means that can be viewed as a function on the Sn−1. It can be
checked that hK ≤ hL if and only if K ⊆ L, also hPEK(u) = hK(u) for any subspace E and u ∈ E and
K 7→ hK is linear with respect to the Minkowski sum and scalar multiplication. Moreover, if a function
h : Rn → R is sublinear and positively homogeneous, namely, h(u+ v) ≤ h(u) +h(v) and h(λu) = λh(u)
for u, v ∈ Rn and λ > 0, then there exist a unique compact convex set K with h = hK . For a compact
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2

star-shaped K (i.e. λx ∈ K for any x ∈ K and λ ∈ (0, 1)) its radial function ρK : Rn \ {o} → R is given
by

ρK(x) := max{λ : x ∈ λK}.

Note that radial function is positively homogeneous of degree −1. The polar (or dual) set K◦ of a convex
body K in Rn is given by

K◦ := {x ∈ Rn : 〈x, y〉 ≤ 1, ∀y ∈ K}.

From the definition it follows that (ΦK)◦ = Φ−t(K◦) for Φ ∈ GL(n). We note that, polarity for
symmetric convex bodies can be explained or equivalently defined by the relation (BX)◦ = BX∗ where
BX is the unit ball of a Banach space norm X and X∗ is the dual space. Böröczky, Schneider [35]
have shown that, if a map T that goes from the class of convex bodies that contains the origin to
itself, satisfy K ⊆ L ⇒ T (K) ⊇ T (L) and T (T (K)) = K, then T = SK◦ for some self-adjoint linear
transformation S. We also note that, for any convex body K that contains the origin in its interior
hKo(u) = ‖u‖K = ρK(u)−1, for any u ∈ Sn−1. Last, by the use of spherical coordinates, one can
represent volume with respect to the above functions, see Schneider’s book [144] pp 62-63.

Mixed volumes and the Brunn-Minkowski inequality

Minkowski’s mixed volumes theorem asserts that, for any integer k ≥ 1, any convex bodies K1, . . . ,Kk

in Rn and positive real number λ1, . . . , λk > 0, one has

|λ1K1 + . . .+ λkKk| =
k∑

i1,...,in=1

λi1 · · ·λinV (Ki1 , . . . ,Kin), (1.1)

where the coefficients V (K1, . . . ,Kn), called mixed volumes. We note that, mixed volume are nonneg-
ative, symmetric (namely, invariant under permutations of the Ki’s), multilinear and continuous with
respect to the Hausdorff metric. The Brunn-Minkowski inequality expose the 1

n -concavity of volume
| · | = V (·, . . . , ·), stating, for any convex bodies K and L in Rn it holds

|K + L| 1n ≥ |K| 1n + |L| 1n , (1.2)

with equality if and only if K and L are (positive) homothetic. Minkowski’s first inequality asserts that,
for any convex body K and L in Rn it holds

1

n

∫
Sn−1

hL dSK = V (L,K, . . . ,K) ≥ |L| 1n |K|
n−1
n . (1.3)

with equality if and only if K and L are (positive) homothetic. The classic isoperimetric inequality
and Urysohn (consequently isodiametric) inequality follows from Minkowski’s first inequality, and in
particular corresponds to the cases L = Bn2 and K = Bn2 , respectively. Minkowski’s second inequality,
asserts that for any convex bodies K and L in Rn it holds

V (L,K, . . . ,K)2 ≥ V (L,L,K, . . . ,K)V (K,K, . . . ,K). (1.4)

For the equality we refer to Shenfeld and Handel [146]. It is well known that inequalities (1.2), (1.3)
and (1.4) are equivalent. Far strengthening of Minkowski’s second inequality is the Alexandrov-Fenchel
inequality, stating that, for any convex bodies K,L,K3, . . . ,Kn−2 in Rn it holds

V (K,L,K3, . . . ,Kn−2)2 ≥ V (K,K,K3 . . . ,Kn−2)V (L,L,K3, . . . ,Kn−2). (1.5)

For the equality cases (which is not completely known) we refer to the paper Shenfeld and Handel [147]
dealing with the case of polytopes.
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3

Smoothness - (Local mixed volumes)

A vector u ∈ Sn−1 is said to be exterior unit normal vector at a boundary point x ∈ ∂K if 〈x, u〉 = hK(u).
The family of all exterior unit normal vectors at a point x ∈ ∂K is denoted by νK(x). It is known that for
Hn−1 almost all x ∈ ∂K the νK(x) consist from one vector and in this case x is called smooth boundary
point. The set of smooth boundary points is denoted by ∂′K and the νK : ∂′K → Sn−1 is known as
Gauss map. A convex body K is called smooth (or of class C1) if ∂′K = ∂K. The surface area measure
SK of a convex body K in Rn, is a Borel measure on the sphere Sn−1, given for Borel sets ω ⊆ Sn−1 by

SK(ω) = Hn−1(ν−1
K ω).

We note, SK is translation invariant and SK is barycentered at the origin, that means
∫
Sn−1 u dSK(u) =

o. A convex body K is said to be of class C2
+ if hK is twice differentiable on the sphere Sn−1 and

det(∇2hK + hK Id) > 0. The L0-surface area measure or cone volume measure VK of a convex body K
with o ∈ intK, is a Borel measure on the sphere Sn−1, given by

dVK =
1

n
hK dSK .

It is known that, the surface area measure can be obtained as a coefficient from the polynomial repre-
sentation of |K + tBn2 | in a local sense. More informations can be found in [144] refereed as Cristoffel
problems. It is also known that, the cone volume measure can be captured from the same point of view.
This place both previous measure under the light of local mixed volumes.

John (Löwner) position and isotropic meaures on the sphere

For a general reference for the material in this short section, see Artstein-Avidan, Giannopoulos, Milman
[4, 5]. For any symmetric convex body K there exists a unique ellipsoid E of maximal (minimal) volume
contained (cotaining) in K, known as John (Löwner) ellipsoid. Furthermore, we say that K is in John
(Löwner) position if Bn2 is the maximal (minimal) volume ellipsoid. For u ∈ Sn−1 denote u ⊗ u the
orthogonal projection in direction u; namely u ⊗ u(x) = 〈x, u〉u, x ∈ Rn. John’s Theorem asserts
that, for any symmetric convex body K that is in John (Löwner) position, there exist contact points
u1, . . . , uk ∈ ∂K ∩ Sn−1 and positive real numbers c1, . . . , ck > 0 such that

k∑
i=1

ciui ⊗ ui = In. (1.6)

A known consequence of the John Theorem is that, for any symmetric convex body K in Rn in John
position, it holds K ⊆

√
nBn2 , and for any symmetric convex body K in Rn in Löwner position, it holds

1√
n
Bn2 ⊆ K. Note that there is always a linear image TK of a symmetric convex body K in Rn for

T ∈ GL(n), such that TK is in John (Löwner) position.
A (not necessarily even) Borel measure µ on the sphere Sn−1 is said to be isotropic if∫

Sn−1

u⊗ u dµ(u) = In.

1.1 log-Concavity

The purpose of this section is to formulate a picture with some facts, conjectures and links among them
related to concavity or log-concavity of certain functions in the area of Convex Geometry. The starting
point is the known concavity of volume, stated for general measures, and then we discuss related elements
as Santaló and Prékopa-Leilder inequalities keeping this general setting.

Let α ∈ [−∞,∞]. A function h : Ω → [0,∞) on a convex subset Ω ⊆ Rn is called α-concave if for
any x, y ∈ Ω and λ ∈ (0, 1) it holds

h((1− λ)x+ λy) ≥ ((1− λ)h(x)α + λh(y)α)
1
α , (1.7)
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4

where the case p = −∞, 0,∞ are given in the limit sense; meaning that, the left hand side of (1.7) is
greater than or equal to min{h(x), h(y)}, h(x)1−λh(y)λ, max{h(x), h(y)}, respectively. It is simple to
check that, if α1 ≤ α2 then α2-concavity implies α1-concavity. The case p = 0 called log-concavity and
we note that, any functions of the form h = e−w(x) with w convex function is a log-concave function
and visa versa. We note also that, product f · g and convolution f ∗ g are two closed operations of
log-concavity. It is clear that the characteristic function 1K on a convex set K is ∞-concave while a
centered Gaussian function e−π〈Ax,x〉 where A be a positive definite map is log-concave. In the same
spirit, a Borel measure µ in Rn is said to be α-concave, α ∈ [−∞,∞], if for any Borel sets K and L in
Rn it holds

µ((1− λ)K + λL) ≥ ((1− λ)µ(K)α + λµ(L)α)
1
α . (1.8)

As previously, the cases +∞,−∞ are interpreted in the limit sense as well as the 0-concavity or log-
concavity which is of high interest, given by

µ((1− λ)K + λL) ≥ µ(K)1−λµ(L)λ. (1.9)

We remark the followings:

- As α increases the condition is stronger; namely, if α1 ≤ α2 and µ is α2-concave then µ is α1-concave.

- By Borell [28], (or Brascamp, Lieb [39], Corollary 3.4) it holds that, if α ∈ [− 1
n ,∞] and a density dµ/dx

is α-concave then the measure µ is 1
1
α+n

-concave. Consequently, log-concave densities are log-concave

measure, uniform measure on convex set are 1
n -concave.

- On the other hand, a log-concave measure µ on Rn whose support does not lie in a hyperplane has a
log-concave density function according to Borell [28], Theorem 3.2.

Brunn-Minkowski inequality (1.2) appeared much earlier from the last two remarks and usually
referred to the log-concavity of volume (with equality on translates) or to the 1

n -concavity of the volume
(with equality on homothetics) in the class of convex sets. Actually, in case of volume, a classical
argument that uses its n-homogeneity shows that the 1

n -concavity derive from log-concavity. This full
concavity of volume has been studied for more than a century and form the core of various areas in fully
non-liner partial differential equations, probability, statistics, information theory, additive combinatorics
and convex geometry (see for example Trudinger, Wang [149], Tao, Vu [148], Schneider [144]). It was
shown by Colesanti [55] that Brunn-Minkowski inequality receives a Poincaré type realization (see also
Kolesnikov, Milman [94] for an analogue about Ehrhard inequlaity), while its equality case clarifies
uniqueness of the surface area measure.

In the following two paragraphs we shortly analyze Hilbert’s and Gromov’s proofs of Brunn-Minkowksi
inequality. Their methods inspired several later results, however we note that, one can retrieve the 1

n -
concavity of volume in the class of compact sets (not only convex sets), using elementary arguments;
induction and arithmetic-geometric mean inequality.

Hilbert’s proof of Minkowski’s second inequality (1.4) (equivalent to Brunn-Minkowski), is based on
interpretation of it as a reverse form of Cauchy-Schwarz inequality. He associated to any C2

+ convex
body K an (elliptic differential) operator AK and a measure µK for which mixed volume admits the
representation V (L,M,K, . . . ,K) = 〈hL,AKhM 〉L2(µK). We refer to Shenfeld, Handel [145] for the exact
construction and to Kolesnikov, Milman [95] for a slightly revised approach. This operator turns out
to be self-adjoint with discrete spectrum. The remarkable fact is that AK contains Minkowski’s second
inequality on its eigenvalue distribution; namely, inequality (1.4) holds if and only if the second largest
eigenvalue of AK is negative. A proof of the equivalence leads to a reverse form of Cauchy-Schwarz
inequality of 〈·,AK ·〉L2(µK) which is exactly Minkowski’s second inequality. Hilbert’s argument extended
by Alexandrov (see Bonnesen, Fenchel [26]) providing a second proof of Aleksandrov-Fencel inequality
(1.5). Recently, in the papers of Kolesnikov, Milman [95], Handel [81] the validity of the log-Brunn-
Minkowski conjecture is studied under this approach, and we shortly discuss it in section 2.1.
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5

Gromov observed that a measure transportation argument (see section 4.4.1) imply the log-concavity
of volume. It is easy to check that the map S(x) = (1 − λ)x + λT (x), x ∈ Rn where T push for-
ward the measure 1K dx to the measure 1L dx, provided that the bodies have the same volume, deduce
1(1−λ)K+λL(S(x)) ≥ 1K(x), x ∈ Rn. Thus, multiplying the last inequality with the Jacobian det(DS(x))
and then integrating it, one retrieve Brunn-Minkowski inequality by the log-concavity of A 7→ det(A).
Then, a classical rescaling argument finishes the proof. In other words, Gromov’s idea was to reduce
Brunn-Minkowksi inequality to its discriminant analogue. This method extended from MacCann [118]
providing a second proof of Prékopa-Leindler inequality, and later Barthe [15] discovered the famous re-
verse Brascamp-Lieb (or Barthe’s) inequality. The last, is related with the ”best” log-concavity property
that it holds for the determinant (see (2.28)) and we discuss it in section 2.2.

Turning to general measures, Gardner and Zvavitch [77] posed the question if any even log-concave
measure is also 1

n -concave on the class of symmetric convex bodies. In other words, if all α-concavities
for α ∈ [0, 1

n ] are equivalent for even measures on symmetric sets. This conjectured is true in dimension
two combining the work of Böröczky, Lutwak, Yang, Zhang [33], Saroglou [143], Livshyts, Marsiglietti,
Nayar, Zvavitch [107]. Moreover the conjecture has been established locally near the Euclidean ball by
Colesanti, Livshyts, Marsiglietti [57]. The most recent result is due to Cordero-Erausquin, Rotem [62]
where they proved that any rotational invariant density e−w(‖x‖2), where w : (0,∞) → (−∞,∞] be

non-increasing and t 7→ w(et) convex, is 1
n -concave. Consequently, any density e−

1
p‖x‖

p
2 with p > 0 is

1
n -concave. We note that the case p = 2 treated earlier by Eskenazis, Moschidis [68].

Meyer-Pajor [119, 120] elegantly proved that the classical Blaschke-Santaló inequality derives from
the log-concavity of volume; namely, when dµ/dx = 1 and K be a symmetric convex body in Rn, then

µ(K)µ(K◦) ≤ µ(Bn2 )2. (1.10)

Cordero-Erasquin [59] posed the question whether inequality (1.10) holds for any even log-concave mea-
sure µ and any symmetric convex body K in Rn. The same author in [59] proved that inequality (1.10)
holds for certain class of measures and sets in Cn and noted that it holds for the Gaussian measure.
Fradelizi-Meyer [75], applying the multiplicative Prékopa-Leindler inequality obtained (1.10) for uncon-
ditional log-concave measures and unconditional sets while also for any rotationally invariant log-concave
measure and symmetric sets. Klartag [91], found that there exist a family of densities that are not all
log-concave and satisfy (1.10) for symmetric convex bodies. In section 2.3 we discuss functional forms of
the classical Blaschke-Santaló inequality which started by K. Ball [9].

We close this section with functional forms of log-concavity (1.9). Prékopa-Leindler inequality states
that, if λ ∈ (0, 1) and h, f, g : Rn → [0,∞) be some functions that satisfy, for any x, y ∈ Rn,

h((1− λ)x+ λy) ≥ f(x)1−λg(y)λ, (1.11)

then, for any log-concave measure µ in Rn,∫
Rn
h dµ ≥

(∫
Rn
f dµ

)1−λ(∫
Rn
g dµ

)λ
. (1.12)

The original Prékopa-Leindler inequality state the case where µ be the volume dx, however, volume
case implies the same statement for any log-concave density. It is also clear that plug in appropriate
characteristic functions one retrieve (1.9). Moreover, there is an equivalently and shorter way to state
this result by taking h to be the smallest function that satisfies (1.11) (see Theorem 4.4.3). We note
also that, the arithmetic mean in (1.11) can be replaced by the geometric mean (coordinatewise) when
h, f, g defined on the orthant Rn+ (see Theorem 5.1.3 for n = 1). Borell [28] (see Marsiglietti [114] for
a shorter proof) replaced geometric and arithmetic means that appear in (1.11) and (1.12) by general
functions φ,Φ that follows some differentiable and homogeneity assumptions, and provided an equivalent
formula to this generalized Prékopa-Leindler inequality correlating f, g, φ,Φ pointwise. We note that, a
Prékopa-Leindler type inequality on Riemmannian manifolds has been established by Cordero-Erausquin,
McCann, Schmuckenschlager [61], and recently Crasta, Fragalá [65] presented a new geometric mean

C
E

U
eT

D
C

ol
le

ct
io

n



6

f ?λ g with integral equal to (
∫
f)1−λ(

∫
g)λ for any λ ∈ (0, 1). It is easy to check that Prékopa-Leindler

inequality and Hölder inequality can be expand inductively for several functions. This multi version
admits far reaching generalization and we discuss it in section 2.2
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Chapter 2

Presentation of the results

In this section we present our results which are essentially independent. In sections 3, 4, 5 we discuss
the following three papers in the same order.

• K. J. Böröczky, P. Kalantzopoulos, Log-Brunn-Minkowski inequality under symmetry, Transactions of
the American Mathematical Society, 375 (2022), 5987-6013.

• K. J. Böröczky, P. Kalantzopoulos, D. Xi, About the case of equality in the Reverse Brascamp-Lieb
inequality, Preprint available at https://arxiv.org/pdf/2203.01428.pdf

• P. Kalantzopoulos, C. Saroglou, On a j-Santaló Conjecture, Preprint available at
https://arxiv.org/pdf/2203.14815.pdf

2.1 Lp-Brunn-Minkowski theory

Central role in Brunn-Minkowksi theory have the mixed volumes inequalities. Despite the nature of
these inequalities, which is completely geometric, they are linked with PDE and Operator theory. In
the rapid developed Lp-Brunn-Minkowski theory, significant effort has been given to find and clarify
Lp-analogues of the inequalities (1.2), (1.3), (1.4). The main motivation of this is the existence and
uniqueness Minkowski problems for the so called Lp-surface area measure SK,p, introduced by Lutwak
[109]. For p ∈ R and a convex body K in Rn that o ∈ intK (namely hK > 0), the Lp-surface area
measure SK,p is given by

dSK,p :=
1

n
h1−p
K dSK .

The existence Lp-Minkowski problem posed by Lutwak in [109] and asks, for fixed p ∈ R, find necessary
and sufficient conditions for a finite non-trivial Borel measure µ on the sphere Sn−1, so that there exist
a convex body K with o ∈ intK which

SK,p = µ. (2.1)

Equation (2.1) can be viewed as a nonlinear partial differential equation on the sphere Sn−1 (namely as
a Monge-Ampère equation) in the class of C2

+ convex bodies, with known the density of µ and unknown
the density of SK,p. In particular, the existence Minkowski problem in PDE sense asks, for a given
function f : Sn−1 → (0,∞), solve

1

n
h1−p det(∇2h+ h Id) = f, (2.2)

where h is the restriction of the support function of a convex body containing the origin to Sn−1, and
∇2h denotes the Hessian matrix of h with respect to a moving orthonormal frame on Sn−1. Alexandrov
proposed a way to include non smooth solution in (2.2), the so called Monge-Ampère solutions in the
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Alexandrov sense (we refer to Figalli [72] for more informations). The uniqueness Lp-Minkowski problem
in a class of convex bodies K, ask to clarify the following relation ∼ between two convex bodies K and
L in the class K,

SK,p = SL,p ⇒ K ∼ L. (2.3)

Let us quote some historical importance result, towards the previous two Lp-Minkowksi problems. First
Minkowski [129] studied the existence problem (2.1) for the surface area measure, the case p = 1.
The discrete case treated by him while the general by Alexandrov [1], Fenchel, Jessen [71]. Firey
[73] established the so called Lp-Brunn-Minkowksi inequality, for p ≥ 1, that is based on an extended
Minkowski sum, while also treat some uniqueness result for p = 0 in [74]. Lutwak posed the Lp-Minkowski
problem and studied the case p ≥ 1 in [109]. A result for p < 1 appeared first by Chen, Huang [54]. The
papers of Böröczky, Lutwak, Yang and Zhang [33, 34] approach the case p = 0 in a very inspired way,
characterizing the even cone volume measures. This triggered several later results under the Lp-setting
and we discuss some of them in the following sections. Our result clarify the relation in (2.3) for p = 0
and K the class of convex bodies with n-hyperplane symmetries.

Lp-sums and Lp-Problems

To state Firey [73] extension of the usual Minkowski’s sum and scalar multiplication, we recall that, any
sub-linear and positive homogeneous function h in Rn corresponds to a unique convex body K in Rn, in
which h = hK . Thus, Minkowski’s operations, can be viewed (or equivalently defined) as follows, denote
with K + L and αK the convex bodies with support function,

hK+L = hK + hL and hαK = αhK .

Recall, the map K 7→ hK is linear with respect to the initially Minkowski definition for sum and scalar
multiplication. Firey [73] defined the so called Lp-sum and scalar multiplication attaching the Lp-norm
as follows: for any p ∈ [1,∞], denote with K +p L and α ·K the convex bodies with support functions,

hK+pL := (hpK + hpL)
1
p and hα·K := α

1
phK . (2.4)

For p ∈ (1,∞] the function (hpK + hpL)
1
p is sub-additive by Minkowksi’s inequality, while for p < 1

definition (2.4) fails. Böröczky, Lutwak, Yang and Zhang extended Firey’s Lp-sum for p < 1 in [33]. To
state it, the Wulff shape [f ] of a continues function f : Sn−1 → (0,∞) is the convex body given by

[f ] :=
{
x ∈ Rn : 〈x, u〉 ≤ f(u) ∀u ∈ Sn−1

}
. (2.5)

Readily, K = [hK ], thus Firey Lp-combinations for p ∈ [1,∞] and bodies K and L that contain the
origin in its interior, can be written (or equivalently defined) as

(1− λ) ·K +p λ · L := [((1− λ)hpK + λhpL)
1
p ]. (2.6)

Böröczky, Lutwak, Yang and Zhang [33] defined the extended Lp-sum for any p ∈ [−∞,∞] through
(2.6). The case p = 0 is known as logarithmic convex combination and is given in the limit sense,

(1− λ) ·K +0 λ · L := [h1−λ
K hλL].

It is easy to check that the support function of the body [f ] is less than or equal to f , namely h[f ] ≤ f .
The well known Aleksandrov’s Lemma states that h[f ](u) = f(u), for any u belonging to the support of
the surface area measure S[f ]. So, when [f ] has smooth boundary then necessarily h[f ] = f and in turn f
is a support function. We note, when p ∈ [0, 1) the Lp-convex combination of two smooth convex bodies
is not necessarily smooth.

We denote with Kno the set of all convex bodies in Rn containing the origin in its interior and with
Kne the set of all origin symmetric convex bodies. Böröczky, Lutwak, Yang and Zhang [33] posed the
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problem: for fixed p ∈ [−∞,∞], find a reasonably big class K′ of convex bodies so that, for any K,L ∈ K′
and λ ∈ (0, 1) it holds the so called Lp-Brunn-Minkowksi inequality,

|(1− λ) ·K +p λ · L| ≥
(

(1− λ)|K|
p
n + λ|L|

p
n

)n
p

; (2.7)

which, as usual the cases p = −∞, 0,∞ are interpreted in the limit sense. Note that, a rescaling argument
(see [33]) shows that for any p ∈ (0,∞] inequality (2.7) is equivalent to

|(1− λ) ·K +p λ · L| ≥ |K|1−λ|L|λ, (2.8)

and by the definition of Lp-sum, it holds the following monotonicity: if −∞ ≤ p ≤ q ≤ ∞ then

(1− λ) ·K +p λ · L ⊆ (1− λ) ·K +q λ · L. (2.9)

Firey [73] established (2.8) for p ≥ 1 and convex bodies in Kno . However, this inequality turns out to be
a direct consequence of Brunn-Minkowksi inequality (case p = 1) and monotonicity (2.9). It is known
that for the ranges p ∈ [0, 1) and p < 0 inequality (2.8) fails when is viewed as inequality on Kno and
Kne , respectively. Examples that shows this, is to consider two translated cubes and non-homothetic
centered cubes, respectively. However, it was conjectures by Böröczky, Lutwak, Yang and Zhang [33]
that for p ∈ [0, 1) and symmetric convex bodies K and L in Rn, inequality (2.8) should hold, known as
Lp-Brunn-Minkowski conjecture. The validity of that conjecture will significant strengthen the Brunn-
Minkowski inequality under central symmetry and will have various consequences in the area of Convex
Geometry. One of the most attractive problems corresponds to the case p = 0.

Conjecture 2.1.1 (log-Brunn-Minkowsi Conjecture). For any symmetric convex bodies K and L in Rn
and any λ ∈ (0, 1) it holds,

|(1− λ) ·K +0 λ · L| ≥ |K|1−λ|L|λ. (2.10)

In addition, equality holds if and only if K = K1 + . . .+Km and L = L1 + . . .+Lm for compact convex
sets K1, . . . ,Km, L1, . . . , Lm of dimension at least one where

∑m
i=1 dimKi = n and Ki and Li are dilates

i = 1, . . . ,m.

Böröczky, Lutwak, Yang and Zhang [33] state the following related conjecture.

Conjecture 2.1.2 (Log-Minkowski conjecture). For any symmetric convex bodies K and L in Rn, we
have ∫

Sn−1

log
hL
hK

dVK ≥
|K|
n

log
|L|
|K|

, (2.11)

with equality as in Conjecture 2.1.1.

The same authors in [33] proved that Conjecture 2.1.1 and Conjecture 2.1.2 are equivalent on the
family of all symmetric convex bodies. Actually, it holds the following slightly general statement (see
Proposition 3.5.2).

Lemma 2.1.3. If F is a class of convex bodies containing the origin in their interor and F is closed
under dilation and L0-sum, then (2.10) for all λ ∈ [0, 1] and K,L ∈ F is equivalent with (2.11) for all
K,L ∈ F .

Following again [33], the log-Minkowski conjecture (if true) characterize the even uniqueness Minkowski
problem for the cone-volume measure SK,0 = VK .

Conjecture 2.1.4 (Uniqueness for even VK). Within the class of symmetric convex bodies in Rn, the
equation VK = VL implies that K and L are related as equality in Conjecture 2.1.1

In the opposite direction, within the class of origin symmetric convex bodies with C∞+ boundary,
uniqueness of the convex body with a prescribed cone volume measure implies the log-Minkowski con-
jecture according to Böröczky, Lutwak, Yang and Zhang [34]. Moreover the same authors in [33] proved
that the three previous conjectures are true in the plane.

Theorem 2.1.5 (Böröczky, Lutwak, Yang, Zhang). The log-Brunn-Minkowksi Conjecture 2.1.1 holds
in dimension two.
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Local case for p = 0 and the Lp-triad

The first local result on the log-Brunn-Minkowski conjecture is due to Colesanti, Livshyts, Marsiglietti
[57], concerning neighborhood of Bn2 . They proved that for any R ∈ (0,∞) and any even strictly positive
φ ∈ C2(Sn−1) there exist α > 0 such that the conjecture holds for any pair with support function in
the class {Rφε : ε ∈ (0, α)}. This was strengthened by Kolesnikov and Milman [95] and we state here a
particular case for simplicity.

Theorem 2.1.6 (Kolesnikov, Milman). For any q ∈ [2,∞] there exist nq ≥ 2 such that, for any n ≥ nq
the log-Brunn-Minkowski conjecture (2.10) holds for symmetric convex bodies in a C2-neighborhood of
Bnq . Moreover, n2 = 2.

We briefly give some explanation for the last two Theorems. Böröczky, Lutwak, Yang and Zhang
[33] established the equivalence between (2.10) and (2.11) and solved (2.11) in the plane. The key point
concerning this equivalence, is that, inequality (2.10) deduce the log-concavity of λ 7→ |(1−λ) ·K+0λ ·L|
and in turn when this concavity expressed under the first order derivative one obtains (2.11). This gives
the idea that a second equivalent form of (2.10) can be deduced from the second order condition for
this concavity. We note that, completely analogues equivalence has been obtained for the Lp-sum. The
following Theorem states these two reformulations of the Lp-Brunn-Minkowski inequality, proven by
the combine work of Böröczky, Lutwak, Yang and Zhang [33], Colesanti, Livshyts, Marsiglietti [57],
Kolesnikov, Milman [95], Chen, Huang, Li, Liu [51], Putterman [136].

Theorem 2.1.7. Let p ∈ [0, 1]. Withing the class symmetric convex bodies in Rn the following statements
are equivalent.

(i) The Lp-Brunn-Minkowski inequliaty (2.8) holds.

(ii) The so called Lp-Minkowski’s inequality holds:(
1

n

∫
Sn−1

hpLh
1−p
K dSk

) 1
p

≥ |L| 1n |K|
1
p−

1
n ,

where case p = 0 corresponds to the log-Minkowski inequality (2.11).

(iii) The so called local Lp-Brunn-Minkowski inequality holds

V (L,K · · · ,K)2

|K|
≥ n− 1

n− p
V (L,L,K, . . . ,K) +

1− p
n(n− p)

∫
Sn−1

h2
L

hK
dSK . (2.12)

where case p = 0 is the so called local log-Brunn-Minkowski inequality.

For p = 1 these inequalities coincides with inequalities (1.2), (1.3), (1.4), respectively. We note that
the third statement, that reminiscent the Minkowski’s second inequality (in fact strengthens it) proved
equivalent with Lp-Brunn-Minkowksi inequality by Kolesnikov, Milman [95], but in a local sense. This
was extended from local to global by Chen, Huang, Li, Liu [51] and Putterman [136] using different
approaches, and build on Kolesnikov, Milman [95] they proved that all three inequalities in Theorem

2.1.7 hold for p ∈ [1 − c/n 3
2 , 1) where c be an absolute constant. Handel approach this problem from

(2.12) (see related studies Shenfeld, Handel [146, 147]) and in [81] proved the following.

Theorem 2.1.8 (Handel). The log-Minkowksi inequality (2.11) holds if K is a zonoid.

Interrelated Problems

Banaszcyk (see Latala [99]) asked if for any symmetric convex set K in Rn the function t 7→ γ(etK)
is log-concave, where γ be the standard Gaussian measure on Rn. This was confirmed by Cordero-
Erasquin, Fradelizi and Maurey [60] applying a Poincare inequality, known as (B)-Theorem. The same
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authors asked if the function t 7→ µ(etK) is log-concave where µ be any even log-concave measure
and K a symmetric convex set, known as (B)-conjecture. Saroglou [142] proved that, the log-Brunn-
Minkowksi inequality (if true) implies (B)-conjecture for the uniform measure on symmetric convex
bodies. In addition he obtain an equivalent formulation of the log-Brunn-Minkowski conjecture as a (B)-
type problem. To state it, let Cn the normalized cube and diag(s1, . . . , sn) the diagonal transformation
with diagonal entries s1, . . . , sn.

Theorem 2.1.9 (Saroglou). The log-Brunn-Minkowksi conjecture is equivalent with the following state-
ment: for any symmetric convex body K in Rn and any t1, . . . , tn > 0 the function

s 7→ |Cn ∩ diag(ts1, . . . , t
s
n)K| (2.13)

is log-concave.

Nayar-Tkocz [130] raised the following problem: for fixed q ∈ [1,∞] it holds that for any m-
dimensional subspace H of Rn the function

(t1, . . . , tn) 7→ |diag(et1 , . . . , etn)Bnq ∩H| (2.14)

is log-concave (here | · | stands for the m-dimensional Lebesque measure). The same author were able to
confirm it for q = 1 in [130] and they noticed that their problem for q =∞ is equivalent with Saroglou’s
statement in (2.13). Under the same spirit of (B)-conjecture, Saroglou [143] observed that if one knows
the validity of the log-Brunn-Minkowski conjecture then volume can be replaced by any even log-concave
measure in (2.10). On the other hand, Livshyts, Marsiglietti, Nayar, Zvavitch [107], showed that the
validity of the log-Brunn-Minkowski conjecture for a particular even log-concave measure µ (instead of
volume) implies the 1

n -concavity of µ. Combining last two, it follows that the log-Brunn-Minkowksi
conjecture implies the Gardner-Zvavitch conjecture. Actually, Eskenazis, Moschidis [68] confirmed the
Gardner-Zvavitch conjecture in the Gaussian case; namely, the Gaussian measure is 1

n -concave on the
class of symmetric convex bodies.

Case p = 0 under high Symmetry

Rotem [140] established the log-Brunn-Minkowksi conjecture for complex bodies K,L ⊆ Cn, namely unit
balls of norms in Cn, using a general theorem about complex interpolation of Cordero–Erausquin [59].
Turning to the real setting, the classical coordinatewise product of two unconditional convex bodies K
and L in Rn is given

K1−λ · Lλ = {(±|x1|1−λ|y1|λ, . . . ,±|xn|1−λ|yn|λ) : (x1, . . . , xn) ∈ K and (y1, . . . , yn) ∈ L}.

As a strengthening of the log-Brunn-Minkowski inequality, it was shown that the volume of the above
set is greater than or equals to the geometric mean of the volumes of K and L, by Bollobás, Leader [24],
Uhrin [150] and Cordero-Erausquin, Fradelizi, Maurey [[60], Proposition 8], and the arguments are based
on the multiplicative Prékopa-Leindler inequality Theorem 5.1.3. The equality case was characterized
by Saroglou [142]. In the next Theorem, the set K1 ⊕ . . . ⊕ Km denotes the Minkowski sum of some
compact convex sets K1, . . . ,Km ⊆ Rn if their affine hulls are pairwise orthogonal.

Theorem 2.1.10 (Bollobás-Leader, Uhrin, Saroglou). If K and L are unconditional convex bodies in
Rn with respect to the same orthonormal basis and λ ∈ (0, 1), then

|(1− λ) ·K +0 λ · L| ≥ |K|1−λ|L|λ. (2.15)

Equality holds if and only if K = K1⊕ . . .⊕Km and L = L1⊕ . . .⊕Lm for unconditional compact convex
sets K1, . . . ,Km, L1, . . . , Lm of dimension at least one where Ki and Li are dilates, i = 1, . . . ,m.
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Our main result strengthen the previous Theorem. To state it, a map A ∈ GL(n) is said to be linear
reflection (see Davis [66], Humphreys [85], Vinberg [155]) if there is a hyperplane H for which

A2 = Idn, A 6= Idn, A|H = IdH . (2.16)

A linear reflection satisfies detA = −1 and there exists u ∈ Sn−1 \H with A(u) = −u. Recall, a set X
in Rn is invariant under A ∈ GL(n) if AX = X. Our main result is the following.

Theorem 2.1.11 (Böröczky, K.). Let λ ∈ (0, 1). If A1, . . . , An are linear reflections such that H1∩ . . .∩
Hn = {o} holds for the associated hyperplanes H1, . . . ,Hn and the convex bodies K and L are invariant
under A1, . . . , An, then

|(1− λ) ·K +0 λ · L| ≥ |K|1−λ|L|λ. (2.17)

In addition, equality holds if and only if K = K1 + . . . + Km and L = L1 + . . . + Lm for compact
convex sets K1, . . . ,Km, L1, . . . , Lm of dimension at least one and invariant under A1, . . . , An where∑m
i=1 dimKi = n and Ki and Li are homothetic, i = 1, . . . ,m.

Note that, a subset of Rn with this type of symmetry described above is not necessarily origin
symmetric, the n-simplex is an example of that. Barthe, Fradelizi [20] and Barthe, Cordero-Erausquin
[19] provided lower bound of the volume product and bounded the isotropic constant, respectively, under
this type of symmetry. Very recently Crasta, Fragalá [65] reprove Theorem 2.1.11 introducing a new
Prékopa-Leindler type inequality. In what follows, we list some consequences of Theorem 2.1.11, and for
convenient, two convex bodies K and L that satisfy the assumption of Theorem 2.1.11 are said to be
n-hyperplane symmetric with respect to the same linear reflections.

Symmetries of Regular polytopes. Theorem 2.1.11 settles the log-Brunn-Minkowski conjecture
for convex bodies invariant under the symmetry group of a regular polytope.

Log-Minkowksi inequality. According to Böröczky, Lutwak, Yang and Zhang [33], the L0-sum
is covariant under linear tranformations (see (3.12)). Therefore, Theorem 2.1.11 and the method
of [33] imply the log-Minkowski inequality under this symmetry (see section 3.5.1): Let K and L
convex bodies in Rn which are n-hyperplane symmetric with respect to the same linear reflections,
then ∫

Sn−1

log
hL
hK

dVK ≥
|K|
n

log
|L|
|K|

(2.18)

with equality as in Theorem 2.1.11. We remark that inequality (2.18) is scaling invariant. So, it
can be equivalently written for bodies of volume one, which in this case receives the form∫

Sn−1

log hL dVK ≥
∫
Sn−1

log hK dVK .

Uniqness of VK . The log-Minkowski inequality (2.18) characterize the uniqueness of cone-volume
measure according to Böröczky, Lutwak, Yang and Zhang [33]. We repeat this method in our case
in Section 3.5.2, and we obtain that, if K and L be two convex bodies in Rn which are n-hyperplane
symmetric with respect to the same linear reflections A1, . . . , An, then the followings are equivalent:

(i) VK = VL

(ii) V (K) = V (L) and K = K1 + . . . + Km and L = L1 + . . . + Lm for compact convex
sets K1, . . . ,Km, L1, . . . , Lm of dimension at least one and invariant under A1, . . . , An where∑m
i=1 dimKi = n and Ki and Li are homothetic, i = 1, . . . ,m.

According to Chen, Li, Zhu [52], for general convex bodies, no analogue of the above equivalence can
be expected. In particular, one can find two non-homothetic convex bodies with smooth boundary
and the same cone-volume measure.

C
E

U
eT

D
C

ol
le

ct
io

n



13

log-concavity with respect to the L0-sum. Saroglou [[143], Theorem 3.1] proved that, the
log-Brunn-Minkowski conjecture (2.10) implies that for any even log-concave measure and any
symmetric convex bodies K and L in Rn and λ ∈ (0, 1), it holds

µ((1− λ) ·K +0 λ · L) ≥ µ(K)1−λµ(L)λ. (2.19)

We confirm the above inequality for convex bodies K and L in Rn which are n-hyperplane sym-
metric with respect to the same linear reflections, in Theorem 3.5.3.

Gardner-Zvavitch inequality. Livshyts, Marsiglietti, Nayar, Zvavitch [[107], Proposition 1]
showed that, if a Borel measure µ with a radial decreasing density f (namely, f(tx) ≥ f(x) for
x ∈ Rn and t ∈ [0, 1]) satisfies inequality (2.19) for K,L in a class K, then for any K,L ∈ K and
any λ ∈ (0, 1), it holds

µ((1− λ)K + λL)
1
n ≥ (1− λ)µ(K)

1
n + λµ(L)

1
n .

Thus, we immediately obtain the above inequality for a measure µ and convex bodies K,L which
are n-hyperplane symmetric with respect to the same linear reflections.

Log-Minkowksi solution We note that for any convex body K, its centroid 1
V (K)

∫
K
x dx is

invariant under any affine transformation which leaves K invariant. Therefore, Theorem 1.1 in
Böröczky, Henk [29] and Theorem 1.4 in Bianchi, Böröczky, Colesanti, Yang [22] yield that the
subspace concentration condition characterizes the cone volume measures of convex bodies with
high symmetry: Let G ⊆ O(n) be a group acting on Sn−1 without fixed points, and let µ be a finite
non-trivial Borel measure on Sn−1 invariant under G. Then there exists a G invariant solution of
the logarithmic Minkowski equation (namely, (2.1) for p = 0) in the Alexandrov sense if and only
if µ satisfy the subspace concentration condition.

Lp-Minkowski problems

The purpose of this section is to state some known results about the existence and uniqueness Lp-
Minkowksi problems that has been given by several groups of authors. On what follows, µ will always
be a finite non-trivial Borel measure on the sphere Sn−1 and suppµ stands for the support of measure
µ. A measure µ satisfy the subspace concentration condition (introduced by Böröczky, Lutwak, Yang
and Zhang [34]) if, for any proper linear subspace L of Rn, it holds

µ(L ∩ Sn−1) ≤ dimL

n
µ(Sn−1), (2.20)

with equality if and only if there exists a complementary subspace L′ to L such that suppµ ⊆ L ∪ L′.
We say that µ is not concentrated on a set W if the support of µ is not contained in W . A subspace
L is said to be essential with respect to µ if L ∩ suppµ is not concentrated on any closed hemisphere of
L ∩ Sn−1. A measure µ satisfy the essential subspace concentration condition if it satisfy the subspace
concentration condition only for essential subspaces (with respect to µ). A great subsphere is a set of
the form Sn−1 ∩ L, where L be a subspace of Rn codimension one, and hemisphere is clearly the half
sphere. The following Theorem list some sufficient conditions for the Lp-surface area measure in the
range p > −n and p 6= n and in the following paragraph we quote some necessary conditions.

Theorem 2.1.12 (Lp-Minkowski’s Existence). For p ∈ R and finite non-trivial Borel measure µ on
Sn−1, there exists a convex body K in Rn containing the origin such that µ = SK,p if either of the
following conditions hold.

(i) p > 1 and p 6= n and µ is not concentrated on any closed hemisphere. This was first proved by
Chou, Wang [54] while a second approach has been given by Hug, Lutwak, Yang, Zhang [83].
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(ii) p = 1 and µ is not concentrated on a great subsphere and
∫
Sn−1 u dµ(u) = o. This was first proved

in the discrete case by Minkowski [129] while the general by Alexandrov [1], Fenchel, Jessen [71].

(iii) p ∈ (0, 1) and µ is not concentrated on a great subsphere. This was proved by Chen, Li, Zhu [53]
(see also Zhu [156] for the discrete case).

(iv) p = 0 and µ satisfies the subspace concentration condition. This was proved by Chen, Li, Zhu [52].

(v) p ∈ (−n, 0) and µ has density f with respect to Hn−1 that f ∈ L n
n+p

(Sn−1). This was proved by

Bianchi, Böröczky, Colesanti, Yang [22].

Let us discuss some complementary facts to Theorem 2.1.12. Minkowski’s existence Theorem corre-
sponds to case p = 1 and the condition stated in (ii) is also necessary. About case (iv), it was proven
before [52] that even cone volume measure characterized by the subspace concentration condition, pro-
viding necessary and sufficient condition in that case, established by Böröczky, Lutwak, Yang and Zhang
[34]. We further note, that the cone volume measure of any centered convex body K in Rn satisfies the
subspace concentration condition according to Böröczky, Henk [29]. Concerning the characterization of
the cone volume measure in the non-symmetric case, all what is known is by Böröczky, Hegedűs [30],
where they characterized the restriction of SK,0 = VK to an antipodal pair of points.

The following Theorem list some results concerning uniqueness for the Lp-Minkowski problem, that
turns out to be a more challenging task.

Theorem 2.1.13 (Lp-Minkowski uniqueness). Let K and L two convex bodies in Rn. If SK,p = SL,p
and

(i) p > 1 and p 6= n then K = L.

(ii) p = 1 then K and L are translates of each other.

(iii) p ∈ (1− c

n
3
2
, 1), where the absolute constant c > 0 and K,L are symmetric and have C2

+ boundary,

then K = L by Kolesnikov, Milman [95], Chen, Huang, Li, Liu [51], Putterman [136]).

(iv) p = 0 and K and L are n-hyperplane symmetric with respect to the same linear reflections, then K
and L are related as equality condition in Theorem 2.1.11.

For the proofs of the first two we refer to Schneider’s book [144]. We also note that for p < 0 it is
known that the even solution of Minkowski problem may not be unique according to Jian, Lu, Wang
[87], Li, Liu, Lu [103], Milman [125].

2.2 Brascamp-Lieb and Barthe’s inequalities

The starting point of this section is the Brascamp and Lieb inequalities [39]. The inequalities that we are
going to discuss follow the same pattern, which one can explain it as inequalities for which product and
integral change their order. The framework that describe this pattern is (now) called data, and many
central inequalities in analysis, like Hölder inequalities, Loomis-Whitney inequality, Young for convo-
lution inequalities, hypercontractivity inequalities and many others, follows this pattern and captured
from specific datas. This high level of generalization found several use in many mathematical areas,
for example, in convex geometry, in harmonic analysis, in probability theory, in information theory, in
theoretical computer science and also in number theory, making this an significant tool concentrating lot
of interest. Each data is associated with an inequality (or more specific with two inequalities the forward
and the reverse) and the initial question/problem was, how one can easily know the best inequality from
a chosen data, in terms of its best constant defined below. The first result was due to Brascamp-Lieb
[39] where they proved that one can find the best constant testing only centered Gaussian functions.
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Recall, a centered Gaussian function is a function of the form e−π〈Ax,x〉, where A : H → H be a positive
definite linear transform and H be a Hilbert space. Recall, a well known formula∫

H

e−π〈Ax,x〉 dx = (detA)−
1
2 . (2.21)

For some datas, Brascamp-Lieb result found to be an efficient computational tool and in particular to
those where later called Geometric datas. Albeit, these class of datas is quite small, there exist a very
natural equivalent relation partitioning the set of all datas with the property that, Geometric datas
represents those with equality case. This was an important observation which reduce the difficulty of
characterizing equality cases in the Brascamp-Lieb inequalities. In this topic our contribution is the
characterization of the equality cases in the Geometric Reverse Brascamp-Lieb (or Barthe’s) inequality.

Let us begin with the notation. For any k integer, the Brascamp-Lieb data (or simply data) is any
finite collection

(Bi, ci)
k
i=1, (2.22)

where Bi : Rn → Hi be surjective linear maps, Hi be a ni-dimensional Euclidean space endowed with
the Lebesgue measure dx and ci > 0 be non-negative real numbers, i = 1, . . . , k. Clearly, n ≥ ni for all
i’s.

To each data (Bi, ci)
k
i=1 a constant is attached as follows: Brascamp-Lieb constant is the smallest

real number cBL ∈ (0,∞] for which, for any non-negative fi ∈ L1(Hi), i = 1, . . . , k it holds∫
Rn

k∏
i=1

fi(Bix)ci dx ≤ cBL
k∏
i=1

(∫
Hi

fi

)ci
. (2.23)

The inequality that cBL can be calculated using only centered Gaussians is known as Brascamp-Lieb
inequality.

For example, Hölder inequalities corresponds to all datas (In, ci)
k
i=1 where In the identity map and

(ci)
k
i=1 be any collection of positive real number that satisfy

∑k
i=1 ci = 1. Moreover, Lommis-Whitheny

inequality [108] correspond to (Pe⊥i ,
1

n−1 )ni=1 where Pe⊥i is the orthogonal projection from Rn onto e⊥i .
In all these cases the associated constants cBL are one, since the inequalities are already known and they
are also sharp.

Replacing fi(x) 7→ fi(
x
λ ) in (2.23) and then making a change of variables one obtains λn and λ

∑k
i=1 cini

in the left-right hand sides of (2.23). Thus, to avoid datas with cBL =∞, we always assume the scaling
condition

k∑
i=1

cini = n. (2.24)

This is a necessary condition for the finiteness of the constant cBL but not a sufficient condition. This
will be discuss later (see Theorem 2.2.9).

Brascamp, Lieb [39] proved in the rank one case (when all dimHi = 1), that the class of centered
Gaussian functions compute cBL. The authors used symmetrization techniques known as rearrangements
based in Brascamp, Lieb, Luttinger inequality [38]. After this result, Lieb [105] extended it in the
following general case using arguments related to Central limit Theorem.

Theorem 2.2.1 (Lieb). Let (Bi, ci)
k
i=1 be a Brascamp-Lieb data that satisfy

∑k
i=1 cini = n. Then

centered Gaussian functions compute cBL, namely the Brascamp-Lieb constant equals:

cBL = sup
gi centered Gaussian

i=1,...,k

∫
Rn
∏k
i=1 gi(Bix)ci dx∏k
i=1

(∫
Hi
gi

)ci . (2.25)

In other words, applying identity (2.21) to (2.25), Theorem 2.2.1 asserts that inequality (2.23) holds
for any non-negative function fi ∈ L1(Hi), i = 1, . . . , k with constant

cBL = sup
Ai positive definite

i=1,...,k

(
det(

∑k
i=1 ciB

∗
i AiBi)∏k

i=1(detAi)ci

)− 1
2

. (2.26)
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Here, B∗ denotes the adjoint of B. K. Ball [12, 13] observed that John decompositions (1.6) can be seen
as datas and in that cases the constant is computable by Lieb’s Theorem 2.2.1. In particular, for datas
that the Hi’s are one dimensional subspaces of Rn, nicely distributed, and the Bi’s are one dimensional
orthogonal projections, then the Brascamp-Lieb constant is one. Recall, u ⊗ u(x) := 〈u, x〉u, where
u ∈ Sn−1, x ∈ Rn denotes the one dimensional orthogonal projection in direction u.

Theorem 2.2.2 (K. Ball). Let (ui⊗ui, ci)ki=1 be a Brascamp-Lieb data that satisfy
∑k
i=1 ciui⊗ui = In.

Then, cBL = 1, or in other words, for any integrable functions fi : R→ [0,∞), i = 1, . . . , k, it holds∫
Rn

k∏
i=1

fi(〈x, ui〉)ci dx ≤
k∏
i=1

(∫
R
fi

)ci
.

Under the assumptions of the above Theorem, cBL ≤ 1 by combining (2.26) and Proposition (4.2.4),
and also cBL ≥ 1 by sharpness of inequality (4.9). K. Ball applied his Theorem 2.2.2 in convex geometry
obtaining several results: bounds for the volume of the sections of the cube [12], estimates about volume
ratios [13] and a reverse isoperimetric inequality [13]. Moreover, S. Brazitikos [40] extended Theorem
2.2.2 and found new applications related to Helly’s Theorem.

F. Barthe [15] making use of optimal transport of measure (Brenier maps) obtained simultaneously a
second proof of Theorem 2.2.1 and a reverse (or dual) form of Brascamp-Lieb inequality (2.23). We note
that earlier, McCann [118] used this technique giving an second proof of Prékopa-Leindler inequality
which is a special case of the following Barthe’s Theorem 2.2.3.

To each data (Bi, ci)
k
i=1 a second constant is attached as follows: the Reverse Brascamp-Lieb constant

is the largest real number cRBL ∈ [0,∞) for which, for any non-negative fi ∈ L1(Hi), i = 1, . . . , k it
holds ∫ ∗

Rn
sup

x=
∑k
i=1 ciB

∗
i xi, xi∈Hi

k∏
i=1

fi(xi)
ci dx ≥ cRBL

k∏
i=1

(∫
Hi

fi

)ci
. (2.27)

The inequality that cRBL can be calculated using only centered Gaussians is known as reverse Brascamp-
Lieb inequality or Barthe’s inequality. Note that this peculiar function on the left hand side is not always
integrable and the symbol

∫ ∗
stands for the outer integral. F. Barthe proved in [14] the rank one case

and in [15] the following general case.

Theorem 2.2.3 (F. Barthe). Let (Bi, ci)
k
i=1 be a Brascamp-Lieb data that satisfy

∑k
i=1 cini = n and⋂k

i=1 kerBi = {o}. Then both cBL in (2.23) and cRBL in (2.27) can be calculated using centered Gaus-
sians. In addition, if D be the largest real number for which, for any positive definite linear transform
Ai : Hi → Hi, i = 1, . . . , k it holds

det

(
k∑
i=1

ciB
∗
i AiBi

)
≥ D

k∏
i=1

det(Ai)
ci , (2.28)

then
cRBL = 1/cBL =

√
D. (2.29)

Note, if the common kernels of the Bi were not trivial then the left hand side of (2.28) is zero and in

turn D = 0. However, Theorem 2.2.3 still holds without condition
⋂k
i=1 kerBi = {o}, including cases like

cRBL = 0 and cBL = ∞. Also, note that both constants cBL and cRBL follows from inequality (2.28),
which for particular datas is just an extended version of the arithmetic-geometric mean inequality.

In addition to Barthe’s approach; there are two other methods of proofs that work for proving both
the Brascamp-Lieb and Barthe inequalities. First, a heat equation argument was provided in the rank
one case by Carlen, Lieb, Loss [50] for the Brascamp-Lieb inequality and by Barthe, Cordero-Erausquin
[17] for the Reverse Brascamp-Lieb inequality. The general versions of both inequalities are proved via
the heat equation approach by F. Barthe, N. Huet [18]. Second, probabilistic arguments for the two
inequalities are provided by Lehec [100].
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Courtade, Liu [64] extended the Brascamp-Lieb data (2.22), unifying into one inequality the Brascamp-
Lieb and the Barthe’s inequalities. For any k,m integers, we call extended Brascamp-Lieb data (or simply
extended data) any finite collection

(Bij , ci, dj),

where Bij : Hi → Hj be bounded linear transformations, Hi, H
j be finite dimensional Euclidean

spaces and ci, dj be positive real numbers, i = 1, . . . , k and j = 1, . . . ,m. For all extended datas the
corresponding scaling condition, that extends (2.24), is,

k∑
i=1

ci dim(Hi) =

m∑
j=1

dj dim(Hj).

To each extended data (Bij , ci, dj) a constant is attached as follows. Let cCL ∈ (0,∞] be the smallest
constant for which it holds (the forward-reverse Brascamp-Lieb inequality)

k∏
i=1

(∫
Ei

fi

)ci
≤ cCL

m∏
j=1

(∫
Ej
gj

)dj
∀fi ∈ L+

1 (Ei), gj ∈ L+
1 (Ej), (2.30)

provided
k∏
i=1

fi(xi)
ci ≤

m∏
j=1

g
dj
j

(
k∑
i=1

ciBijxi

)
∀xi ∈ Ei, 1 ≤ i ≤ k. (2.31)

Here, L+
1 (H) stands for the non-negative integrable functions on H. In the same spirit Courtade and

Liu [64] proved the following.

Theorem 2.2.4 (Courtade, Liu). Let (Bij , ci, dj) be an extended Brascamp-Lieb data. Then cCL can
be computed only choosing centered Gaussian functions, namely cCL equals:

cCL = inf

∏k
i=1

(∫
Ei
fi

)ci
∏m
j=1

(∫
Ej
gj
)dj

where the infimum is taken over all the centered Gaussian functions fi and gi that satisfy (2.31).

Lieb’s and Barthe’s Theorem appeared here as special cases, k = 1 and m = 1 respectively. Moreover
the same authors in [64], generalized the duality relation (2.29) and they also deal with finiteness,
structure and extremals. Its important to note that this family of inequalities was introduced earlier
by Courtade, Liu together with Cuff and Verdú in [63]. We remark that the direct and the reverse
Brascamp-Lieb inequalities are sufficient tools for treating the Bollobás-Thomason inequality and its
dual. We provide this already known results in Appendix 6.3 together with equality cases. Thus,
one may expect that inequality (2.30) may possibly provide a unified version of Bollobás-Thomasson
inequality with its dual.

Geometric data

Let us turn our attention into datas that satisfy an isotropic type condition. For simplicity, let us assume
that the surjective linear maps Bi : Rn → Ei given in (2.22) have their linear image inside Rn and in
addition are orthogonal projections, Bi = PEi . In this case, a data of the form

(PEi , ci)
k
i=1, (2.32)

is said to be Geometric Brascamp-Lieb data if it satisfy the so called Geometric condition

k∑
i=1

ciPEi = In. (2.33)
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The ”Geometric” terminology coined by Bennett, Carbery, Christ, Tao in [21]. Note that, condition
(2.33) implies the scaling condition (2.24), by taking the traces. Barthe [15] extended Ball’s Theorem
2.2.2 stating the following.

Theorem 2.2.5 (Ball, Barthe). Let (PEi , ci)i=1,...,k be a Geometric Brascamp-Lieb data. Then, cBL =
cRBL = 1.

This Theorem, significantly generalize the Hölder, Loomis–Whitney and Prékopa-Leindler inequali-
ties. A proof of that follows by Proposition 4.2.10 which gives D = 1 in (2.28) and the Theorem 2.2.3.
It is proven by Valdimarsson in [151] that the Bracamp-Lieb constant, in this particular family of datas
(PEi , ci)

k
i=1, is minimized by those that satisfy the Geometric condition, which by Theorem 2.2.5 is one.

Extremals for the Geometric data

The following Theorem restate Theorems 2.2.5 and as we have already discussed in previous sections
combines the work of Brascamp, Lieb [39], Lieb [105], Ball [13, 12], Barthe [15].

Theorem 2.2.6 (Geometric inequalities, Brascamp-Lieb, Ball, Barthe). Let (PEi , ci)
k
i=1 be a Geometric

Brascamp-Lieb data. Then for any non-negative integrable fi ∈ L+
1 (Ei), i = 1, . . . , k one has∫

Rn

k∏
i=1

fi(PEix)ci dx ≤
k∏
i=1

(∫
Ei

fi

)ci
(2.34)

and ∫ ∗
Rn

sup
x=

∑k
i=1 cixi, xi∈Ei

k∏
i=1

fi(xi)
ci dx ≥

k∏
i=1

(∫
Ei

fi

)ci
. (2.35)

Inequality (2.34) is known as Geometric Brascamp-Lieb inequality while (2.35) as Geometric reverse
Brascmap-Lieb (or Barhte’s) inequality. It is not hard to check that, both inequalities achieve equality

on Gaussian densities e−π‖x‖
2

. For a proof of that see Lemma 4.2.6 (i) and section 4.3. However, it turns
out that equalities can be attained in many other cases and to describe them we need some preparation.
For a Geometric data (PEi , ci)

k
i=1, a non-zero linear subspace V is called critical subspace if

dimV =

k∑
i=1

ci dim(Ei ∩ V ). (2.36)

This condition is equivalent with Ei = (Ei ∩ V ) + (Ei ∩ V ⊥) for any i = 1, . . . , k (see Lemma 4.2.6). We
say that a critical subspace V is indecomposable if V has no proper critical linear subspace. For example,
the datas concerning Hölder inequality any subspaces of Rn is critical, while the data concerning Loomis-
Whithey inequality a critical subspace is a subspace spanned by a subset of {e1, . . . , en}. Moreover, Rn is
alway a critical for a Geometric data by the scaling condition (2.24). Critical subspaces was introduced
by Carlen, Lieb, Loss [50] in the rank one case and extended by Bennett, Carbery, Christ, Tao [21]. The
main reason of this notion was to reduce the problem of finiteness of the constant ([21], Lemma 4.6 and
4.8) to the case where the data has no critical subspaces.

For fixed subspaces E1, . . . , Ek of Rn, a subspace F of Rn is called independent subspace if F = ∩ki=1E
′
i

where E′i is either Ei or E⊥i . When there exists ` in many non-trivial independent subspaces, we
always denoted them by F1, . . . , F`, otherwise we do the convention ` = 1 and F1 = {o}. Set Fdep to
be the orthogonal complement of

(
⊕`j=1Fj

)
. Valdimarsson [152] introduced the so called independent

decomposition
Rn = Fdep ⊕

(
⊕`j=1Fj

)
. (2.37)

The same author characterized extremizers (equality cases) of the Brascamp-Lieb inequality based on the
above decomposition in [152]. Let us note that, if there are no independent subspaces then the convention
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gives Rn = Fdep and if the independent subspace span Rn, namely Rn = ⊕`j=1Fj then clearly Fdep = {o}
in that case. Moreover, criticality is closed under intersection, sum and orthogonal complement (see
Lemma 4.2.7) and in turn all the components in (2.37) are critical subspaces.

After partial results of Barthe [15], Carlen, Lieb, Loss [50], Bennett, Carbery, Christ, Tao [21], it
was Valdimarsson [152] who characterized extremizers in (2.34) following the proof that uses the heat
equation (or flow) argument.

Theorem 2.2.7 (Valdimarsson). Let (PEi , ci)1≤i≤k be a Geometric Brascamp-Lieb data and let F1, . . . , F`, Fdep

the components of the independent decomposition induced by this data. We assume that equality holds in
the Geometric Brascamp-Lieb inequality (2.34) for non-negative fi ∈ L1(Ei), i = 1, . . . , k. Then, there
exist b ∈ Fdep and θi > 0 for i = 1, . . . , k, integrable non-negative hj : Fj → [0,∞) for j = 1, . . . , `, and
a positive definite matrix A : Fdep → Fdep such that the eigenspaces of A are critical subspaces and

fi(x) = θie
−〈APFdep

x,PFdep
x−b〉 ∏

Fj⊆Ei

hj(PFj (x)) for Lebesgue a.a. x ∈ Ei. (2.38)

On the other hand, if for any i = 1, . . . , k, fi is of the form as in (2.38), then equality holds in (2.34)
for f1, . . . , fk.

Our main result characterize extremizers of the Geometric reverse Brascamp-Lieb (or Barthe’s) in-
equality (2.35) following the proof that uses optimal transportation argument given by F. Barhte [15].

Theorem 2.2.8 (Böröczky, K., Xi). Let (PEi , ci)1≤i≤k be a Geometric Brascamp-Lieb data and let
F1, . . . , F`, Fdep the components of the independent decomposition induced by this data. We assume that
equality holds in the Reverse Brascamp-Lieb inequality (2.35) for non-negative fi ∈ L1(Ei), i = 1, . . . , k,
with positive integral. Then there exist θi > 0, bi ∈ Ei ∩ Fdep and wi ∈ Ei ∩ F⊥dep for i = 1, . . . , k,
log-concave hj : Fj → [0,∞) for j = 1, . . . , `, and a positive definite matrix A : Fdep → Fdep such that
the eigenspaces of A are critical subspaces and

fi(x) = θie
−〈APFdep

x,PFdep
x−bi〉

∏
Fj⊆Ei

hj(PFj (x− wi)) for Lebesgue a.a. x ∈ Ei. (2.39)

On the other hand, if for any i = 1, . . . , k, fi is of the form as in (2.39) and equality holds for all x ∈ Ei
in (2.39), then equality holds in (2.35) for f1, . . . , fk.

General data - Finiteness and Extremals

In this section we go back into the general setting (2.22), and we discuss part from the work of Ben-
nett, Carbery, Christ, Tao [21]. For convenient a Brascmap-Lieb data (Bi, ci)

k
i=1 is denoted by (B, c)

and the associated constant by cBL(B, c). We write BL-extremizer and RBL-extremizer for a tuple
(f1, . . . , fk) that achieve equality in (2.23) and (2.27), respectively. Our aim is to discuss finiteness and
extremizability. We first note that, finiteness cBL(B, c) < ∞ does not imply the existence of an BL-
extremizer. Finiteness was first characterized by Bennett, Carbery, Christ, Tao [21] while later Garg,
Gurvits, Oliveira, Wigderson [78] (see Corollary 4.5) provided a second proof.

Theorem 2.2.9 (Bennett, Carbery, Christ, Tao). Let (B,c) be a Brascamp-Lieb data. Then, cBL(B, c) <
∞ (equivalently cRBL(B, c) > 0 by Theorem 2.2.3) if and only if

(i)
∑k
i=1 cini = n.

(ii) dimV ≤
∑k
i=1 cjdimBjV for every subspace V of Rn.

Let us quote some facts for the so called Brascamp-Lieb polytope. For fixed linear maps B =
(B1, . . . , Bk) the Brascamp-Lieb polytope (or polyhedron) is the set PB ⊆ Rk defined by,

PB := {c = (c1, . . . , ck) ∈ Rk : cBL(B,c) <∞}.
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In other words, PB is the set of all c ∈ Rk+ for which (i) and (ii) holds in Theorem 2.2.9. Trivially,
dimBjV ∈ {1, . . . , n} for any subspace V , and in turn there is a finite number of linear inequalities in (ii).
In fact they are at most nm. Therefore, we conclude that PB is the finite intersection of halfspaces and so
PB is indeed a polytope. For example, the Brascamp-lieb polytope of (In, . . . , In) and (Pe1 , . . . , Pen) are

{c :
∑k
i=1 ci = 1} and {c = ( 1

n−1 , . . . ,
1

n−1 )}, respectively, by Hölder and Loomis-Whitney inequalities.
This polytope has completely determined in rank one case by Barthe [15] and some extension has been
given by Valdimarsson [153].

According to Bennett, Carbery, Christ, Tao [21], for a given data (B, c) if one set (B′, c) defined by
B′i = Q−1

i BiQ where Q : H → H ′ and Qi : Hi → H ′i, i = 1, . . . , k be some invertible linear maps, then
one has

cBL(B′, c) =

∏k
i=1(detQi)

ci

detQ
cBL(B, c). (2.40)

This leads to the following relation. The collections B = (B1, . . . , Bk) and B′ = (B′1, . . . , B
′
k′) are said

to be equivalent if k = k′ and there exist invertible linear maps Q : H ′ → H and Qi : H ′i → Hi such that
B′i = Q−1

i BiQ. One may prefer to see that equivalence as a commutative diagram

H
Bi−−−−→ Hi

Q

x yQ−1
i

H ′
B′i−−−−→ H ′i

In addition, two datas (B, c) and (B′, c′) are said to be equivalent if B and B′ are equivalent and
p = p′. This relation is an equivalent relation on datas. Note, for two equivalent data as before it holds
dimH = dimH ′ and dimHi = dimH ′i, for all i’s, and critical subspaces are in 1− 1 correspondence. The
last assertion follows from the fact, if V is critical for (B,p) then Q−1V is critical for (B′,p).

In this setting, (B, c) is said to be Geometric data (see the simplified version (2.33)) if BiB
∗
i = IdHj

and
k∑
i=1

ciB
∗
iBi = IdH . (2.41)

Note that, for any data (B, c) one can always find an equivalent data (T, c) to it, so that (2.41) is satisfied.

For this, take any positive definite map Qi : Hi → Hi, i = 1, . . . , k and set Q :=
∑k
i=1 ciB

∗
iQiBi. Then

consider (T, c) defined by Ti = Q
1
2
i BiQ

− 1
2 . Clearly, (B, c) and (T, c) are equivalents and

k∑
i=1

ciT
∗
i Ti =

k∑
i=1

ci(Q
− 1

2B∗iQ
1
2
i )(Q

1
2
i BiQ

− 1
2 ) = Q−

1
2

(
k∑
i=1

ciB
∗
iQiBi

)
Q−

1
2 = Q−

1
2QQ−

1
2 = IdH .

In addition, if there exist Gaussian extremizer gi(x) = e−π〈Qix,x〉 for (B, c) then this implies Qi =
BiQ

−1B∗i and in turn TiT
∗
i = IdHi (see Bennett, Carbery, Christ, Tao [21], Proposition 3.6). This

briefly explains the direction (ii)⇒ (iii) of the following Theorem.

Theorem 2.2.10 (Bennett, Carbery, Christ, Tao). Let (B, c) be a Brascamp-Lieb data. The following
statements are equivalent.

(i) (B, c) has an BL-extremizer.

(ii) (B, c) has a Gaussian BL-extremizer.

(iii) (B, c) is equivalent with a Geometric data,

The direction (i)⇒ (ii) established by Barthe (see Remark page 17 in [15], see also Proposition 6.5 in
[21] for more details) and it based on the Central Limit Theorem. The idea is to apply successively the
closure properties of extremizability and find a sequence of extremizers that tends towards to a centered

C
E

U
eT

D
C

ol
le

ct
io

n



21

Gaussian tuple, with respect to L1 norm. For (iii)⇒ (i), one should find first a Gaussian extremizer for
the equivalent Geometric data and then transfer it to (B, c). We note that Valdimarsson [152] extended
his Theorem 2.2.7 applying Theorems 2.2.10. In particular, equalities in the general Brascamp-Lieb
inequality (2.23), when exist, can be understood via the language of equivalent relation. Lehec proved
the analogue (ii) ⇒ (iii) for the Reverse Brascamp-Lieb inequality in [100]. We note that our Theorem
2.2.8 can be extended if one can provide the analogue (i)⇒ (ii) for Reverse Brascamp-Lieb inequality.

2.3 On functional versions of Santaló inequality

This section starts with a short discussion concerning the known upper and lower bounds of volume
product and then passes to functional forms. It is quite remarkable that after further strengthens of
Ball’s functional Santaló inequality several links and analogues appears into this new analytical area.
For example these functional Santaló forms are connected with entropy type inequalities according to
Fathi [69] while also to a reverse log-Sobolev inequality observed by Caglar, Fradelizi, Guédon, Lehec,
Schutt, Werner [48]. Our purpose is to study some new polar conditions in the multi entry setting. We
formulate the corresponding Santaló type inequality for sets and functions and we prove it in some cases.

The volume product for a symmetric convex body K in Rn is defined by |K||K◦|. It is clear that it
is continues with respect to the Hausdorff metric and also GL(n)-invariant; namely, the volume product
of Φ(K) and K coincides for any Φ ∈ GL(n) . The classical Blaschke-Santaló inequality (Blaschke [23],
Santaló [141]) provide the exact maximum of the volume product: for any origin symmetric convex body
K in Rn, one has

|K||K◦| ≤ |Bn2 |2, (2.42)

with equality if and only if K is an ellipsoids. It is known that Brunn-Minkowksi inequality imply
a stronger fact than inequality (2.42), which says, the volume of the polar body increases after any
application of Steiner symmetrization (see Meyer, Pajor [119]). Also, it is known that inequality (2.42)
is equivalent with the so called affine isoperimetric inequality, under the prism of Minkowski’s first and
Hölder inequalities.

The exact minimum of the volume product remains unknown and it is considered to be a major
problem in convexity. The symmetric Mahler conjecture asserts that the exact minimum is attained on
the cube: for any symmetric convex body K in Rn it should holds

4n

n!
= |Bn∞||Bn1 | ≤ |K||K◦|. (2.43)

Except cube, it has been found there are many other minimizers, known as Hanner polytopes. This
in some sense indicates the difficulty of the problem if one aim to find a process that approach these
particular polytopes. However, the conjecture is known in dimension n = 2 by Mahler and in dimension
n = 3 by Iriyeh, Shibata [86]. In higher dimensions n ≥ 4, minimizer of the volume product are known
in the unconditional setting by Saint-Raymond [137], (see also Meyer [123] for a shorter proof), while
also for bodies with n-hyperplane symmetries by Barthe, Fradelizi [20]. Reisner confirm the symmetric
Mahler conjecture for zonoid in [139] (see also Gordon, Meyer, Reisner [79] for a alternative proof). One
can check that John Theorem can lower bound the volume product by n−

n
2 |Bn2 |2. Bourgain-Milman [36],

making of use of the so called M-position improved that bound significantly.

Theorem 2.3.1 (Bourgain-Milman). There exist an absolute constant c > 0 such that, for any origin
symmetric convex body K in Rn, one has

|K||K◦| ≥ cn|Bn2 |2.

Alternative proofs have been given by Kuperberg [98] and by Nazarov [131]. As a side note, it is easy
to check that John’s Theorem implies the log-Brunn-Minkowksi conjecture up to the factor n−

n
2 . One

may possible expect that M-position can improve this up to cn.
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Functional forms of the Santaló inequality

K. Ball [9] formulated the first functional version of Santaló inequality: for any integrable even functions
f, g : Rn → R+ that satisfy f(x)g(y) ≤ e−〈x,y〉, for x, y ∈ Rn, one has∫

Rn
f(x) dx

∫
Rn
g(y) dy ≤ (2π)n. (2.44)

Lehec [101] noticed that Ball’s result follows from induction on the dimension n, gaining in parallel
a strengthening of it, in which reduces the even assumption of f, g to f (or g) is barycentered at the
origin, that means

∫
xf(x) dx = o. Lehec’s proof strengthened also a previous result of Artstein, Klartag,

Milman [6] which the barycentered function should assumed to be log-concave and their techniques based
on approximation. Fradelizi-Meyer [75] first observed that polarity assumption can be relaxed.

Theorem 2.3.2 (Fradelizi, Meyer). Let ρ : R → R+ be a measurable function. If f, g : Rn → R+ are
even integrable functions satisfying f(x)g(y) ≤ ρ(〈x, y〉), for all x, y ∈ Rn, then∫

Rn
f(x) dx

∫
Rn
g(y) dy ≤

(∫
Rn
ρ(‖u‖22)1/2 du

)2

.

The proof of that use the same tools (Prékopa-Leindler and Santaló inequality for sets) as Ball’s proof
but different approach.

Functional Santaló for many sets and functions

Caglar, Fradelizi, Guédon, Lehec, Schutt, Werner in [48] obtain consequences from functional Santaló
inequalities. One of them is a reverse form of log-Sobolev inequality and an other is a functional affine
isoperimetric inequality. Fathi [69] observed that the functional Santaló inequality given by Lehec [101] is
equivalent with an entropy inequality that strengthens Talagrand transportation inequality. Kolesnikov
and Werner [97] proposed the following extension.

Conjecture 2.3.3. (Kolesnikov-Werner) Let k ≥ 2 be an integer, ρ : R→ R+ be a decreasing function
and f1, . . . , fk : Rn → R+ be even integrable functions, such that

k∏
i=1

fi(xi) ≤ ρ

 ∑
1≤i<l≤k

〈xi, xl〉

 , ∀x1, . . . , xk ∈ Rn. (2.45)

Then, it holds
k∏
i=1

∫
Rn
fi(xi) dxi ≤

(∫
Rn
ρ

(
k(k − 1)

2
‖u‖22

)1/k

du

)k
.

By the use of Prékopa-Leindler inequality the authors in [54] obtain the following.

Theorem 2.3.4. (Kolesnikov-Werner) Conjecture 2.3.3 holds if f1, . . . , fk are unconditional (with re-
spect to the same orthonormal basis {em}).

While polarity in the case k = 2 is well understood (see Böröczky, Schneider [35], Artstein-Avidan,
Milman [7]; see also Artstein-Avidan, Sadovsky, Wyczesany [8] for generalizations), it is not clear if there
is such a notion for k > 2. Therefore, we believe it is meaningful to seek for Santaló type inequalities
for sets and for functions under different conditions than (2.45). More precisely, we give the following
definition.

Definition 2.3.5. Let Φ : (Rn)k → R be a function. We say that the sets K1, . . . ,Kk ⊆ Rn satisfy
Φ-polarity condition, if Φ(x1, . . . , xk) ≤ 1 for any xi ∈ Ki, i = 1, . . . , k. Similarly, we say that the
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functions f1, . . . , fk : Rn → R+ satisfy Φ-polarity condition with respect to some decreasing function
ρ : R→ [0,∞], if

k∏
i=1

fi(xi) ≤ ρ(Φ(x1, . . . , xk)), ∀xi ∈ Rn, i = 1, . . . , k.

In the rest note we study a specific family of functions Φ. For integers 1 ≤ j ≤ k, we set

Sj(x1, . . . , xk) :=

n∑
l=1

sj(x1(l), . . . , xk(l)), x1, . . . , xk ∈ Rn, (2.46)

where x(l) is the l’th coordinate (with respect to our fixed basis {em}) of a vector x ∈ Rn, l = 1, . . . , n,
and sj is the elementary symmetric polynomial of k variables and degree j, i.e.

sj(r1, . . . , rk) :=
∑

1≤i1<...<ij≤k

ri1 · · · rij , r1, . . . , rk ∈ R. (2.47)

Set, also,

Ej :=
Sj(
k
j

) . (2.48)

Note that for j 6= 2 the map Ej (or Sj) depends on the basis {em}. However, for j = 2 this is not the
case; one can check that

S2(x1, . . . , xk) =
∑

1≤i<l≤k

〈xi, xl〉.

We conjecture that a Santaló type inequality holds for symmetric sets, under the assumption of
Ej-polarity condition.

Conjecture 2.3.6. (j-Santaló conjecture) Let 1 ≤ j ≤ k be two integers, where k ≥ 2. If K1, . . . ,Kk

are symmetric convex bodies in Rn, satisfying Ej-polarity condition, then it holds

k∏
i=1

|Ki| ≤ |Bnj |k. (2.49)

We, also, formulate the functional version of Conjecture 2.3.6.

Conjecture 2.3.7. (Functional j-Santaló conjecture) Let 1 ≤ j ≤ k be two integers, where k ≥ 2. If
f1, . . . , fk : Rn → R+ are even integrable functions, satisfying Sj-polarity condition with respect to some
decreasing function ρ : R→ [0,∞], then it holds

k∏
i=1

∫
Rn
fi(xi) dxi ≤

(∫
Rn
ρ

((
k

j

)
‖u‖jj

)1/k

du

)k
. (2.50)

Clearly, for j = 2, Conjecture 2.3.7 is just Conjecture 2.3.3. As it expected, the functional j-Santaló
Conjecture 2.3.7 implies the j-Santaló Conjecture 2.3.6 for sets. To see this, let K1, . . . ,Kk be symmetric
convex bodies satisfying Ej-polarity condition. Then, setting

fi := 1Ki , i = 1, . . . , k and ρ(t) :=

{
+∞, t < 0

1[0,1]

((
k
j

)−1
t
)

t ≥ 0
, (2.51)

one can check that the functions f1, . . . , fk satisfy Sj-polarity condition with respect to ρ, where with
1A denotes the indicator function of a set A. Therefore, inequality (5.2) implies,

k∏
i=1

|Ki| ≤

(∫
Rn
ρ

((
k

j

)
‖u‖jj

) 1
k

du

)k
=

(∫
Rn

1[0,1]

(
‖u‖jj

) 1
k

du

)k
=

(∫
Bnj

1 du

)k
= |Bnj |k.

It turns out, however, that the two conjectures are actually equivalent (see Section 5.1.5). Let us state
our main results.
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Theorem 2.3.8. Conjecture 2.3.6 holds in the following cases:

(i) K1, . . . ,Kk are unconditional convex bodies.

(ii) j = 1 or j = k.

(iii) j is even and K3, . . . ,Kk are unconditional convex bodies.

Moreover, in all three cases, (5.1) is sharp for K1 = K2 = . . . = Kk = Bnj .

Theorem 2.3.9. Conjecture 2.3.7 holds in the following cases:

(i) f1, . . . , fk are unconditional functions.

(ii) j = 1 or j = k.

(iii) j is even and f3, . . . , fk are unconditional functions.

Notice that, by (2.51), (2.50) is also sharp for some specific choice of ρ. As mentioned earlier, Theorem
2.3.9 (case (iii), j = 2) slightly extends Theorem 2.3.4. Moreover, Theorem 2.3.8 (resp. 2.3.9) for j = k
can be viewed as a generalization of the classical Blasckhe-Santaló inequality in the setting of many sets
(resp. many functions). The case j = 1 is somehow exceptional, as it is not directly related to the
classical Blasckhe-Santaló inequality (see, also, Section 5.1.3, Remark 5.1.10).

Ball’s conjecture

K. Ball [9] [10] extended volume product introducing the following SL(n)-invariant quantity

B(K) :=

∫
K

∫
Ko

〈x, y〉2 dx dy.

Using the multiplicative version of Prékopa-Leindler, (Theorem 5.1.3), he obtained the following.

Theorem 2.3.10. If K is an unconditional convex body in Rn, then

B(K) ≤ B(Bn2 ).

Ball conjectured the following.

Conjecture 2.3.11. Theorem 2.3.10 holds true for arbitrary symmetric convex bodies.

We refer to Conjecture 2.3.11 as Ball’s conjecture. We should remark that Ball has shown that
Conjecture 2.3.11, if true, implies the Blaschke-Santaló inequality (2.42) (in the sense that given the
validity of Conjecture (2.3.11), one can prove (2.42) within a few lines). In Section 5.2, we formulate
the analogue of Ball’s conjecture for many sets that satisfy Ej-polarity condition (resp. many functions
that satisfy Sj-polarity condition). The primary goal is to state and discuss a natural (at least in our
opinion) extension of Conjecture 2.3.11, to the multi-entry setting. In this direction, let D(n) be the set
of all orthonormal basis’ in Rn, let k ≥ 2, j ∈ {1, . . . , k} and for {εm} ∈ D(n), define

Bj(K1, . . . ,Kk, {εm}) :=

n∑
m=1

k∏
i=1

∫
Ki

|〈xi, εm〉|j dxi.

Define, also
Bj(K1, . . . ,Kk) := min

{εm}∈D(n)
Bj(K1, . . . ,Kk, {εm}).

One might dare to conjecture the following.

Conjecture 2.3.12. Let 1 ≤ j ≤ k be two integers, where k ≥ 2. Let K1, . . . ,Kk be symmetric convex
bodies in Rn satisfying Ej-polarity condition. Then,

Bj(K1, . . . ,Kk) ≤ Bj(Bnj , . . . , Bnj ). (2.52)

In section 5.2 we prove this Conjecture in the unconditional case and in the case j = 1. Moreover,
we show that it implies Conjectures 2.3.6 and 2.3.7.
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Chapter 3

Log-Brunn-Minkowski inequality
under symmetry

3.1 Introduction

In this section we provide the proof of the Theorem below. Linear reflection is defined in (2.16).

Theorem 3.1.1 (Böröczky, K. [31]). Let λ ∈ (0, 1). If A1, . . . , An are linear reflections such that
H1 ∩ . . .∩Hn = {o} holds for the associated hyperplanes H1, . . . ,Hn and the convex bodies K and L are
invariant under A1, . . . , An, then

|(1− λ) ·K +0 λ · L| ≥ |K|1−λ|L|λ. (3.1)

In addition, equality holds if and only if K = K1 + . . . + Km and L = L1 + . . . + Lm for compact
convex sets K1, . . . ,Km, L1, . . . , Lm of dimension at least one and invariant under A1, . . . , An where∑m
i=1 dimKi = n and Ki and Li are homothetic, i = 1, . . . ,m.

Outline of the proof of (3.1.1)

We reduce the problem into the unconditional setting, by partitioning the L0-sum of K and L into
congruent pieces. Let us sketch some key steps in the special case where the reflections are orthogonal
(the general is obtained by transforming K into its Löwner position). First, note that if K and L
are G-invariant, for some G ⊆ O(n), then their L0-sum Q := (1 − λ) · K +0 λ · L is G-invariant (see
(3.12)). So, in our case Q is invariant under the linear reflections A1, . . . , An. We partition Q in the
same sense like an unconditional convex body is partitioned by 2n congruent pieces. To do that we use
the Weyl chamber. In particular, there exist a simplicial convex cone C that decompose Rn in the sense
of Proposition 3.3.2 (iii), and decompose Q into congruent pieces, say ` of them. Thus, choosing any
Φ ∈ GL(n) that Φ(C) = Rn+ one has

|(1− λ) ·K +0 λ · L| = ` |C ∩ [(1− λ) ·K +0 λ · L]|

=
`

|det Φ|
|Rn ∩ [(1− λ) · Φ(K) +0 λ · Φ(L)]|. (3.2)

Let K̄ the unconditional set defined by K̄ ∩ Rn+ = Φ(K ∩ C). Similarly set L̄. The key property is that
C has small ”angle”, which guaranties the convexity of K̄, L̄ (showed in Lemma (3.3.6)) and implies
Φ−tC ⊆ Rn+ that conclude to (see (3.18))

|Rn+ ∩ [(1− λ) · Φ(K) +0 λ · Φ(L)]| ≥ |Rn+ ∩ [(1− λ) ·K +0 λ · L]|. (3.3)
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Last, combining (3.2) and (3.3) and then applying the log-Brunn-Minkowski inequality for the uncondi-
tional convex bodies (Theorem 2.1.10) we finish the proof of the inequality.

We briefly explain the characterization of equality. Equality in (3.1) for some K,L implies equality
for the associated unconditional K̄, L̄. Applying Theorem 2.1.10, we obtain

K̄ = ⊕mβ=1K̄β and L̄ = ⊕mβ=1L̄β

where K̄β = θβL̄β , where θβ > 0. Let Ēβ := linK̄β , β = 1, . . . ,m. The key observation is that K and L
can be split on Ēβ and Ē⊥β , meaning (see (3.26))

K = PĒβK ⊕ PĒ⊥β K and L = PĒβL⊕ PĒ⊥β L.

for any β = 1, . . . ,m. Then by induction on m the body K (same for L) is written as the direct sum of
PĒβK for β = 1, . . . ,m. Last, projecting onto Ēβ the K̄ ∩ Rn+ = Φ(K ∩ C) yields PĒβ (K) = θβPĒβ (L).
The other direction use elementary arguments in the section below.

3.2 Folklore Lemma’s

As the equality case of Theorem 3.1.1 indicates, we need a better understanding of convex bodies that
are sums convex compact sets in complementary linear subspaces.

Lemma 3.2.1 (Folklore). Let K be a convex body in Rn, and let ξ1, . . . , ξm, m ≥ 2 be non-trivial
complementary linear subspaces which together span Rn. Then νK(∂′K) ⊆ ξ1 ∪ . . . ∪ ξm if and only if
there exist compact convex sets K1, . . . ,Km with lin(Ki−Ki) = (

∑
j 6=i ξj)

⊥ (and hence dimKi = dim ξi)
for i = 1, . . . ,m such that K = K1 + . . .+Km.

Remark If K is unconditional and K1, . . . ,Km are unconditional, then Ki ⊆ ξi, i = 1, . . . ,m.

Proof. We may assume that o ∈ K, and hence also that o ∈ Ki for i = 1, . . . ,m if suitable K1, . . . ,Km

exists.
If K = K1 + . . .+Km for some compact convex Ki ⊆ (

∑
j 6=i ξj)

⊥, i = 1, . . . ,m, then

∂′K =

m⋃
i=1

∂′Ki +
∑
j 6=i

relintKj

 ,

which in turn yields that νK(∂′K) ⊆ ξ1 ∪ . . . ∪ ξm by the property

ξ⊥i = lin
∑
j 6=i

relintKj

for i = 1, . . . ,m (here ∂′Ki is the family of smooth points of the relative boundary of Ki).
On the other hand, let us assume that νK(∂′K) ⊆ ξ1 ∪ . . . ∪ ξm, and let Vi = (

∑
j 6=i ξj)

⊥. For any
i = 1, . . . ,m, let us consider the convex compact set

Ki = {x ∈ Vi : 〈u, x〉 ≤ hK(u) for all u ∈ ξi ∩ νK(∂′K)} .

As V ⊥i + ξi = Rn and V ⊥i ∩ ξi = {o} for i = 1, . . . ,m, we deduce that Ki is a dimVi = dimξi dimensional
compact convex set. Since K is the intersection of the supporting halfspaces at the smooth boundary
points according to Theorem 2.2.6 in Schneider [144], the condition νK(∂′K) ⊆ ξ1 ∪ . . . ∪ ξm implies

K =

m⋂
i=1

{x ∈ Rn : 〈u, x〉 ≤ hK(u)∀u ∈ νK(∂′K) ∩ ξi} =

m⋂
i=1

(
Ki + ξ⊥i

)
= K1 + . . .+Km.

C
E

U
eT

D
C

ol
le

ct
io

n



27

Next we show that equality really holds in Theorem 3.1.1 when promised (even without symmetry
assumption).

Lemma 3.2.2 (Folklore). If λ ∈ (0, 1), K and L are convex bodies with o ∈ intK and o ∈ intL, and
K = K1 + · · · + Km and L = L1 + · · · + Lm for m ≥ 1 and compact convex sets Ki, Li, i = 1, · · · ,m,
having dimension at least one and satisfying o ∈ Ki, Ki = θiLi for θi > 0 for i = 1, · · · ,m, and∑m
i=1 dimKi = n, then

(i) (1− λ) ·K +0 λ · L = θλ1K1 + · · ·+ θλmKm;

(ii) |(1− λ) ·K +0 λ · L| = |K|1−λ|L|λ.

Proof. For i = 1, . . . ,m, we write Vi = linKi, and ξi =
(∑

j 6=i Vj

)⊥
. We observe that if u ∈ ξi ∩ Sn−1,

then
hK(u) = hKi(u) and hL(u) = θihKi(u).

It follows from Lemma 3.2.1 that

K =

m⋂
i=1

{
x ∈ Rn : 〈u, x〉 ≤ hK(u) ∀u ∈ ξi ∩ Sn−1

}
L =

m⋂
i=1

{
x ∈ Rn : 〈u, x〉 ≤ θihK(u) ∀u ∈ ξi ∩ Sn−1

}
;

therefore, hK(u)1−λ
(
θihK(u)

)λ
= θλi hK(u) for u ∈ ξi ∩ Sn−1 and i = 1, . . . ,m yields that

(1− λ) ·K +0 λ · L ⊆
m⋂
i=1

{
x ∈ Rn : 〈u, x〉 ≤ θλi hK(u) ∀u ∈ ξi ∩ Sn−1

}
=

m∑
i=1

θλi Ki.

To prove
∑m
i=1 θ

λ
i Ki ⊆ (1− λ) ·K +0 λ · L, it is enough to verify

m∑
i=1

θλi hKi(u) ≤ hK(u)1−λhL(u)λ =

(
m∑
i=1

hKi(u)

)1−λ( m∑
i=1

θihKi(u)

)λ
(3.4)

for any u ∈ Sn−1. However, (3.4) is a direct consequence of the Hölder inequality, completing the proof
of (i).

We observe that setting di = dimKi for i = 1, . . . ,m, we have |L| =
(∏m

i=1 θ
di
i

)
|K|, and (i) yields

that

|(1− λ) ·K +0 λ · L| =

(
m∏
i=1

θdii

)λ
|K|,

verifying (ii).

3.3 Simplicial cones and Representation of Coxeter groups

We say that a convex subset C ⊆ Rn is a convex cone if λx ∈ C for any x ∈ C and λ ≥ 0. The positive
dual cone of C is defined by

C∗ = {x ∈ Rn : 〈x, y〉 ≥ 0 for each y ∈ C}.

For any n independent vectors u1, · · · , un ∈ Rn, the convex cone C generated by their positive hull

C = pos{u1, · · · , un} =

{
n∑
i=1

λiui : ∀ λi ≥ 0

}
(3.5)
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is called simplicial convex cone. In this case, the positive dual cone is

C∗ = pos{u∗1, . . . , u∗n}

where 〈ui, u∗j 〉 = 0 if i 6= j and 〈ui, u∗i 〉 > 0. For i = 1, . . . , n, the facets of C are

Fi = pos{{u1, . . . , un} \ {ui}} = C ∩ (u∗i )
⊥,

and the walls of C are the linear subspaces

Wi = lin{{u1, . . . , un} \ {ui}}.

Note that the orthogonal reflection RefWi
through the wall Wi of C is the map x 7→ x− 2〈x, u∗i 〉u∗i . We

observe that −u∗i is an exterior normal to Fi, and

C = {x ∈ Rn : 〈x, u∗i 〉 ≥ 0 for i = 1, . . . , n}. (3.6)

A linear subspace E of Rn is called non-trivial if dimE ≥ 1. In this case, we write O(E) to denote
the group of orthogonal transformations of E where O(n) = O(Rn).

If G is a group generated by reflections through n independent linear hyperplanes H1, . . . ,Hn (n
hyperplanes H1, . . . ,Hn with H1 ∩ . . .∩Hn = {o}), and Hi = v⊥i for vi ∈ Rn\{o} and i = 1, . . . , n, then
any non-trivial G invariant linear subspace E is of the form

E = linI for non-empty I ⊆ {v1, . . . , vn} where 〈vi, vj〉 = 0 if vi ∈ I and vj 6∈ I. (3.7)

We call an invariant linear subspace irreducible with respect to the action of G if it has no proper G-
invariant linear subspace. It follows that there exist only finitely many irreducible subspaces E1, . . . , Ek,
k ≥ 1, satisfying that

• Rn = ⊕ki=1Ei;

• Ei and Ej are orthogonal for i 6= j;

• G = G1 × . . .×Gk where Gi ⊆ O(Ei) acts irreducibly on Ei.

This decomposition corresponds to the irreducible representations coming from the action of the closure
of G in O(n), see Humphreys [84] for representations of compact groups.

Typical example for a finite group G ⊆ O(n) generated by reflections through n independent hyper-
planes and acting irreducibly on Rn is the symmetry group of a regular polytope P in Rn whose centroid
is the origin (see McCammond [115] or Humphreys [85]). For example, if P is a regular simplex, then
the n independent hyperplanes might be the perpendicular bisectors of the n edges meeting at a fixed
vertex of P .

The following Lemma 3.3.1 defines the Weyl chamber associated to an irreducible action of a fi-
nite Coxeter group, and dicusses the fundamental properties. These Weyl chambers partition Rn into
simplicial cones (see Lemma 3.3.1 (ii) and (iii)).

Lemma 3.3.1 (Coxeter). Let G be a finite group generated by reflections through n hyperplanes H1, . . . ,Hn

with H1 ∩ . . . ,∩Hn = {o} and acting irreducibly on Rn. Then there exists a simplicial cone C =
pos{u1, · · · , un} (called a Weyl chamber) such that

(i) the n reflections through the walls of C generate G;

(ii) Rn = ∪g∈GgC;

(iii) if gC ∩ intC 6= ∅ for some g ∈ G, then g is the identity;

(iv) 〈x, y〉 ≥ 0 for x, y ∈ C and writing C∗ = pos{v1, . . . , vn}, we have 〈vi, vj〉 ≤ 0 provided i 6= j;
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(v) for any partition {1, . . . , n} = I ∪ J with I, J 6= ∅ and I ∩ J = ∅, there exist i ∈ I and j ∈ J such
that 〈vi, vj〉 < 0.

Proof. According to the classical theory (see Humphreys [85]), one associates a so called root system
to G; namely, a finite set Φ of non-zero vectors such that any two are either independent or opposite,
and the set of reflections in G coincides with the set reflections through the linear (n − 1)-dimensional
subspaces orthogonal to the elements of Φ. It is a well-known result (see Humphreys [85]) that there
exists some n independent roots v1, . . . , vn ∈ Φ such that any other root can be written as a linear
combination of v1, . . . , vn with all non-positive or all non-negative coefficients. Then v1, . . . , vn ∈ Φ are
called simple roots, and the simplicial cone C = {x ∈ Rn : 〈x, vi〉 ≥ 0 for i = 1, . . . , n} satisfies (i), (ii),
(iii); moreover, v1, . . . , vn satisfy that 〈vi, vj〉 ≤ 0 for i 6= j (see Humphreys [85]), verifying the second
half of (iv).

We complete the proof of (iv) by contradiction, so we suppose that there exist x, y ∈ C satisfying
〈x, y〉 < 0, and seek a contradiction. We set vn+1 = −x and vn+2 = −y; therefore, 〈vi, vj〉 ≤ 0
for i, j = 1, . . . , n + 2 and 〈vn+1, vn+2〉 < 0. According to Radon’s theorem, there exist non-empty
A,B ⊆ {1, . . . , n+ 2} with A ∩B = ∅, and αi > 0 and βj > 0 for i ∈ A and j ∈ B such that∑

i∈A
αivi =

∑
j∈B

βjvj = w.

We deduce that

0 ≤ 〈w,w〉 =
∑
i∈A

∑
j∈B

αiβj〈vi, vj〉,

thus 〈vi, vj〉 ≤ 0 for i 6= j yields that

〈vi, vj〉 = 0 for i ∈ A and j ∈ B, (3.8)

and hence w = o. In turn, the independence of v1, . . . , vn shows that A ∩ {vn+1, vn+2} 6= ∅ and B ∩
{vn+1, vn+2} 6= ∅, which facts contradict 〈vn+1, vn+2〉 < 0 by (3.8).

Finally, we prove (v) again by contradiction. We suppose that there exists a partition {1, . . . , n} =
I ∪ J with I, J 6= ∅ and I ∩ J = ∅ such that 〈vi, vj〉 = 0 for i ∈ I and j ∈ J (note that 〈vi, vj〉 ≥ 0 by
(iv)). Then both lin{vi : i ∈ I} and lin{vj : j ∈ J} are invariant under reflections through the walls of
C, which contradicts the irreducibility of the action of G on Rn.

The main goal of this section is to prove the following statement which describes how the Weyl
chambers essentially partitioning Rn (see Proposition 3.3.2 (iii)) are related to the group action.

Proposition 3.3.2. Let G ⊆ O(n) be the closure of a group generated by the orthogonal reflections
through the hyperplanes H1, . . . ,Hn of Rn with H1 ∩ . . .∩Hn = {o}, let E1, . . . , Ek be the corresponding
irreducible subspaces. Then there exist an n-dimensional simplicial convex cone C = ⊕kα=1Cα in Rn

where Cα ⊆ Eα is a Weyl chamber for the irreducible action of a finite subgroup G̃α ⊆ O(Eα) on Eα
and G̃α is generated by reflections through the walls of Cα in Eα for α = 1, . . . , k. In addition,

(i) G̃ = G̃1 × . . .× G̃k is a subgroup of G;

(ii) writing W1, . . . ,Wn to denote the walls of C, the reflections RefWα
, α = 1, · · · , n, generate G̃;

(iii) gC ∩ intC 6= ∅ for g ∈ G̃ implies that g is the identity, and

Rn =
⋃
g∈G̃

gC;

(iv) if C∗ = pos{v1, . . . , vn}, then 〈vi, vj〉 ≤ 0 provided i 6= j;
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(v) If K is a convex body in Rn invariant under G, then νK(x) ∈ C for x ∈ ∂′K ∩C, and if moreover
Φ ∈ GL(n) satisfies Φ(C) = Rn+, then the unconditional set K̄ defined by K̄ ∩ Rn+ = Φ(K ∩ C) is
an unconditional convex body.

We prepare the proof of Proposition 3.3.2 with a series of lemmas mostly discussing well-known
statements.

The following statement is Lemma 19 in Barthe, Fradelizi [20].

Lemma 3.3.3 (Barthe, Fradelizi). If G ⊆ O(n) is an infinite subgroup generated by reflections through
n hyperplanes H1, . . . ,Hn with H1 ∩ . . . ∩Hn = {o}, and G acts irreducibly on Rn, then the closure of
G is O(n).

Lemma 3.3.4. For k ≥ 2, let Eα, α = 1, . . . , k be pairwise orthogonal non-trivial linear subspaces of Rn
with ⊕kα=1Eα = Rn, and for α = 1, . . . , k, let Gα ⊆ O(Eα) be a finite subgroup generated by reflections
through dimEα independent hyperplanes of Eα, and let Cα be a Weyl chamber for the action of Gα.
Then for the subgroup G = G1 × . . .×Gk of O(n) and C = ⊕kα=1Cα, we have

(i) G is generated by the reflections through the walls of C;

(ii) ∪{gC : g ∈ G} = Rn;

(iii) if intgC ∩ intC 6= ∅ for a g ∈ G, then g is the identity;

(iv) 〈x, y〉 ≥ 0 for x, y ∈ C.

Proof. (i) As G = G1 × . . .×Gk and E1, . . . , Ek are pairwise orthogonal, Lemma 3.3.1 (i) yields that
a set generators of G is the n reflections through the hyperplanes of Rn of the form W +E⊥α where
for some Eα, α = 1, . . . , k, W is a wall of Cα in Eα. Since these n hyperplanes of Rn are exactly
the walls of C, we deduce (i).

(ii) Write x ∈ Rn as x = x1 + · · · + xk where xα ∈ Eα, α = 1, . . . , k. According to Lemma 3.3.1
(ii), there exits gα ∈ Gα such that xα ∈ gαCα for each α = 1, . . . , k. Therefore x ∈ gC for
g = (g1, . . . , gk) ∈ G.

(iii) Assume intgC ∩ intC 6= ∅ for g = (g1, · · · , gk) ∈ G. Projecting into each Eα shows that the relative
interiors of gαCα and Cα intersect for α = 1, . . . , k; therefore, gαCα = Cα for α = 1, . . . , k by
Lemma 3.3.1 (iii), and hence gC = C.

(iv) This follows from Lemma 3.3.1 (iv) and the fact that the subspaces E1, . . . , Ek are pairwise orthog-
onal.

Lemma 3.3.5. If K is a convex body in Rn, and there is a simplicial convex cone C such that K is
invariant with respect to the orthogonal reflections through the walls of C, then

(i) νK(z) ∈ C holds for any z ∈ ∂′K ∩ C;

(ii)
K ∩ C = {x ∈ C : 〈x, νK(z)〉 ≤ hK(νK(z)) ∀ z ∈ ∂′K ∩ C}

= {x ∈ C : 〈x, u〉 ≤ hK(u) ∀u ∈ C} .

Proof. As in (3.5) and (3.6), we write the cone C as C = pos{u1, . . . , un} and C = {z ∈ Rn : 〈z, xj〉 ≤
0, j = 1, . . . , n} for independent u1, . . . , un ∈ Sn−1 and x1, . . . , xn ∈ Sn−1 satisfying 〈xj , ui〉 = 0 for
j 6= i and 〈xj , uj〉 < 0 for j = 1, . . . , n.

For z ∈ ∂′K ∩ C and j ∈ {1, · · · , n}, we show that

〈νK(z), xj〉 ≤ 0.

We use that K is symmetric with respect to the wall Wj := lin{u1, · · · , un}\{uj} = x⊥j of C; or in other
words, RefWj

K = K.

C
E

U
eT

D
C

ol
le

ct
io

n



31

If z ∈ x⊥j , then the symmetry of K through Wj shows that both νK(z) and RefWj
(νK(z)) are exterior

normals at z, and hence νK(z) ∈ x⊥j .
Therefore, let 〈z, xj〉 < 0. As νK(z) is an exterior normal at z and RefWj

z ∈ K, we deduce that
〈νK(z), (RefWj

z) − z〉 ≤ 0. However, (RefWj
z) − z is a positive multiple of xj , thus 〈νK(z), xj〉 ≤ 0,

which implies νK(z) ∈ C since j was arbitrary.
Since K is the intersection of the supporting halfspaces at the smooth boundary points according to

Theorem 2.2.6 in Schneider [144], (i) yields (ii).

Lemma 3.3.6. Let K be a convex body in Rn and let C be a simplicial convex cone such that 〈x, y〉 ≥ 0
for every x, y ∈ C and K is invariant with respect to the orthogonal reflections through the walls of C.
If Φ ∈ GL(n) satisfies ΦC = Rn+, then Φ−tC ⊆ Rn+ and the unconditional set K̄ defined by K̄ ∩ Rn+ =
Φ(K ∩ C) is an unconditional convex body.

Proof. To show the convexity of K̄, we observe that C ⊆ C∗ holds for the positive dual cone C∗ by the
condition on C, and hence

Φ−tC ⊆ Φ−tC∗ = (ΦC)∗ = (Rn+)∗ = Rn+. (3.9)

Now if z ∈ ∂′Φ(K)∩Rn+, then z = Φy for some y ∈ ∂′K ∩C where νK(y) ∈ C according to Lemma 3.3.5.
Since Φ−tνK(y) is an exterior normal to ∂Φ(K) at z = Φy, we conclude from (3.9) and the conditions
on C and K that

z ∈ ∂′Φ(K) ∩ Rn+ ⇒ νΦ(K)(z) ∈ Rn+ (3.10)

As K̄ is an unconditional set and K̄ ∩Rn+ = Φ(K)∩Rn+, its convexity is equivalent with the following
statement: If x = (x1, . . . , xn) ∈ K̄, y = (y1, . . . , yn) ∈ K̄ and λ ∈ (0, 1), then

w = (|(1− λ)x1 + λy1|, . . . , |(1− λ)xn + λyn|) ∈ Φ(K) ∩ Rn+. (3.11)

If z ∈ ∂′Φ(K) ∩ Rn+, then for x̃ = (|x1|, . . . , |xn|) ∈ Φ(K) ∩ Rn+ and ỹ = (|y1|, . . . , |yn|) ∈ Φ(K) ∩ Rn+, we
deduce from νΦ(K)(z) ∈ Rn+ (see (3.10)) and |(1− λ)xi + λyi| ≤ (1− λ)|xi|+ λ|yi| that

〈w, νΦ(K)(z)〉 ≤ 〈(1− λ)x̃+ λỹ, νΦ(K)(z)〉 = (1− λ)〈x̃, νΦ(K)(z)〉+ λ〈ỹ, νΦ(K)(z)〉
≤ (1− λ)〈z, νΦ(K)(z)〉+ λ〈z, νΦ(K)(z)〉 = 〈z, νΦ(K)(z)〉.

Since Φ(K) is the intersection of the supporting halfspaces at the smooth boundary points (see Theo-
rem 2.2.6 in Schneider [144]), we conclude (3.11), and in turn Lemma 3.3.6.

Now we are ready to give the proof of Proposition 3.3.2.

Proof of Proposition 3.3.2. Let Ḡ be the group generated by the orthogonal reflections through the
hyperplanes H1, . . . ,Hn of Rn with H1 ∩ . . . ∩Hn = {o}. Then the corresponding irreducible subspaces
E1, . . . , Ek coincide for Ḡ and for its closure G. Let Ḡα, Gα ⊆ O(Eα), α = 1, · · · , n, be the subgroups
such that Ḡ = Ḡ1 × . . . × Ḡk and G = G1 × . . . × Gk where Gα is the closure of Ḡα in O(Eα) for
α = 1, · · · , n. In particular, Ḡα is generated by reflections through all Hi ∩Eα such that Eα 6⊆ Hi where
writing Hi = w⊥i for wi ∈ Sn−1 and i = 1, . . . , n, we have Eα = lin{wi : Eα 6⊆ Hi}.

If Ḡα is finite, then we simply define G̃α = Ḡα = Gα. If Ḡα is infinite, then Ḡα = O(Eα) according

to Lemma 3.3.3; therefore, we may choose G̃α to be the symmetry group of a regular simplex of Eα
centered at the origin. In particular, for each α = 1, . . . , k, G̃α is finite and acts irreducibly on Eα, and
let Cα ⊆ Eα be a Weyl chamber for the action of G̃α as in Lemma 3.3.1.

We define G̃ = G̃1 × . . . × G̃k ⊆ O(n) and C = ⊕kα=1Cα. We deduce Proposition 3.3.2 (ii) and (iii)
from Lemma 3.3.4 (ii) and (iii).

For Proposition 3.3.2 (iv), the walls of C are of the form W + E⊥α for α = 1, . . . , k and wall w of
Cα in Eα. For 1 ≤ i < j ≤ n, 〈vi, vj〉 ≤ 0 follows from Lemma 3.3.1 (iv) if vi, vj ∈ Eα, and from the
othogonality of Eα and Eβ if vi ∈ Eα and vj ∈ Eβ for α 6= β.

For Proposition 3.3.2 (v), we deduce from Lemma 3.3.4 that 〈x, y〉 ≥ 0 holds for x, y ∈ C. Combining
this with Proposition 3.3.2 (ii), Lemma 3.3.5 (i) and Lemma 3.3.6 yields Proposition 3.3.2 (v).
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3.4 The proof for volume

Before the proof, let us state two easy remarks:

- the logarithmic sum is linear covariant; namely, for any Φ ∈ GL(n,R) it holds

Φ[(1− λ) ·K +0 λ · L] = (1− λ) · Φ(K) +0 λ · Φ(L). (3.12)

follows from the fact hΦK(u) = hK(Φtu). Therefore, if K and L are two convex bodies in Rn invariant
under some subgroup G ⊆ GL(n), then (1− λ) ·K +0 λ · L is also invariant under G.

- For any u ∈ Rn\{o}, one gets,

if u is an exterior normal at a z ∈ ∂′((1− λ) ·K +0 λ · L), then
h(1−λ)·K+0λ·L(u) = hK(u)1−λhL(u)λ.

(3.13)

We may assume that u ∈ Sn−1. Since z ∈ ∂((1 − λ) · K +0 λ · L) is a boundary point and hK and
hL are continuous, there exists some v ∈ Sn−1 such that h(1−λ)·K+0λ·L(v) = 〈z, v〉 = hK(v)1−λhL(v)λ.
However, z is a smooth boundary point where there exists only a unique exterior unit normal; therefore,
we have u = v, verifying (3.13).

First we consider the version of Theorem 3.1.1 where each linear reflection is an orthogonal reflection.

Theorem 3.4.1. Let λ ∈ (0, 1). If A1, . . . , An are orthogonal reflections such that H1 ∩ . . . ∩Hn = {o}
holds for the associated hyperplanes H1, . . . ,Hn and the convex bodies K and L are invariant under
A1, . . . , An, then

|(1− λ) ·K +0 λ · L| ≥ |K|1−λ|L|λ. (3.14)

In addition, equality holds if and only if K = K1 ⊕ · · · ⊕ Km and L = L1 ⊕ · · · ⊕ Lm for m ≥ 1
and compact convex sets Ki, Li invariant under Ai, i = 1, · · · ,m, having dimension at least one and
satisfying Ki = ciLi for ci > 0 for i = 1, · · · ,m, and

∑m
i=1 dimKi = n.

Proof. Let G ⊆ O(n) be the closure of the group generated by A1, . . . , An. We use the notation of
Proposition 3.3.2 applied to this G. In particular, for some k ≥ 1, Rn = ⊕kα=1Eα for non-trivial linear
subspaces E1, . . . , Ek where E1, . . . , Ek are pairwise orthogonal if k ≥ 2. In addition, C = ⊕kα=1Cα is

the simplicial cone of Proposition 3.3.2 where Cα is the Weyl chamber for the finite group G̃α ⊆ O(Eα)
generated by reflections through the walls of Cα in Eα and acting irreducibly on Eα for α = 1, . . . , k,
and G̃ = G̃1 × . . .× G̃k is a subgroup of G, by Proposition 3.3.2 (i).

We fix an orthonormal basis e1, . . . , en of Rn such that {ei : ei ∈ Eα} spans Eα for α = 1, . . . , k, and
hence Rn+ = pos{e1, . . . , en}, and let Φ ∈ GL(n) be a linear transform such that ΦCα = Rn+ ∩ Eα for
α = 1, . . . , k. We deduce that

(a) Φ(C) = Rn+;

(b) ΦEα = Eα for α = 1, . . . , k.

Since K and L are convex bodies invariant under G, their L0 sum (1−λ) ·K+0 λ ·L is also invariant

under G, and in turn invariant under G̃. We write card(G̃) to denote the cardinatility of G̃. It follows
from the linear covariance of the logarithmic sum and Proposition 3.3.2 (iii) that

|(1− λ) ·K +0 λ · L| =
∑
g∈G̃

|gC ∩ [(1− λ) ·K +0 λ · L]|

= card(G̃) · |C ∩ [(1− λ) ·K +0 λ · L]|. (3.15)
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Since any convex body is the intersection of the supporting halfspaces at the smooth boundary points
according to Theorem 2.2.6 in Schneider [144], we deduce from Lemma 3.3.5 (ii) and (3.13) that

C ∩ [(1− λ) ·K +0 λ · L] =
{
x ∈ C : 〈x, u〉 ≤ hK(u)1−λhL(u)λ ∀u ∈ C

}
. (3.16)

Let K̄ and L̄ the unconditional sets defined by K̄ ∩Rn+ = Φ(K ∩C) and L̄∩Rn+ = Φ(L∩C) respectively.
Proposition 3.3.2 (v) implies that K̄ and L̄ are unconditional convex bodies. We observe that if u ∈ Rn+,
then

hK̄(u) = max
x∈K̄∩Rn+

〈u, x〉 ≤ hΦK(u) and hL̄(u) = max
x∈L̄∩Rn+

〈u, x〉 ≤ hΦL(u). (3.17)

The key observation is that

|Rn+ ∩ [(1− λ) · Φ(K) +0 λ · Φ(L)]| ≥ |Rn+ ∩ [(1− λ) ·K +0 λ · L]|, (3.18)

which follows from (a), (3.17) and Φ−tC ⊆ Rn+ (see Lemma 3.3.6) and

Rn+ ∩ Φ[(1− λ) ·K +0 λ · L] = Φ
({
x ∈ C : 〈x, u〉 ≤ hK(u)1−λhL(u)λ ∀u ∈ C

})
=

{
x ∈ Rn+ : 〈x, v〉 ≤ hΦK(v)1−λhΦL(v)λ ∀ v ∈ Φ−tC

}
⊇

{
x ∈ Rn+ : 〈x, v〉 ≤ hK̄(v)1−λhL̄(v)λ ∀ v ∈ Φ−tC

}
⊇

{
x ∈ Rn+ : 〈x, v〉 ≤ hK̄(v)1−λhL̄(v)λ ∀ v ∈ Rn+

}
= Rn+ ∩ [(1− λ) ·K +0 λ · L].

From (3.15), (3.18) and Logarithmic Brunn Minkowski inequality Theorem 2.1.10 for unconditional
convex bodies, we deduce

|(1− λ) ·K +0 λ · L| = card(G̃) · |C ∩ [(1− λ) ·K +0 λ · L]|

=
card(G̃)

|detΦ|
· |Rn+ ∩ [(1− λ) · Φ(K) +0 λ · Φ(L)]|

≥ card(G̃)

|detΦ|
· |Rn+ ∩ [(1− λ) · K̄ +0 λ · L̄]|

=
card(G̃)

2n|detΦ|
· |(1− λ) · K̄ +0 λ · L̄|

≥ card(G̃)

2n|detΦ|
· |K̄|1−λ|L̄|λ (3.19)

= |K|1−λ|L|λ,

proving the Logarithmic Brunn-Minkowski inequality (3.14).

Assume now that we have equality in (3.14). In particular, equality holds for the unconditional
convex bodies K̄ and L̄ in (3.19). Therefore, Theorem 2.1.10 implies that K̄ = K̄1 ⊕ · · · ⊕ K̄m and
L̄ = L̄1 ⊕ · · · ⊕ L̄m for some m ≥ 1, where K̄β and L̄β are unconditional convex sets, K̄β = θβL̄β for
some θβ > 0, β = 1, · · · ,m, and

∑m
β=1 dimK̄β = n.

If m = 1, then

K =
⋃
g∈G̃

g(K ∩ C) =
⋃
g∈G̃

g ◦ Φ−1(K̄ ∩ Rn+) =
⋃
g∈G̃

g ◦ Φ−1(θ1L̄ ∩ Rn+)

= θ1

⋃
g∈G̃

g(L ∩ C) = θ1L;

therefore, K and L are dilates.
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If m ≥ 2, then we write Ēβ = linK̄β for β = 1, · · · ,m, and hence Rn = ⊕mβ=1Ēβ .

We claim that each Ēβ is the direct sum of some Eα; namely, there exists some non-empty Ξβ ⊆
{1, · · · , k} such that

Ēβ = ⊕α∈ΞβEα (3.20)

We suppose that (3.20) does not hold, and seek a contradiction. We set ui = Φ−1(ei) and vi = Φt(ei)
for i = 1, . . . , n; therefore, C = pos{u1, . . . , un} and C∗ = pos{v1, . . . , vn}. For any α = 1, . . . , k and
β = 1, . . . ,m, we consider

Iα = {i : ei ∈ Eα} and Jβ = {j : ej ∈ Ēβ}.

Since {1, . . . , n} is partitioned in two ways once into I1, . . . , Ik, and secondly into J1, . . . , Jm, the indirect
hypothesis yields there exist α̃ ∈ {1, · · · , k} and β̃ ∈ {1, · · · ,m} such that Iα̃ ∩ Jβ̃ is non-empty and is a
proper subset of Iα̃. It follows from Lemma 3.3.1 (v) applied to Cα̃ and the partition Iα̃ = (Iα̃ ∩ Jβ̃) ∪
(Iα̃\Jβ̃) that there exist

p ∈ Iα̃ ∩ Jβ̃ and q ∈ Iα̃\Jβ̃ such that 〈vp, vq〉 < 0. (3.21)

Since for any convex body, smooth boundary points are dense on the boundary, there exists a z0 ∈
relint (K̄β̃ ∩Rn+) and s > 0 such that z = z0 + sep ∈ ∂′K̄β̃ ∩Rn+. It follows that 〈νK̄β̃∩Rn+(z), ep〉 > 0, and

hence
νK̄β̃∩Rn+(z) =

∑
j∈Jβ̃

γjej where γj ≥ 0 for j ∈ Jβ̃ and γp > 0. (3.22)

We choose a y ∈ relint
∑
β 6=β̃(K̄β ∩ Rn+); therefore, z + y ∈ ∂′K̄ ∩ Rn+ and we deduce from (3.22) that

νK̄(z + y) = νK̄β̃∩Rn+(z) =
∑
j∈Jβ̃

γjej where γj ≥ 0 for j ∈ Jβ̃ and γp > 0. (3.23)

Writing Φ−1z = z′ and Φ−1y = y′, it follows that

z′ + y′ ∈ ∂′K ∩ C (3.24)

νK(z′ + y′) = θΦtνK̄(z + y) for θ = ‖ΦtνK̄(z + y)‖−1,

which combined with (3.23) leads to

νK(z′ + y′) =
∑
j∈Jβ̃

θγjvj where γj ≥ 0 for j ∈ Jβ̃ and γp > 0. (3.25)

In turn, we deduce from (3.25), 〈vp, vq〉 < 0 (see (3.21)) and 〈vp, vj〉 ≤ 0 for j ∈ Jβ̃ (see Proposition 3.3.2
(iv)) that

〈vp, νK(z′ + y′)〉 = θγq〈vp, vq〉+
∑
j∈J

β̃
j 6=q

θγj〈vp, vj〉 < 0,

and hence C = {x : 〈x, vi〉 ≥ 0 for i = 1, . . . , n} (see (3.6)) yields νK(z′ + y′) 6∈ C.
On the other hand, combining (3.24) and Proposition 3.3.2 (v) implies that νK(z′ + y′) ∈ C. This

contradiction finally proves (3.20).
We recall that PEM denotes the orthogonal projection of a compact convex set M onto a linear

subspace E. We deduce from (3.20) and Proposition 3.3.2 (i), (ii) and (iii) that for each β = 1, . . . ,m,
there exist convex compact sets Kβ , Lβ ⊆ Ēβ such that

Kβ ∩ C = Φ−1(K̄β ∩ Rn+);

K = Kβ + PĒ⊥β (K) and PĒβ (K) = Kβ ; (3.26)

Lβ ∩ C = Φ−1(L̄β ∩ Rn+);

L = Lβ + PĒ⊥β (L) and PĒβ (L) = Lβ . (3.27)
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In turn, we verify that (3.26) and (3.27) yield that

K = ⊕mβ=1Kβ and L = ⊕mβ=1Lβ (3.28)

by induction on m ≥ 2. We only provide the argument in the case of K, because the argument for L is
similar.

If m = 2, then Ē⊥1 = Ē2, and so (3.28) readily follows.
If m ≥ 3, then let K ′ = PĒ⊥m(K). Let 1 ≤ β ≤ m − 1. The main observation we use is that if

Π0 ⊆ Π are linear subspaces, then PΠ0(PΠX) = PΠ0(X) for X ⊆ Rn. On the one hand, we deduce from
Ēβ ⊆ Ē⊥m that

PĒβ (K ′) = PĒβ (PĒ⊥m(K)) = PĒβ (K) = Kβ .

On the other hand, we also use that if X ⊆ Ē⊥β , then PĒ⊥m(X) = PĒ⊥β ∩Ē⊥m(X) follows from Ēβ ⊆ Ē⊥m.

Therefore,

K ′ = PĒ⊥m

(
Kβ + PĒ⊥β (K)

)
= PĒ⊥m(Kβ) + PĒ⊥m(PĒ⊥β (K)) = Kβ + PĒ⊥m∩Ē⊥β (PĒ⊥β (K))

= Kβ + PĒ⊥m∩Ē⊥β (K) = Kβ + PĒ⊥m∩Ē⊥β (K ′),

implying K ′ = ⊕m−1
β=1 Kβ by induction on m. Since K = Km +K ′ by (3.26), we conclude (3.28).

As K, L and Ēβ are invariant under G, also Kβ and Lβ are invariant under G for β = 1, . . . ,m. Since
K̄β = θβL̄β , we also deduce that Kβ = θβLβ for β = 1, . . . ,m, verifying the necessity of the condition in
Theorem 3.4.1 in the case of equality in (3.14).

Finally, if K and L are convex bodies with o ∈ intK and o ∈ intL, and K = K1 + · · · + Km and
L = L1 + · · · + Lm for m ≥ 1 and compact convex sets Ki, Li, i = 1, · · · ,m, having dimension at least
one and satisfying o ∈ Ki and Ki = θiLi for θi > 0 for i = 1, · · · ,m, and

∑m
i=1 dimKi = n, then equality

holds in (3.14) even without symmetry assumption according to Lemma 3.2.2. This completes the proof
of Theorem 3.4.1.

We are ready to prove Theorem 3.1.1.

Proof of Theorem 3.1.1. According to John’s theorem (see Schneider [144]), there exists a unique ellip-
soid E of minimal volume containing K, which is also known as Löwner ellipsoid. It follows that E is
also invariant under A1, . . . , An. For a linear transform Φ ∈ GL(n) satisfying that Φ(E) = Bn2 , the linear
transforms A′i = ΦAiΦ

−1, i = 1, . . . , n leave Bn2 invariant, thus A′i is an orthogonal reflection through
the hyperlane H ′i = ΦHi where H1 ∩ . . . ∩ Hn = {o}. In addition, the convex bodies K ′ = ΦK and
L′ = ΦL are invariant under A′1, . . . , A

′
n.

Finally, applying Theorem 3.4.1 to K ′ and L′, and using the linear covariance of the L0-sum (see
(3.12)), we conclude Theorem 3.1.1.

3.5 Consequences under symmetry

3.5.1 Log-Minkowski inequality

For the following known Alexandrov variational formula we refer to Lemma 2.1 in [33] or Lemma 7.5.3
in Schneider [144]).

Lemma 3.5.1 (Alexandrov). Let ht : Sn−1 → (0,∞) be continuous for t ∈ [0, 1) such that the limit

limt→0+
ht(u)−h0(u)

t = h′0(u) exists and uniform in u ∈ Sn−1. Then the Wulff-shape Wt = ∩u∈Sn−1{x ∈
Rn; 〈x, u〉 ≤ ht(u)} for t ∈ [0, 1) satisfies

lim
t→0+

|Wt| − |W0|
t

=
1

n

∫
Sn−1

h′0(u) dSW0
(u).
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The Proposition below was stated in the case when C is the family of origin symmetric bodies in [33].
For completeness we repeat the method given in yielding the following slightly more general statement.

Proposition 3.5.2 (Böröczky, Lutwak, Yang, Zhang). Let C be a class of convex bodies containing the
origin in their interior such that C is closed under dilation and the L0-sum (i.e. (1− λ) ·K +0 λ ·L ∈ C
for any K,L ∈ C, λ ∈ [0, 1]), and

|(1− λ) ·K +0 λ · L| ≥ |K|1−λ|L|λ (3.29)

holds for any K,L ∈ C. Then ∫
Sn−1

log
hL
hK

dVK ≥
|K|
n

log
|L|
|K|

for any K,L ∈ C with equality if and only if | 12 ·K +0
1
2 · L| = |K|

1/2|L|1/2.

Proof. We can assume that |K| = |L| = 1, and hence the inequality to prove is∫
Sn−1

log hL dVK ≥
∫
Sn−1

log hL dVK . (3.30)

For λ ∈ [0, 1], we consider the function f(λ) = |Qλ| where

Qλ = (1− λ) ·K +0 λ · L.

First we prove that f(λ) is log-concave. On the one hand, for λ, σ, τ ∈ [0, 1] and α = (1− λ)σ + λτ , we
observe that,

(1− λ) ·Qσ +0 λ ·Qτ ⊂ (1− α) ·K +0 α · L

since the support function of a Wulff shape W is at most the function that is used in the definition of
W (see 2.10 in [33]); in particular,

h1−λ
Qσ

hλQτ ≤ (h1−σ
K hσL)1−λ(h1−τ

K hτL)λ = h1−α
K hαL.

On the other hand, log-Brunn-Minkowski inequality hold true for any pair Qσ and Qτ with σ, τ ∈ [0, 1]
because Qσ, Qτ ∈ C. These two observations give,

logf((1− λ)σ + λτ) = logf(α)

= log|Qα|
≥ log|(1− λ)Qσ +0 λ ·Qτ |
≥ log|Qσ|1−λlog|Qτ |λ

= (1− λ)logf(σ) + λlogf(τ),

verifying that f(λ) is log-concave.
Since f(λ) is log-concave on [0, 1], it has righ hand sided deivative f ′+(λ) for λ ∈ [0, 1), and left hand

sided deivative f ′−(λ) for λ ∈ (0, 1]. In addition, f(0) = f(1) = 1 and (3.29) yields that f(λ) ≥ f(0) for
λ ∈ (0, 1); therefore, f ′+(0) ≥ 0.

We apply Lemma 3.5.1 to ht(u) = hK(u)1−thL(u)t, and hence

h′0(u) = hK(u) log
hL(u)

hK(u)
.

It follows from f ′+(0) ≥ 0, K = Q0 and Lemma 3.5.1 that

0 ≤ f ′+(0) = lim
λ→0+

|Qλ| − |Q0|
λ

=
1

n

∫
Sn−1

hK(u) log
hL(u)

hK(u)
dSK(u) =

∫
Sn−1

log
hL
hK

dVK .
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In turn, we conclude (3.30).
Since f(λ) is log-concave and f(0) = |K| = |L| = f(1), if f( 1

2 ) = | 12 · K +0
1
2 · L| = 1, then f is

constant, and hence f ′+(0) = 0. Therefore, we have equality in (3.30).
Finally, if equality holds in (3.30), then f ′+(0) = 0, thus the log-concavity of f and f(0) = f(1) yields

that f is constant, which in turn yields that

| 12 ·K +0
1
2 · L| = f( 1

2 ) = f(0) = |K|1/2|L|1/2,

completing the proof of Theorem 3.5.2.

We observe that log-Minkowski inequality (2.18) for bodies with n-symmetries follows from Theo-
rem 3.1.1 and Proposition 3.5.2

3.5.2 Uniqueness of Vk

Now we recall the argument in [33] about the characterization of cone volume measure with respect to
uniqueness, in the slightly more general form.

Proposition 3.5.3. Let C be a class of convex bodies containing the origin in their interior such that C
is closed under dilation and the L0-sum, and

|(1− λ) ·K +0 λ · L| ≥ |K|1−λ|L|λ (3.31)

holds for any K,L ∈ C. If VK = VL for K,L ∈ C, then | 12 ·K +0
1
2 · L| = |K|

1/2|L|1/2.

Proof. We deduce from VK = VL and the log-Minkowski inequality Theorem 3.5.2 that∫
Sn−1

loghLdVL =

∫
Sn−1

loghLdVK ≥
∫
Sn−1

loghKdVK =

∫
Sn−1

loghKdVL

≥
∫
Sn−1

loghLdVL.

Thus we have equality in Theorem 3.5.2, proving | 12 ·K +0
1
2 · L| = |K|

1/2|L|1/2.

We observe that uniqueness of the cone volume measure follows from Theorem 3.1.1 and Proposi-
tion 3.5.3.

3.5.3 Passing to e−φ(x)dx

Saroglou [143] proved that on the class of o-symmetric convex bodies and measures, the logarithmic-
Brunn-Minkowski inequality for the Lebesgue measure implies the logarithmic-Brunn-Minkowski inequal-
ity for any log-concave measure. In other words, according to Theorem 3.1 in [143], if (2.10) holds for
any o-symmetric convex bodies K,L in Rn, then for any even convex ϕ : Rn → (−∞,∞] function, we
have ∫

(1−λ)·K+0λ·L
e−ϕ(x)dx ≥

(∫
K

e−ϕ(x)dx
)1−λ(∫

L

e−ϕ(x)dx
)λ

for any o-symmetric convex bodies K,L.
However, the proof of Theorem 3.1 in [143] does not actually use o-symmetry but a somewhat weaker

property of log-concave measures with rotational symmetry. Let ϕ(x) = ψ(‖x‖) for an increasing convex
function ψ : [0,∞)→ (−∞,∞], and let G be the subgroup generated by orthogonal reflections through
the linear hyperplanes H1, . . . ,Hn with H1 ∩ . . .∩Hn = {o}, and hence if M is a convex body invariant
under G, then M ∩{ϕ ≤ r} is also invariant under G for any r > ϕ(o) = ψ(0). It follows that if K and L
are convex bodies invariant under G, then all bodies used in the proofs of Lemma 3.7 and Theorem 3.1 in
[143] are also invariant under G; therefore, the argument by Saroglou [143] yields the following theorem.
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Theorem 3.5.4. Let λ ∈ (0, 1), let ϕ(x) = ψ(‖x‖) for an increasing convex function ψ : [0,∞) →
(−∞,∞] and let dµ(x) = e−ϕ(x) dx be the corresponding log-concave measure on Rn. If H1 ∩ . . .∩Hn =
{o} holds for the linear hyperplanes H1, . . . ,Hn, and the convex bodies K and L are invariant under the
orthogonal reflections through H1, . . . ,Hn, then

µ((1− λ) ·K +0 λ · L) ≥ µ(K)1−λµ(L)λ.

Note, Gaussian measure corresponds to the case ψ(t) = t2.
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Chapter 4

About the case of equality in the
Geometric Reverse Brascamp-Lieb
inequality

4.1 Introduction

The Theorem below states the geometric reverse Brascamp-Lieb (or Barthe’s) inequality together with
its equality case which is our result. The Geometric data and independent decomposition are defined in
(2.32) and (2.37), respectively. We denote by L1(Rn) the family of all the integrable functions on Rn.

Theorem 4.1.1 (Boroczky, K., Xi [32]). Let (PEi , ci)1≤i≤k be a Geometric Brascamp-Lieb data. Then,
for any non-negative fi ∈ L1(Ei), i = 1, . . . , k, we have∫ ∗

Rn
sup

x=
∑k
i=1 cixi, xi∈Ei

k∏
i=1

fi(xi)
ci dx ≥

k∏
i=1

(∫
Ei

fi

)ci
. (4.1)

We assume that equality holds for non-negative fi ∈ L1(Ei), i = 1, . . . , k, with positive integral and
denote the independent decomposition induced from this data by

Rn = Fdep ⊕
(
⊕`j=1Fj

)
.

Then there exist θi > 0, bi ∈ Ei ∩ Fdep and wi ∈ Ei ∩ F⊥dep for i = 1, . . . , k, log-concave hj : Fj → [0,∞)
for j = 1, . . . , `, and a positive definite matrix A : Fdep → Fdep such that the eigenspaces of A are critical
subspaces and

fi(x) = θie
−〈APFdep

x,PFdep
x−bi〉

∏
Fj⊆Ei

hj(PFj (x− wi)) for Lebesgue a.a. x ∈ Ei. (4.2)

On the other hand, if for any i = 1, . . . , k, fi is of the form as in (4.2) and equality holds for all x ∈ Ei
in (4.2), then equality holds in (4.1) for f1, . . . , fk.

Outline of the proof of (4.2)

We briefly, write a sketch of the proof of Theorem 4.1.1. Let (PEi , ci) be a Geometric Brascamp-Lieb data
and let Rn = F0 ⊕

(
⊕`j=1Fj

)
the induced independent decomposition. Let (f1, . . . , fk) be an extremizer

of the Reverse Brascamp-Lieb for this data (can be assumed probability densities) and let Ti : Ei → Ei
be the Brenier map (see Theorem 4.4.1) for which

gi(x) = fi(Ti(x)) det∇T (x), x ∈ Rn,
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with gi(x) = e−π‖x‖
2

. Barthes proof of inequality (4.1) follows (see (4.34)) from the inequality

det

(
k∑
i=1

ci∇Ti (PEix)

)
≥

k∏
i=1

(det∇Ti (PEix))
ci x ∈ Rn.

By the extremizability of (f1, . . . , fk) one obtains equality on the above inequality. After characterizing
these equality cases (see Proposition 4.2.10) we get (see Proposition 4.4.2 (i)) that for some hij on Ei∩Fj

fi(x) = hi0(PF0
x) ·

∏
Fj⊆Ei
j≥1

hij(PFjx) for x ∈ Ei.

Then, we drop the index i on the hij (see Proposition 4.4.4 (ii)) applying the know equality case of
Prékopa-Leindler inequality. Last, it remains to show that hi0 is a Gaussian. We observe the followings:

(i) (PEi∩F0
, ci)

k
i=1 is a Geometric data on F0 with no independent subspaces.

(ii) (h10, . . . , hk0) is an extremizer for the data (PEi∩F0
, ci)

k
i=1 (see Proposition 4.4.4 (i)).

(iii) Ti0 := Ti|Ei∩F0 is the Brenier map for which gi0(x) = hi0(Ti0(x)) det∇Ti0(x).

Afterwards, we show (in Proposition 4.6.3) that if one assume that Ti0 has linear growth then Ti0 is
linear, thus by (iii) we get that hi0 is Gaussian and this deduce the form in (4.2). To involve this
extra assumption on Ti0 one can use closure properties of extremizabilty (in our case convolution and
product see (4.78)) and first get an extremizer (f̃1, . . . , f̃k) for which f̃i ≤ cgi for some c > 0. This
control gives (see Proposition 4.7.1) that the corresponding Brenier map T̃i has linear growth and in
turn corresponding T̃i0 as well. Therefore, one can write f̃i as in (4.2) and in turn fi is written as (4.2)
using some classic facts from Fourier transform (see the paragraph before (4.81)). A complete proof is
written in section 4.7.2.

4.2 Structure theory and the Determinantal inequality

4.2.1 In rank one case

This section just retells the story of Section 2 of Barthe [15] in the language of Carlen, Lieb, Loss [50]
and Bennett, Carbery, Christ, Tao [21].

We discuss the basic properties of a set of vectors u1, . . . , uk ∈ Sn−1 and constants c1, . . . , ck > 0
occurring the rank one Geometric Brascamp-Lieb data (ui ⊗ ui, ci)ki=1; namely, satisfying

k∑
i=1

ciui ⊗ ui = In. (4.3)

Lemma 4.2.1. For u1, . . . , uk ∈ Sn−1 and c1, . . . , ck > 0 satisfying (4.3), we have

(i)
∑k
i=1 ci = n;

(ii)
∑k
i=1 ci〈ui, x〉2 = ‖x‖2 for all x ∈ Rn;

(iii) ci ≤ 1 for i = 1, . . . , k with equality if and only if uj ∈ u⊥i for j 6= i;

(iv) u1, . . . , uk spans Rn, and k = n if and only if u1, . . . , un is an orthonormal basis of Rn and
c1 = . . . = cn = 1;
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(v) if L is a proper linear subspace of Rn, then∑
ui∈L

ci ≤ dimL,

with equality if and only if {u1, . . . , uk} ⊆ L ∪ L⊥.

Remark If
∑
ui∈L ci = dimL in (v), then lin{ui : ui ∈ L} = L and lin{ui : ui ∈ L⊥} = L⊥.

Proof. Here (i) follows from comparing the traces of the two sides of (4.3), and (ii) is just an equivalent
form of (4.3). To prove cj ≤ 1 with the characterization of equality, we substitute x = uj into (ii).

Turning to (iv), u1, . . . , uk spans Rn by (ii). Next, let us assume that u1, . . . , un ∈ Sn−1 and
c1, . . . , cn > 0 satisfy (4.3). We consider wj ∈ Sn−1 for j = 1, . . . , n such that 〈wj , ui〉 = 0 if i 6= j, and
hence (ii) shows that uj = ±wj and cj = 1.

For (v), if ui 6∈ L, then we consider the unit vector

ũi =
PL⊥ui
‖PL⊥ui‖

∈ L⊥.

We deduce that if x ∈ L⊥, then

‖x‖2 =

k∑
i=1

ci〈ui, x〉2 =
∑
ui 6∈L

ci〈PL⊥ui, x〉2 =
∑
ui 6∈L

ci‖PL⊥ui‖2〈ũi, x〉2.

It follows from (i) and (ii) applied to {ũi : ui 6∈ L} in L⊥ that

dimL⊥ =
∑
ui 6∈L

ci ‖PL⊥ui‖
2 ≤

∑
ui 6∈L

ci.

In turn, we conclude the inequality in (v) by (i). Equality holds in (v) if and only if ‖PL⊥ui‖ = 1
whenever ui 6∈ L; therefore, u1, . . . , uk ⊆ L ∪ L⊥.

Let u1, . . . , uk ∈ Sn−1 and c1, . . . , ck > 0 satisfy (4.3). Following Bennett, Carbery, Christ, Tao [21],
we say that a non-zero linear subspace V is a critical subspace with respect to u1, . . . , uk and c1, . . . , ck
if ∑

ui∈V
ci = dimV.

In particular, Rn is a critical subspace according to Lemma 4.2.1. We say that a non-empty subset
U ⊆ {u1, . . . , uk} is indecomposable if linU is an indecomposable critical subspace.

In order to understand the equality case of the rank one Brascamp-Lieb inequality, Barthe [15]
indicated an equivalence relation on {u1, . . . , uk}. We say that a subset D ⊆ {u1, . . . , uk} is minimally
dependent if D is dependent and no proper subset of D is dependent. The following is folklor in matroid
theory, was known most probably already to Tutte (see for example Theorem 7.3.6 in Recski [138]). For
the convenience of the reader, we provide an argument.

Lemma 4.2.2. Given non-zero v1, . . . , vk spanning Rn, n ≥ 1, we write vi ./ vj if either vi = vj, or
there exists a minimal dependent set D ⊆ {v1, . . . , vk} satisfying vi, vj ∈ D.

(i) vi ./ vj if and only if there exists a subset U ⊆ {v1, . . . , vk} of cardinality n − 1 such that both
{vi} ∪ U and {vj} ∪ U are independent;

(ii) ./ is an equivalence relation on {v1, . . . , vk};

(iii) if V1, . . . , Vm are the linear hulls of the equivalence classes with respect to ./, then they span Rn
and Vi ∩ Vj = {o} for i 6= j.
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Proof. We prove the lemma by induction on n ≥ 1 where the case n = 1 readily holds. Therefore, we
assume that n ≥ 2.

We may readily assume that

{v1, . . . , vk} ∩ lin {vi} = {vi} for i = 1, . . . , k. (4.4)

For (i), if D is a minimal dependent set with vi, vj ∈ D, then adding some V ⊆ {v1, . . . , vk} to D\{vi},
we obtain a basis of Rn, and we may choose U = V ∪ (D\{vi, vj}). On the other hand, if the suitable U
of cardinality n − 1 exists such that both {vi} ∪ U and {vj} ∪ U are independent, then any dependent
subset of U ∪ {vi, vj} contains vi and vj .

For (ii) and (iii), we call a non-zero linear subspace W ⊆ Rn unsplittable with respect to {v1, . . . , vk} if
W is spanned by W ∩{v1, . . . , vk}, but there exist no non-zero complementary linear subspaces A,B ⊆W
with {v1, . . . , vk}∩W ⊆ A∪B. Readily, there exist pairwise complementary unsplittable linear subspaces
W1, . . . ,Wm ⊆ Rn such that {v1, . . . , vk} ⊆W1 ∪ . . . ∪Wm.

On the one hand, if vi ∈ Wα and vj ∈ Wβ for α 6= β, then trivially vi 6./ vj . Therefore all we need
to prove is that if vi, vj ∈ Wα, then vi ./ vj . By the induction on n, we may assume that m = 1 and
Wα = Rn. We may also assume that i = 1 and j = 2.

The final part of argument is indirect; therefore, we suppose that

v1 6./ v2, (4.5)

and seek a contradiction.
(4.5) implies that v1 and v2 are independent, and hence v1 6./ v2 and (4.4) yield that L = lin{v1, v2}

satisfies
{v1, . . . , vk} ∩ L = {v1, v2}. (4.6)

Now Rn is unsplittable, thus n ≥ 3.
Since v1, . . . , vk span Rn, we may assume that v1, . . . , vn form a basis of Rn. Let L0 = lin{v3, . . . , vn},

and Lt = lin{vt, L0} for t = 1, 2. We may also assume that v1, . . . , vn is an orthonormal basis.
For any l > n, (i) and v1 6./ v2 yield that

either vl ∈ L1, or vl ∈ L2. (4.7)

Since Rn is unsplittable, there exist p, q > n such that

vp ∈ L1\L0 and vq ∈ L2\L0. (4.8)

For any w 6∈ L, we write

suppw = {vl : l ∈ {3, . . . , n} & 〈w, vl〉 6= 0};

namely, the basis vectors where the corrresponding coordinate of w|L− 0 is non-zero.

Case 1 There exist vp ∈ L1\L0 and vq ∈ L2\L0, p, q > n, such that (supp vp) ∩ (supp vq) 6= ∅
Let vs ∈ (supp vp) ∩ (supp vq). Now the n+ 1 element set

{v1, vp, v2, vq} ∪ {vl : l ∈ {3, . . . , n}\{s}}

is dependent, and considering the 1st, 2nd and sth coordinates show that both v1 and v2 lie in any
dependent subset. This fact contradicts (4.5).

Case 2 (supp vp) ∩ (supp vq) = ∅ for any vp ∈ L1\L0 and vq ∈ L2\L0 with p, q > n
Let Ut = ∪{supp vp : p > n & vp ∈ Lt\L0} for t = 1, 2. It follows that U1 ∩ U2 = ∅, thus n ≥ 4.

For any partition U ′1 ∪ U ′2 = {v3, . . . , vn} (and hence U ′1 ∩ U ′2 = ∅) such that U1 ⊆ U ′1 and U2 ⊆ U ′2,
there exists some vl ∈ L0 that is contained neither in lin (U ′1 ∪ {v1}) nor in lin (U ′2 ∪ {v2}) because Rn
is unslittable. In turn we deduce that we may reindex the vectors v3, . . . , vn on the one hand, and the
vectors vn+1, . . . , vk on the other hand to ensure the following properties:
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• vn+1 ∈ L1\L0 and vn+2 ∈ L2\L0;

• there exist α ∈ {3, . . . , n − 1} and β ∈ {n + 3, . . . , k} such that supp vl ⊆ {vα, . . . , vn} for l ∈
{n+ 1, . . . , β}, and vl ∈ L0 if n+ 3 ≤ l ≤ β;

• for any partion W1 ∪W2 = {vα, . . . , vn} into non-empty sets, there exist l ∈ {n + 1, . . . , β} such
that supp vl intersects both W1 and W2.

We observe that L̃0 = lin{vα, . . . , vn} is unsplittable with respect to

{vα, . . . , vn, vn+1|L0, vn+2|L0, vn+3, . . . , vβ}.

Therefore, this last set contains a minimal dependent subset D̃ with vn+1|L0, vn+2|L0 ∈ D̃ by induction;

namely, the elements of D̃ different from vn+1|L0, vn+2|L0 are vectors of the form vl that lie in L0. We
conclude that

D = {v1, v2, vn+1, vn+2} ∪
(
D̃\{vn+1|L0, vn+2|L0}

)
is a minimal dependent set, contradicting (4.5), and proving Lemma 4.2.2.

Lemma 4.2.3. For u1, . . . , uk ∈ Sn−1 and c1, . . . , ck > 0 satisfying (4.3), we have

(i) a proper linear subspace V ⊆ Rn is critical if and only if {u1, . . . , uk} ⊆ V ∪ V ⊥;

(ii) if V,W are proper critical subspaces with V ∩W 6= {o}, then V ⊥, V ∩W and V + W are critical
subspaces;

(iii) the equivalence classes with respect to the relation ./ in Lemma 4.2.2 are the indecomposable subsets
of {u1, . . . , uk};

(iv) the proper indecomposable critical subspaces are pairwise orthogonal, and any critical subspace is
the sum of some indecomposable critical subspaces.

Proof. (i) directly follows from Lemma 4.2.1 (v), and in turn (i) yields (ii).
We prove (iii) and and first half of (iv) simultatinuously. Let V1, . . . , Vm be the linear hulls of the

equivalence classes of u1, . . . , uk with respect to the ./ of Lemma 4.2.2. We deduce from Lemma 4.2.1
(v) that each Vi is a critical subspace, and if i 6= j, then Vi and Vj are orthogonal.

Next let U ⊆ {u1, . . . , uk} be an indecomposable set, and let V = linU . We write I ⊆ {1, . . . ,m}
to denote the set of indices i such that Vi ∩ U 6= ∅. Since V is a critical subspace, we deduce from
Lemma 4.2.1 (v) that Vi ∩ V is a critical subspace for i ∈ I, as well; therefore, I consists of a unique
index p as U is indecomposable. In particular, V = Vp.

It follows from Lemma 4.2.1 (v) that {u1, . . . , uk} ⊆ V ∪ V ⊥; therefore, there exists no minimally
dependent subset of {u1, . . . , uk} intersecting both U and its complement. We conclude that V = Vp.

Finally, the second half of (iv) follows from (i) and (ii).

The following is the main result of theis section, where the inequality is proved by Ball [12, 13], and
the equality case is clarified by Barthe [15].

Proposition 4.2.4 (Ball-Barthe Lemma). For u1, . . . , uk ∈ Sn−1 and c1, . . . , ck > 0 satisfying (4.3), if
ti > 0 for i = 1, . . . , k, then

det

(
k∑
i=1

citiui ⊗ ui

)
≥

k∏
i=1

tcii . (4.9)

Equality holds in (4.9) if and only if ti = tj for any ui and uj lying in the same indecomposable subset
of {u1, . . . , uk}.
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Proof. To simplify expressions, let vi =
√
ciui for i = 1, . . . , k.

In this argument, I always denotes some subset of {1, . . . , k} of cardinality n. For I = {i1, . . . , in},
we define

dI := det[vi1 , . . . , vin ]2 and tI := ti1 · · · tin .

For the n× k matrices M = [v1, . . . , vk] and M̃ = [
√
t1 v1, . . . ,

√
tk vk], we have

MMT = In and M̃M̃T =

k∑
i=1

tivi ⊗ vi. (4.10)

It follows from the Cauchy-Binet formula that

∑
I

dI = 1 and det

(
k∑
i=1

tivi ⊗ vi

)
=
∑
I

tIdI ,

where the summations extend over all sets I ⊆ {1, . . . , k} of cardinality n. It follows that the discrete
measure µ on the n element subsets of {1, . . . , k} defined by µ({I}) = dI is a probability measure. We
deduce from inequality between the arithmetic and geometric mean that

det

(
k∑
i=1

tivi ⊗ vi

)
=
∑
I

tIdI ≥
∏
I

tdII . (4.11)

The factor ti occurs in
∏
I t
dI
I exactly

∑
I, i∈I dI times. Moreover, the Cauchy-Binet formula applied

to the vectors v1, . . . , vi−1, vi+1, . . . , vk implies

∑
I, i∈I

dI =
∑
I

dI −
∑
I, i6∈I

dI = 1− det

∑
j 6=i

vj ⊗ vj


= 1− det (Idn − vi ⊗ vi) = 〈vi, vi〉 = ci.

Substituting this into (4.11) yields (4.9).
We now assume that equality holds in (4.9). Since equality holds in (4.11) when applying arithmetic

and geometric mean, all the tI are the same for any subset I of {1, . . . , k} of cardinality n with dI 6= 0.
It follows that ti = tj whenever ui ./ uj , and in turn we deduce that ti = tj whenever ui and uj lie in
the same indecomposable set by Lemma 4.2.3 (i).

On the other hand, Lemma 4.2.3 (ii) yields that if ti = tj whenever ui and uj lie in the same
indecomposable set, then equality holds in (4.9).

Combining Lemma 4.2.3 and Proposition 4.2.4 leads to the following:

Corollary 4.2.5. For ui ∈ Sn−1 and ci, ti > 0, i = 1, . . . , k satisfying (4.3), equality holds in (4.9) if
and only if there exist pairwise orthogonal linear subspaces V1, . . . , Vm, m ≥ 1, such that {u1, . . . , uk} ⊆
V1 ∪ . . . ∪ Vm and ti = tj whenever ui and uj lie in the same Vp for some p ∈ {1, . . . ,m}.

4.2.2 In higher rank cases

We build a structural theory for a Brascamp-Lieb data based on results proved or indicated in Barthe
[15], Bennett, Carbery, Christ, Tao [21] and Valdimarsson [152].

We study the properties of a set of non-zero linear subspaces E1, . . . , Ek of Rn and constants
c1, . . . , ck > 0 occurring the Geometric Brascamp-Lieb data (PEi , ci)

k
i=1; namely, satisfying

k∑
i=1

ciPEi = In. (4.12)
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We connect (4.12) to (4.3). For i = 1, . . . , k, let dimEi = ni and let u
(i)
1 , . . . , u

(i)
ni be any orthonormal

basis of Ei. In addition, for i = 1, . . . , k, we consider the n × ni matrix Mi =
√
ci[u

(i)
1 , . . . , u

(i)
ni ]. We

deduce that

ciPEi = MiM
T
i =

ni∑
j=1

ciu
(i)
j ⊗ u

(i)
j for i = 1, . . . , k; (4.13)

In =

k∑
i=1

ciPEi =

k∑
i=1

ni∑
j=1

ciu
(i)
j ⊗ u

(i)
j =

k∑
i=1

ni∑
j=1

c
(i)
j u

(i)
j ⊗ u

(i)
j (4.14)

and hence u
(i)
j ∈ Sn−1 and c

(i)
j = ci > 0 for i = 1, . . . , k and j = 1, . . . , ni form a Geometric Brascamp-

Lieb data like in (4.3).

Lemma 4.2.6. For linear subspaces E1, . . . , Ek of Rn and c1, . . . , ck > 0 satisfying (4.12),

(i) if x ∈ Rn, then
∑k
i=1 ci‖PEix‖2 = ‖x‖2;

(ii) if V ⊆ Rn is a proper linear subset, then∑
Ei∩V 6={o}

ci dim(Ei ∩ V ) ≤ dimV (4.15)

where equality holds if and only if Ei = (Ei∩V ) + (Ei∩V ⊥) for i = 1, . . . , k; or equivalently, when
V = (Ei ∩ V ) + (E⊥i ∩ V ) for i = 1, . . . , k.

Proof. For i = 1, . . . , k, let dimEi = ni and let u
(i)
1 , . . . , u

(i)
ni be any orthonormal basis of Ei such that if

V ∩ Ei 6= {o}, then u
(i)
1 , . . . , u

(i)
mi is any orthonormal basis of V ∩ Ei where mi ≤ ni.

For any x ∈ Rn and i = 1, . . . , k, we have ‖PEix‖2 =
∑ni
j=1〈u

(i)
j , x〉2, thus Lemma 4.2.1 (ii) yields (i).

Concerning (ii), Lemma 4.2.1 (v) yields (4.15). On the other hand, if equality holds in (4.15), then

V is a critical subspace for the rank one Geometric Brascamp-Lieb data u
(i)
j ∈ Sn−1 and c

(i)
j = ci > 0

for i = 1, . . . , k and j = 1, . . . , ni satisfying (4.14). Thus Lemma 4.2.6 (ii) follows from Lemma 4.2.1
(v).

We say that a non-zero linear subspace V is a critical subspace with respect to the proper linear
subspaces E1, . . . , Ek of Rn and c1, . . . , ck > 0 satisfying (4.12) if∑

Ei∩V 6={o}

ci dim(Ei ∩ V ) = dimV.

In particular, Rn is a critical subspace by calculating traces of both sides of (4.12). For a proper linear
subspace V ⊆ Rn, Lemma 4.2.6 yields that V is critical if and only if V ⊥ is critical, which is turn
equivalent saying that

Ei = (Ei ∩ V ) + (Ei ∩ V ⊥) for i = 1, . . . , k; (4.16)

or in other words,
V = (Ei ∩ V ) + (E⊥i ∩ V ) for i = 1, . . . , k. (4.17)

We observe that (4.16) has the following consequence: If V1 and V2 are orthogonal critical subspaces,
then

Ei ∩ (V1 + V2) = (Ei ∩ V1) + (Ei ∩ V2) for i = 1, . . . , k. (4.18)

We recall that a critical subspace V is indecomposable if V has no proper critical linear subspace.

Lemma 4.2.7. If E1, . . . , Ek are linear subspaces of Rn and c1, . . . , ck > 0 satisfying (4.12), and V,W
are proper critical subspaces, then V ⊥ and V + W are critical subspaces, and even V ∩W is critical
provided that V ∩W 6= {o}.
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Proof. We may assume that dimEi ≥ 1 for i = 1, . . . , k.
The fact that V ⊥ is also critical follows directly from (4.16).
Concerning V ∩W when V ∩W 6= {o}, we need to prove that if i = 1, . . . , k, then

(V ∩W ) ∩ Ei + (V ∩W )⊥ ∩ Ei = Ei. (4.19)

For a linear subspace L ⊆ Ei, we write L⊥i = L⊥∩Ei to denote the orthogonal complement within Ei. We
observe that as V and W are critical subspaces, we have (V ∩Ei)⊥i = V ⊥∩Ei and (W∩Ei)⊥i = W⊥∩Ei.
It follows from the identity (V ∩W )⊥ = V ⊥ +W⊥ that

Ei ⊃ (V ∩W ) ∩ Ei + (V ∩W )⊥ ∩ Ei = (V ∩ Ei) ∩ (W ∩ Ei) + (V ⊥ +W⊥) ∩ Ei
⊃ (V ∩ Ei) ∩ (W ∩ Ei) + (V ⊥ ∩ Ei) + (W⊥ ∩ Ei)
= (V ∩ Ei) ∩ (W ∩ Ei) + (V ∩ Ei)⊥i + (W ∩ Ei)⊥i

= (V ∩ Ei) ∩ (W ∩ Ei) + [(V ∩ Ei) ∩ (W ∩ Ei)]⊥i = Ei,

yielding (4.19).
Finally, V +W is also critical as V +W = (V ⊥ ∩W⊥)⊥.

We deduce from Lemma 4.2.7 that any critical subspace can be decomposed into indecomposable
ones.

Corollary 4.2.8. If E1, . . . , Ek are proper linear subspaces of Rn and c1, . . . , ck > 0 satisfy (4.12),
and W is a critical subspace or W = Rn, then there exist pairwise orthogonal indecomposable critical
subspaces V1, . . . , Vm, m ≥ 1, such that W = V1 + . . .+ Vm (possibly m = 1 and W = V1).

We note that the decomposition of Rn into indecomposable critical subspaces is not unique in general
for a Geometric Brascamp-Lieb data. Valdimarsson [152] provides some examples, and in addition, we
provide an example where we have a continuous family of indecomposable critical subspaces.

Example 4.2.9 (Continuous family of indecomposable critical subspaces). In R4, let us consider the

following six unit vectors: u1(1, 0, 0, 0), u2( 1
2 ,
√

3
2 , 0, 0), u3(−1

2 ,
√

3
2 , 0, 0) , v1(0, 0, 1, 0), v2(0, 0, 1

2 ,
√

3
2 ),

v3(0, 0, −1
2 ,
√

3
2 ), which satisfy u2 = u1 + u3 and v2 = v1 + v3.

For any x ∈ R4, we have

‖x‖2 =

3∑
i=1

2

3
· (〈x, ui〉2 + 〈x, vi〉2)

Therefore, we define the Geometric Brascamp-Lieb Data Ei = lin{ui, vi} and ci = 2
3 for i = 1, 2, 3

satisfying (2.33). In this case, Fdep = R4.
For any angle t ∈ R, we have a two-dimensional indecomposable critical subspace

Vt = lin{(cos t)u1 + (sin t)v1, (cos t)u2 + (sin t)v2, (cos t)u3 + (sin t)v3}.

Next we prove the crucial determinantal inequality. Its proof is kindly provided by Franck Barthe.

Proposition 4.2.10 (Barthe). For linear subspaces E1, . . . , Ek of Rn, n ≥ 1 and c1, . . . , ck > 0 satisfying
(4.12), if Ai : Ei → Ei is a positive definite linear transformation for i = 1, . . . , k, then

det

(
k∑
i=1

ciAiPEi

)
≥

k∏
i=1

(detAi)
ci . (4.20)

Equality holds in (4.20) if and only if there exist linear subspaces V1, . . . , Vm where V1 = Rn if m = 1
and V1, . . . , Vm are pairwise orthogonal indecomposable critical subspaces spanning Rn if m ≥ 2, and a
positive definite n×n matrix Φ such that V1, . . . , Vm are eigenspaces of Φ and Φ|Ei = Ai for i = 1, . . . , k.

In addition, Φ =
∑k
i=1 ciAiPEi in the case of equality.
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Proof. We may assume that dimEi ≥ 1 for i = 1, . . . , k.

For i = 1, . . . , k, let dimEi = ni, let u
(i)
1 , . . . , u

(i)
ni be an orthonormal basis of Ei consisting of

eigenvectors of Ai, and let λ
(i)
j > 0 be the eigenvalue of Ai corresponding to u

(i)
j . In particular detAi =∏ni

j=1 λ
(i)
j for i = 1, . . . , k. In addition, for i = 1, . . . , k, we set Mi =

√
ci[u

(i)
1 , . . . , u

(i)
ni ] and Bi to be the

positive definite transformation with Ai = BiBi, and hence

ciAiPEi = (MiBi)(MiBi)
T =

ni∑
j=1

ciλ
(i)
j u

(i)
j ⊗ u

(i)
j .

We deduce from Lemma 4.2.4 and (4.14) that

det

(
k∑
i=1

ciAiPEi

)
= det

 k∑
i=1

ni∑
j=1

ciλ
(i)
j u

(i)
j ⊗ u

(i)
j


≥

k∏
i=1

 ni∏
j=1

λ
(i)
j

ci

=

k∏
i=1

(detAi)
ci . (4.21)

If we have equality in (4.20), and hence also in (4.21), then Corollary 4.2.5 implies that there exist
pairwise orthogonal critical subspaces V1, . . . , Vm, m ≥ 1 spanning Rn and λ1, . . . , λm > 0 (where
V1 = Rn if m = 1) such that if Ei ∩Vj 6= {o}, then Ei ∩Vj is an eigenspace of Ai with eigenvalue λj . We
conclude from (4.16) that each Vj is a critical subspace, and from Corollary 4.2.8 that each Vj can be
assumed to be indecomposable. Finally, (4.18) yields that each Ei is spanned by the subspaces Ei ∩ Vj
for j = 1, . . . ,m.

To show that each Vj is an eigenspace for the positive definite linear transform
∑k
i=1 ciAiPEi of Rn

with eigenvalue λj , we observe that
AiPEix = λjPEix

for any i = 1, . . . , k and x ∈ Vj . It follows that if x ∈ Vj , then

k∑
i=1

ciAiPEix = λj

k∑
i=1

ciPEix = λjx,

proving that we can choose Φ =
∑k
i=1 ciAiPEi .

On the other hand, let us assume that there exists a positive definite n×n matrix Θ whose eigenspaces
W1, . . . ,Wl are critical subspaces (or l = 1 and W1 = Rn) and Θ|Ei = Ai for i = 1, . . . , k. In this

case, for any i = 1, . . . , k, we may choose the orthonormal basis u
(i)
1 , . . . , u

(i)
ni of Ei in a way such that

u
(i)
1 , . . . , u

(i)
ni ⊆W1 ∪ . . . ∪Wl, and hence Corollary 4.2.5 yields that equality holds in (4.20).

Remark While Proposition 4.2.10 has a crucial role in proving both the Brascamp-Lieb inequality
(2.34) and the Reverese Brascamp-Lieb inequality (2.35) and their equality cases, Proposition 4.2.10
can be actually derived from say (2.34). In the Brascamp-Lieb inequality, choose fi(z) = e−π〈Aiz,z〉 for

z ∈ Ei and i = 1, . . . , k, and hence
∫
Ei
fi = (detAi)

−1
2 . On the other hand, if x ∈ Rn, then

k∏
i=1

fi (PEix)
ci = e−π

∑k
i=1 ci〈AiPEix,PEix〉 = e−π

∑k
i=1 ci〈AiPEix,x〉 = e−π〈

∑k
i=1 ciAiPEix,x〉;

therefore, the Brascamp-Lieb inequality (2.34) yields(
det

k∑
i=1

ciAiPEi

)−1
2

≤
k∏
i=1

(detAi)
−ci

2 .
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In addition, the equality conditions in Proposition 4.2.10 can be derived from Valdimarsson’s Theo-
rem 2.2.7.

Let us show why indecomposability of a critical subspaces in Proposition 4.2.10 is useful.

Lemma 4.2.11. Let the linear subspaces E1, . . . , Ek of Rn and c1, . . . , ck > 0 satisfy (4.12), let Fdep 6=
Rn, and let F1, . . . , Fl be the independent subspaces, l ≥ 1. If V is an indecomposable critical subspace,
then either V ⊆ Fdep, or there exists an independent subspace Fj, j ∈ {1, . . . , l} such that V ⊆ Fj.

Proof. It is equivalent to prove that if V is an indecomposable critical subspace and j ∈ {1, . . . , l}, then

V 6⊆ Fj implies Fj ⊆ V ⊥. (4.22)

We deduce that V ∩Fj = {o} from the facts that V is indecomposable and Fj is a critical subspace, thus
Fj ∩ V is a critical subspace or {o}. There exists a partion M ∪N = {1, . . . , k} with M ∩N = ∅ such
that

Fj = (∩i∈MEi) ∩
(
∩i∈NE⊥i

)
.

Let y ∈ Fj . Since V is a critical subspace, we conclude that PV y ∈ Ei for i ∈ M and PV y ∈ E⊥i for
i ∈ N , and hence PV y ∈ V ∩ (∩i∈MEi) ∩

(
∩i∈NE⊥i

)
= {o}. Therefore, y ∈ V ⊥.

4.3 Gaussian extremizability

This section continues to build on work done in Barthe [15], Bennett, Carbery, Christ, Tao [21] and
Valdimarsson [152].

For linear subspaces E1, . . . , Ek of Rn and c1, . . . , ck > 0 satisfying (4.12), we deduce from Lemma 4.2.6

(i) and (4.17) that if V is a critical subspace, then writing P
(V )
Ei∩V to denote the restriction of PEi∩V onto

V , we have ∑
Ei∩V 6={o}

ciP
(V )
Ei∩V = IV (4.23)

where IV denotes the identity transformation on V .
The equality case of Proposition 4.2.10 indicates why Lemma 4.3.1 is important.

Lemma 4.3.1. For linear subspaces E1, . . . , Ek of Rn, n ≥ 1 and c1, . . . , ck > 0 satisfying (4.12), if Φ
is a positive definite linear transform whose eigenspaces are critical subspaces, then for any x ∈ Rn, we
have

‖Φx‖2 = min
x=

∑k
i=1

cixi
xi∈Ei

k∑
i=1

ci‖Φxi‖2. (4.24)

Proof. We may assume that dimEi ≥ 1 for i = 1, . . . , k.
As the eigenspaces of Φ are critical subspaces, we deduce by (4.18) that

Φ(Ei) = Ei and Φ(E⊥i ) = E⊥i . (4.25)

For any x ∈ Rn, we have ΦPEix = PEiΦx for i = 1, . . . , k by (4.25); therefore, Lemma 4.2.6 (i) yields

〈Φx,Φx〉 =

k∑
i=1

ci‖PEiΦx‖2 =

k∑
i=1

ci‖ΦPEix‖2. (4.26)

Since x =
∑k
i=1 ciPEix by (4.12), we may choose xi = PEix in (4.24), and we have equality in (4.24) in

this case. Therefore, Lemma 4.3.1 is equivalent to proving that if x =
∑k
i=1 cixi for xi ∈ Ei, i = 1, . . . , k,

then

‖Φx‖2 ≤
k∑
i=1

ci‖Φxi‖2. (4.27)
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Case 1 dimEi = 1 for i = 1, . . . , k and Φ = In

Let Ei = Rui for ui ∈ Sn−1. If x ∈ Rn, then PEix = 〈ui, x〉ui for i = 1, . . . , k, and (4.26) yields that

〈x, x〉 =

k∑
i=1

ci〈ui, x〉2.

In addition, any xi ∈ Ei is of the form xi = tiui for i = 1, . . . , k where ‖xi‖2 = t2i . If x =
∑k
i=1 citiui,

then the Hölder inequality yields

〈x, x〉 =

〈
x,

k∑
i=1

citiui

〉
=

k∑
i=1

citi〈x, ui〉 ≤

√√√√ k∑
i=1

cit2i ·

√√√√ k∑
i=1

ci〈x, ui〉2 =

√√√√ k∑
i=1

cit2i ·
√
〈x, x〉,

proving (4.27) in this case.

Case 2 The general case, E1, . . . , Ek and Φ are as in Lemma 4.3.1

Let V1, . . . , Vm, m ≥ 1, be the eigenspaces of Φ corresponding to the eigenvalues λ1, . . . , λm. As
V1, . . . , Vm are orthogonal critical subspaces and Rn = ⊕mj=1Vj As V1, . . . , Vm are orthogonal critical
subspaces and Rn = ⊕mj=1Vj , we deduce that xij = PVjxi ∈ Ei∩Vj for any i = 1, . . . , k and j = 1, . . . ,m,

and xi =
∑m
j=1 xij for any i = 1, . . . , k. It follows that

x =

m∑
j=1

 ∑
Ei∩Vj 6={o}

cixij

 where

PVjx =
∑

Ei∩Vj 6={o}

cixij . (4.28)

For any i = 1, . . . , k, the vectors Φxij = λjxij are pairwise orthogonal for j = 1, . . . ,m, thus

k∑
i=1

ci‖Φxi‖2 =

k∑
i=1

 m∑
j=1

ci‖Φxij‖2
 =

m∑
j=1

 ∑
Ei∩Vj 6={o}

ci‖Φxij‖2
 .

Since ‖Φx‖2 =
∑m
j=1 ‖PVjΦx‖2 =

∑m
j=1 ‖ΦPVjx‖2, (4.27) follows if for any j = 1, . . . ,m, we have

‖ΦPVjx‖2 ≤
∑

Ei∩Vj 6={o}

ci‖Φxij‖2. (4.29)

To prove (4.29), if Ei∩Vj 6= {o}, then let dim(Ei∩Vj) = nij , and let u
(ij)
1 , . . . , u

(ij)
nij be an orthonormal

basis of Ei ∩ Vj . Since Vj is a critical subspace (see (4.23)), if z ∈ Vj , then

z =

k∑
i=1

ciPEiz =
∑

Ei∩Vj 6={o}

ciPEi∩Vjz =
∑

Ei∩Vj 6={o}

nij∑
α=1

ci〈u(ij)
α , z〉u(ij)

α . (4.30)

(4.30) shows that the system of all u
(ij)
1 , . . . , u

(ij)
nij when Ei ∩ Vj 6= {o} form a rank one Brascamp-Lieb

data where the coefficient corresponding to u
(ij)
α is ci.

According to (4.28), we have

PVjx =
∑

Ei∩Vj 6={o}

nij∑
α=1

ci〈u(ij)
α , xij〉u(ij)

α .
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We deduce from Case 1 applying to PVjx to the rank one Brascamp-Lieb data in Vj above that

‖ΦPVjx‖2 = λ2
j‖PVjx‖2 ≤ λ2

j

∑
Ei∩Vj 6={o}

nij∑
α=1

ci〈u(ij)
α , xij〉2

= λ2
j

∑
Ei∩Vj 6={o}

ci‖xij‖2 =
∑

Ei∩Vj 6={o}

ci‖Φxij‖2,

proving (4.29), and in turn (4.27) that is equivalent to Lemma 4.3.1.

We now use Proposition 4.2.10 and Lemma 4.3.1 to exhibit the basic type of Gaussian exemizers of
the Reverse Brascamp-Lieb inequality.

Proposition 4.3.2. For linear subspaces E1, . . . , Ek of Rn, n ≥ 1 and c1, . . . , ck > 0 satisfying (4.12),
if Φ is a positive definite linear transform whose eigenspaces are critical subsapces, then

∫ ∗
Rn

 sup
x=

∑k
i=1

cixi
xi∈Ei

k∏
i=1

e−ci‖Φxi‖
2

 dx =

k∏
i=1

(∫
Ei

e−‖Φxi‖
2

dxi

)ci
.

Proof. Let Φ̃ = π−
1
2 Φ. For i = 1, . . . , k, let Ai = Φ̃|Ei , and hence Ai : Ei → Ei as the eigenspaces of Φ̃

are critical subspaces. We deduce first using Lemma 4.3.1, and then the equality case of Proposition 4.2.10
that∫ ∗

Rn

 sup
x=

∑k
i=1

cixi
xi∈Ei

k∏
i=1

e−ci‖Φxi‖
2

 dx =

∫
Rn
e−π‖Φ̃x‖

2

dx =
(

det Φ̃
)−1

=

k∏
i=1

(detAi)
−ci

=

k∏
i=1

(∫
Ei

e−π‖Φ̃xi‖
2

dxi

)ci
=

k∏
i=1

(∫
Ei

e−‖Φxi‖
2

dxi

)ci
,

proving Proposition 4.3.2.

4.4 First form of extremixers via the Determinantal inequality

4.4.1 Brenier maps

Optimal transportation as a tool proving geometric inequalities was introduced by Gromov in his Ap-
pendix to [128] in the case of the Brunn-Minkowski inequality. Actually, the Reverse Brascamp-Lieb
inequality in [15] was one of the first inequalities in probability, analysis or geometry that was obtained
via optimal transportation.

We write ∇Θ to denote the first derivative of a C1 vector valued function Θ defined on an open subset
of Rn, and ∇2ϕ to denote the Hessian of a real C2 function ϕ. We recall that a vector valued function
Θ on an open set U ⊆ Rn is Cα for α ∈ (0, 1) if for any x0 ∈ U there exist an open neighborhood U0 of
x0 and a c0 > 0 such that ‖Θ(x) − Θ(y)‖ ≤ c0‖x − y‖α for x, y ∈ U0. In addition, a real function ϕ is
C2,α if ϕ is C2 and ∇2ϕ is Cα.

Combining Corollary 2.30, Corollary 2.32, Theorem 4.10 and Theorem 4.13 in Villani [154] on the
Brenier type based on McCann [116, 117] for the first two, and on Caffarelli [44, 45, 46] for the last two
theorems, we deduce the following:

Theorem 4.4.1 (Brenier, McCann, Caffarelli). If f and g are positive Cα probability density functions
on Rn, n ≥ 1, for α ∈ (0, 1), then there exists a C2,α convex function ϕ on Rn (unique up to additive
constant) such that T = ∇ϕ : Rn → Rn is bijective and

g(x) = f(T (x)) · det∇T (x) for x ∈ Rn. (4.31)

C
E

U
eT

D
C

ol
le

ct
io

n



51

The derivative T = ∇ϕ is the Brenier (transportation) map pushing forward the measure on Rn
induced by g to the measure associated to f ; namely,

∫
T (X)

f =
∫
X
g for any measurable X ⊆ Rn. Also,

∇T = ∇2ϕ is a positive definite symmetric matrix in Theorem 4.4.1, and if f and g are Ck for k ≥ 1,
then T is Ck+1. Last, sometimes it is practical to consider the case n = 0, when we set T : {0} → {0}
to be the trivial map.

4.4.2 Barthe’s proof

The following proof is due to F. Barthe [15].

Proof of inequality (4.1). First we assume that each fi is a C1 positive probability density function on

Rn, and let us consider the Gaussian densiy gi(x) = e−π‖x‖
2

for x ∈ Ei. According to Theorem 4.4.1, if
i = 1, . . . , k, then there exists a C3 convex function ϕi on Ei such that for the C2 Brenier map Ti = ∇ϕi,
we have

gi(x) = det∇Ti(x) · fi(Ti(x)) for all x ∈ Ei. (4.32)

It follows from the Remark after Theorem 4.4.1 that ∇Ti = ∇2ϕi(x) is positive definite symmetric matrix
for all x ∈ Ei. For the C2 transformation Θ : Rn → Rn given by

Θ(y) =

k∑
i=1

ciTi (PEiy) , y ∈ Rn, (4.33)

its differential

∇Θ(y) =

k∑
i=1

ci∇Ti (PEiy)

is positive definite by Proposition 4.2.10. It follows that Θ : Rn → Rn is injective (see [15]), and actually
a diffeomorphism. Therefore Proposition 4.2.10, (4.59) and Lemma 4.2.6 (i) imply∫ ∗

Rn
sup

x=
∑k
i=1 cixi, xi∈Ei

k∏
i=1

fi(xi)
ci dx

=

∫ ∗
Rn

(
sup

Θ(y)=
∑k
i=1 cixi, xi∈Ei

k∏
i=1

fi(xi)
ci

)
det (∇Θ(y)) dy

≥
∫
Rn

(
k∏
i=1

fi (Ti (PEiy))
ci

)
det

(
k∑
i=1

ci∇Ti (PEiy)

)
dy

≥
∫
Rn

(
k∏
i=1

fi (Ti (PEiy))
ci

)
k∏
i=1

(det∇Ti (PEiy))
ci dy (4.34)

=

∫
Rn

(
k∏
i=1

gi (PEiy)
ci

)
dy =

∫
Rn
e−π‖y‖

2

dy = 1.

Finally, the Reverse Brascamp-Lieb inequality (2.35) for arbitrary non-negative integrable functions fi
follows by scaling and approximation (see Barthe [15]).

4.4.3 Form and Splitting

In this section, we are able to give the first formula of extremizers in the Geometric Reverse Brascamp-
Lieb inequality (4.1) and also to prove that if equality holds in the Geometric Reverse Brascamp-Lieb
inequality (4.1), then the diffeomorphism Θ in (4.33) splits along the independent subspaces and the
dependent subspace.
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First we explain how the Reverse Brascamp-Lieb inequality behaves under the shifts of the functions
involved. Given a Geometric data (PEi , ci)

k
i=1, see (2.32), first we discuss in what sense the Reverse

Brascamp-Lieb inequality is translation invariant. For non-negative integrable function fi on Ei, i =
1, . . . , k, let us define

F (x) = sup
x=

∑k
i=1 cixi, xi∈Ei

k∏
i=1

fi(xi)
ci .

We observe that for any ei ∈ Ei, defining f̃i(x) = fi(x+ ei) for x ∈ Ei, i = 1, . . . , k, we have

F̃ (x) = sup
x=

∑k
i=1 cixi, xi∈Ei

k∏
i=1

f̃i(xi)
ci = F

(
x+

k∑
i=1

ciei

)
. (4.35)

Proposition 4.4.2. For a Geometric data (PEi , ci)
k
i=1, we write F1, . . . , Fl to denote the independent

subspaces (if exist), and F0 to denote the dependent subspace (possibly F0 = {o}). Let us assume that

equality holds in (2.35) for positive C1 probability densities fi on Ei, i = 1, . . . , k, let gi(x) = e−π‖x‖
2

for x ∈ Ei, let Ti : Ei → Ei be the C2 Brenier map satisfying

gi(x) = det∇Ti(x) · fi(Ti(x)) for all x ∈ Ei, (4.36)

and let

Θ(y) =

k∑
i=1

ciTi (PEiy) , y ∈ Rn.

(i) For any i ∈ {1, . . . , k} there exists positive C1 integrable hi0 : F0 ∩ Ei → [0,∞) (where hi0(o) = 1
if F0 ∩ Ei = {o}), and for any i ∈ {1, . . . , k} and j ∈ {1, . . . , l} with Fj ⊆ Ei, there exists positive
C1 integrable hij : Fj → [0,∞) such that

fi(x) = hi0(PF0x) ·
∏
Fj⊆Ei
j≥1

hij(PFjx) for x ∈ Ei.

(ii) For i = 1, . . . , k, Ti(Ei ∩Fp) = Ei ∩Fp whenever Ei ∩Fp 6= {o} for p{0, . . . , l}, and if x ∈ Ei, then

Ti(x) =
⊕

Ei∩Fp 6={o}
p≥0

Ti(PFpx).

(iii) For i = 1, . . . , k, there exist C2 functions Ωi : Ei → Ei and Γi : E⊥i → E⊥i such that

Θ(y) = Ωi(PEiy) + Γi(PE⊥i y) for y ∈ Rn.

(iv) If y ∈ Rn, then the eigenspaces of the positive definite matrix ∇Θ(y) are critical subspaces, and
∇Ti(PEiy) = ∇Θ(y)|Ei for i = 1, . . . , k.

Proof. According to (4.35), we may assume that

Ti(o) = o for i = 1, . . . , k, (4.37)

If equality holds in (2.35), then equality holds in the determinantal inequality in (4.34) in the proof
of the Reverse Brascamp-Lieb inequality; therefore, we apply the equality case of Proposition 4.2.10. In
particular, for any x ∈ Rn, there exist mx ≥ 1 and linear subspaces V1,x, . . . , Vmx,x where V1,x = Rn if
mx = 1, and V1,x, . . . , Vmx,x are pairwise orthogonal indecomposable critical subspaces spanning Rn if
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mx ≥ 2, and there exist λ1,x, . . . , λmx,x > 0 such that if Ei ∩ Vj,x 6= {o}, then writing P̃i,j,x to denote
the orthogonal projection into Ei ∩ Vj,x, we have

∇Ti(P̃i,j,xx)|Ei∩Vj,x = λj,xIEi∩Vj,x ; (4.38)

and in addition, each Ei satisfies (cf. (4.18))

Ei = ⊕Ei∩Vj,x 6={o}Ei ∩ Vj,x. (4.39)

Let us consider a fixed Ei, i ∈ {1, . . . , k}. First we claim that if y ∈ Ei, then

∇Ti(y)(Fp) = Fp if p ≥ 1 and Ei ∩ Fp 6= {o}
∇Ti(y)(F0 ∩ Ei) = F0 ∩ Ei.

(4.40)

If p ≥ 1 and Ei ∩ Fp 6= {o}, then Fp ⊆ Ei, and Lemma 4.2.11 yields that

⊕Fp∩Vj,x 6={o}Vj,x ⊆ Fp

⊕Fp∩Vj,x={o}Vj,x ⊆ F⊥p .

Since the subsapces Vj,x span Rn, we have

Fp = ⊕Ei∩Vj,x 6={o}
Vj,x⊆Fp

Vj,x;

therefore, (4.38) implies (4.40) if p ≥ 1.
For the case of F0 in (4.40), it follows from (4.39) and Lemma 4.2.11 that if Ei ∩ F0 6= {o}, then

Ei ∩ F0 = ⊕Ei∩Vj,x 6={o}
Vj,x⊆F0

Ei ∩ Vj,x. (4.41)

Therefore, (4.38) completes the proof of (4.40).
The same argument involving (4.38) also shows that if y ∈ Ei, then

∇Ti(y) = ⊕Ei∩Fp 6={o}
p≥0

∇Ti(PFpy)|Fp . (4.42)

In turn, (4.40), (4.42) and Ti(o) = o (cf. (4.37)) imply that if y ∈ Ei, then

Ti(Ei ∩ Fp) = Ei ∩ Fp whenever Ei ∩ Fp 6= {o} for p ≥ 0, (4.43)

Ti(y) =
⊕

Ei∩Fp 6={o}
p≥0

Ti(PFpy). (4.44)

We deduce from (4.42) that if y ∈ Ei, then

det∇Ti(y) =
∏

Ei∩Fp 6={o}
p≥0

det
(
∇Ti(PFpy)|Fp

)
. (4.45)

We conclude (i) from (4.42), (4.43), (4.44), and (4.45) as (4.36) yields that if y ∈ Ei, then

fi(Ti(y)) =
∏

Ei∩Fp 6={o}
p≥0

e−π‖PFpy‖
2

det
(
∇Ti(PFpy)|Fp

) .
We deduce (ii) from (4.43) and (4.44).
For (iii), it follows from Proposition 4.2.10 that for any x ∈ Rn, the spaces Vj,x are eigenspaces for

∇Θ(x) and span Rn; therefore, (4.17) implies that if x ∈ Rn and i ∈ {1, . . . , k}, then

∇Θ(x) = ∇Θ(x)|Ei ⊕∇Θ(x)|E⊥i .
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Since Θ(o) = o by (4.37), for fixed i ∈ {1, . . . , k}, we conclude

Θ(Ei) = Ei;

Θ(x) = Θ (PEix)|Ei ⊕ Θ
(
PE⊥i x

)∣∣∣
E⊥i

if x ∈ Rn.

Finally, (iv) directly follows from Proposition 4.2.10, completing the proof of Proposition 4.4.2.

Next we show that if the extremizers f1, . . . , fk in Proposition 4.4.2 are of the form as in (i), then
for any given Fj 6= {o}, the functions hij on Fj for all i with Ei ∩ Fj 6= {o} are also extremizers. We
also need the Prékopa-Leindler inequality Theorem 4.4.3 (proved in various forms by Prékopa [134, 135],
Leindler [102] and Borell [27]) whose equality case was clarified by Dubuc [67] (see the survey Gardner
[76]). In turn, the Prékopa-Leindler inequality (4.46) is of the very similar structure like the Reverse
Brascamp-Lieb inequality (2.35).

Theorem 4.4.3 (Prékopa, Leindler). For λ1, . . . , λm ∈ (0, 1) with λ1 + . . . + λm = 1 and integrable
ϕ1, . . . , ϕm : Rn → [0,∞), we have∫ ∗

Rn
sup

x=
∑m
i=1 λixi, xi∈Rn

m∏
i=1

ϕi(xi)
λi dx ≥

m∏
i=1

(∫
Rn
ϕi

)λi
, (4.46)

and if equality holds and the left hand side is positive and finite, then there exist a log-concave function
ϕ and ai > 0 and bi ∈ Rn for i = 1, . . . ,m such that

ϕi(x) = ai ϕ(x− bi)

for Lebesgue almost all x ∈ Rn, i = 1, . . . ,m.

For a Gemetric data (PEi , ci)
k
i=1, we assume that Fdep 6= Rn, and write F1, . . . , Fl to denote the

independent subspaces. We verify that if j ∈ {1, . . . , l}, then∑
Ei⊃Fj

ci = 1. (4.47)

For this, let x ∈ Fj\{o}. We observe that for any Ei, either Fj ⊆ Ei, and hence PEix = x, or Fj ⊆ E⊥i ,
and hence PEix = o. We deduce from (2.33) that

x =

k∑
i=1

ciPEix =

 ∑
Fj⊆Ei

ci

 · x,
which formula in turn implies (4.47).

Proposition 4.4.4. For a Gemetric data (PEi , ci)
k
i=1, we write F1, . . . , Fl to denote the independent

subspaces (if exist), and F0 denote the dependent subspace (possibly F0 = {o}). Let us assume that
equality holds in the Reverse Brascamp-Lieb inequality (4.1) for probability densities fi on Ei, i =
1, . . . , k, and for any i ∈ {1, . . . , k} there exists non-negative integrable hi0 : F0 ∩ Ei → [0,∞) (where
hi0(o) = 1 if F0 ∩ Ei = {o}), and for any i ∈ {1, . . . , k} and j ∈ {1, . . . , l} with Fj ⊆ Ei, there exists
non-negative integrable hij : Fj → [0,∞) such that

fi(x) = hi0(PF0x) ·
∏
Fj⊆Ei
j≥1

hij(PFjx) for x ∈ Ei. (4.48)

(i) If F0 6= {0}, then
∑
Ei∩F0 6={o} ciPEi∩F0

= IdF0
and∫ ∗

F0

sup
x=

∑
{cixi: xi∈Ei∩F0 &Ei∩F0 6={o}}

∏
Ei∩F0 6={o}

hi0(xi)
ci dx =

∏
Ei∩F0 6={o}

(∫
Ei∩F0

hi0

)ci
.
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(ii) If F0 6= Rn, then there exist log-concave integrable ψj : Fj → [0,∞) for j = 1, . . . , l, and there
exist aij > 0 and bij ∈ Fj for any i ∈ {1, . . . , k} and j ∈ {1, . . . , l} with Fj ⊆ Ei such that
hij(x) = aij · ψj(x− bij) for i ∈ {1, . . . , k} and j ∈ {1, . . . , l} with Fj ⊆ Ei.

Proof. We only present the argument in the case F0 6= Rn and F0 6= {o}. If F0 = Rn, then the same
argument works ignoring the parts involving F1, . . . , Fl, and if F0 = {o}, then the same argument works
ignoring the parts involving F0.

Since F0⊕F1⊕ . . .⊕Fl = Rn and F0, . . . , Fl are critical subspaces, (4.18) yields for i = 1, . . . , k that

Ei = (Ei ∩ F0)⊕
⊕
Fj⊆Ei
j≥1

Fj ; (4.49)

therefore, the Fubini theorem and (4.48) imply that∫
Ei

fi =

(∫
Ei∩F0

hi0

)
·
∏
Fj⊆Ei
j≥1

∫
Fj

hij . (4.50)

On the other hand, using again F0 ⊕ F1 ⊕ . . .⊕ Fl = Rn, we deduce that if x =
∑l
j=0 zj where zj ∈ Fj

for j ≥ 0, then zj = PFjx. It follows from (4.49) that for any x ∈ Rn, we have

sup
x=

∑k
i=1

cixi,

xi∈Ei

k∏
i=1

fi(xi)
ci =

 sup
PF0

x=
∑k
i=1

cix0i,

x0i∈Ei∩F0

k∏
i=1

hi0(xi0)

×
×

l∏
j=1

 sup
PFj

x=
∑
Fj⊆Ei

cixji,

xji∈Fj

∏
Fj⊆Ei

hij(xji)
ci

 ,

and hence

∫ ∗
Rn

sup
x=

∑k
i=1

cixi,

xi∈Ei

k∏
i=1

fi(xi)
ci dx =

∫ ∗
F0

sup
x=

∑k
i=1

cixi,

xi∈Ei∩F0

k∏
i=1

hi0(xi) dx

× (4.51)

×
l∏

j=1

∫ ∗
Fj

sup
x=

∑
Fj⊆Ei

cixi,

xi∈Fj

∏
Fj⊆Ei

hij(xi)
ci dx

 .

As F0 is a critical subspace, we have
k∑
i=1

ciPEi∩F0
= IdF0

,

and hence the Reverse Brascamp-Lieb inequality (4.1) yields∫ ∗
F0

sup
x=

∑k
i=1

cixi,

xi∈Ei∩F0

k∏
i=1

hi0(xi) dx ≥
k∏
i=1

(∫
Ei∩F0

hi0

)ci
. (4.52)

We deduce from (4.47) and the Prékopa-Leindler inequality (4.46) that if j = 1, . . . , l, then∫ ∗
Fj

sup
x=

∑
Fj⊆Ei

cixi,

xi∈Fj

∏
Fj⊆Ei

hij(xi)
ci dx ≥

∏
Ei⊃Fj

(∫
Fj

hij

)ci
. (4.53)
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Combining (4.50), (4.51), (4.52) and (4.55) with the fact that f1, . . . , fk are extremizers for the
Reverse Brascamp-Lieb inequality (4.1) implies that if j = 1, . . . , l, then

∫ ∗
F0

sup
x=

∑k
i=1

cixi,

xi∈Ei∩F0

k∏
i=1

hi0(xi) dx =

k∏
i=1

(∫
Ei∩F0

hi0

)ci
(4.54)

∫ ∗
Fj

sup
x=

∑
Fj⊆Ei

cixi,

xi∈Fj

∏
Fj⊆Ei

hij(xi)
ci dx =

∏
Ei⊃Fj

(∫
Fj

hij

)ci
. (4.55)

We observe that (4.54) is just (i). In addition, (ii) follows from the equality conditions in the Prékopa-
Leindler inequality (see Theorem 4.4.3).

4.5 Closure properties of extremisers

Given a Geometric data (PEi , ci)
k
i=1, we say that the non-negative integrable functions f1, . . . , fk with

positive integrals are extremizers if equality holds in (4.1). In order to deal with positive smooth functions,
we use convolutions.

4.5.1 Convolution

The following Lemma 4 is due to F. Barthe [15]. Since, we could not find a proof we also provide it.

Lemma 4.5.1. Given a Geometric data (PEi , ci)
k
i=1, if f1, . . . , fk and g1, . . . , gk are extremizers in the

Reverse Brascamp-Lieb inequality (4.1), then f1 ∗ g1, . . . , fk ∗ gk are also are extremizers.

Proof. We define

F (x) = sup
x=

∑k
i=1 cixi, xi∈Ei

k∏
i=1

fi(xi)
ci

G(y) = sup
y=

∑k
i=1 ciyi, yi∈Ei

k∏
i=1

gi(yi)
ci .

Possibly F and G are not measurable but as f1, . . . , fk and g1, . . . , gk are extremizers, there exist mea-
surable F̃ ≥ F and G̃ ≥ G such that

∫
Rn F̃ (x) dx =

∫
Rn G̃(x) dx = 1. We deduce that

∫
Rn
F̃ ∗ G̃(x)dx =

∫
Rn

∫
Rn
F̃ (x− y)G̃(y)dydx =

∫
Rn

∫
Rn
F̃ (x− y)G̃(y) dxdy

=

∫
Rn
G̃(y)

(∫
Rn
F̃ (x− y)dx

)
dy =

∫
Rn
G̃(y) · 1 dy = 1. (4.56)

We deduce writing xi = zi+yi in (4.57) for i = 1, . . . , k and using the Reverse Brascamp-Lieb inequality
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in (4.58) that

1 =

∫
Rn

∫
Rn
F̃ (x− y)G̃(y) dydx

≥
∫ ∗
Rn

∫ ∗
Rn

sup
x−y=

∑k
i=1 cizi, zi∈Ei

k∏
i=1

fi(zi)
ci sup
y=

∑k
i=1 ciyi, yi∈Ei

k∏
i=1

gi(yi)
ci dydx

=

∫ ∗
Rn

∫ ∗
Rn

sup
x−y=

∑k
i=1 cizi, zi∈Ei

sup
y=

∑k
i=1 ciyi, yi∈Ei

k∏
i=1

fi(zi)
ci

k∏
i=1

gi(yi)
ci dydx (4.57)

=

∫ ∗
Rn

∫ ∗
Rn

sup
x=

∑k
i=1 cixi, xi∈Ei

sup
y=

∑k
i=1 ciyi, yi∈Ei

k∏
i=1

fi(xi − yi)ci
k∏
i=1

gi(yi)
ci dydx

≥
∫ ∗
Rn

sup
x=

∑k
i=1 cixi, xi∈Ei

∫ ∗
Rn

sup
y=

∑k
i=1 ciyi, yi∈Ei

k∏
i=1

(
fi(xi − yi)gi(yi)

)ci
dydx (4.58)

≥
∫ ∗
Rn

sup
x=

∑k
i=1 cixi, xi∈Ei

k∏
i=1

(∫
Ei

fi(xi − yi)gi(yi) dyi
)ci

dx

=

∫ ∗
Rn

sup
x=

∑k
i=1 cixi, xi∈Ei

k∏
i=1

(
fi ∗ gi(xi)

)ci
dx

Since for i = 1, . . . , k,
∫
Ei
fi∗gi = 1 can be proved similarly to (4.56), we conclude that fi∗gi, i = 1, . . . , k,

is also an extremizer.

4.5.2 Product

Since in certain case we want to work with Lebesgue integral instead of outer integrals, we use the
following statement that can be proved via compactness argument.

Lemma 4.5.2. Given a Geometric data (PEi , ci)
k
i=1, if hi is a positive continuous functions satisfying

limx→∞ hi(x) = 0 for i = 1, . . . , k, then the function

h(x) = sup
x=

∑k
i=1

cixi,

xi∈Ei

k∏
i=1

hi(xi)
ci

of x ∈ Rn is continuous.

Next we show that the product of a shift of a smooth extremizer and a Gaussian is also an extremizer
for the Geometric Reverse Brascamp-Lieb inequality (4.1).

Lemma 4.5.3. Given a Geometric data (PEi , ci)
k
i=1, if f1, . . . , fk are positive, bounded, C1 and ex-

tremizers in the Reverse Brascamp-Lieb inequality (2.35), gi(x) = e−π‖x‖
2

for x ∈ Ei, then there exist
zi ∈ Ei, i = 1, . . . , k, such that the functions y 7→ fi(y − zi)gi(y) of y ∈ Ei, i = 1, . . . , k, are also
extremizers in the Reverse Brascamp-Lieb inequality (2.35).

Proof. We may assume that f1, . . . , fk are probability densities.
Readily the functions f̃1, . . . , f̃k defined by f̃i(y) = fi(−y) for y ∈ Ei and i = 1, . . . , k are also

extremizers. We deduce from Lemma 4.5.1 that the functions f̃i ∗ gi for i = 1, . . . , k are also extremizers
where each f̃i ∗ gi is a probability density on Ei. According to Theorem 4.4.1, if i = 1, . . . , k, then there
exists a C2 Brenier map Si : Ei → Ei such that

gi(x) = det∇Si(x) · (f̃i ∗ gi)(Si(x)) for all x ∈ Ei, (4.59)
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and ∇Si(x) is a positive definite symmetric matrix for all x ∈ Ei. As in the proof of Theorem 2.2.3
above, we consider the C2 diffeomorphism Θ : Rn → Rn given by

Θ(y) =

k∑
i=1

ciSi (PEiy) , y ∈ Rn.

whose positive definite differential is

∇Θ(y) =

k∑
i=1

ci∇Si (PEiy) .

On the one hand, we note that if x =
∑k
i=1 cixi for xi ∈ Ei, then

‖x‖2 ≤
k∑
i=1

ci‖xi‖2

holds according to Barthe [15]; or equivalently,

k∏
i=1

gi(xi)
ci ≤ e−π‖x‖

2

.

Since fi is positive, bounded, continuous and in L1(Ei) for i = 1, . . . , k, we observe that the function

z 7→
∫
Rn

sup
x=

∑k
i=1

cixi,

xi∈Ei

k∏
i=1

fi
(
xi − Si(PEiΘ−1z)

)ci
gi(xi)

ci dx (4.60)

of z ∈ Rn is continuous.

Using also that f̃1, . . . , f̃k are extremizers and probability density functions, we have

∫ ∗
Rn

∫ ∗
Rn

sup
z=

∑k
i=1

cizi,

zi∈Ei

sup
x=

∑k
i=1

cixi,

xi∈Ei

k∏
i=1

fi(xi − zi)cigi(xi)ci dx dz

=

∫ ∗
Rn

∫ ∗
Rn

sup
x=

∑k
i=1

cixi,

xi∈Ei

(
k∏
i=1

gi(xi)
ci

)
sup

z=
∑k
i=1

cizi,

zi∈Ei

k∏
i=1

fi(xi − zi)ci dz dx

≤
∫ ∗
Rn
e−π‖x‖

2

∫ ∗
Rn

sup
x=

∑k
i=1

cixi,

xi∈Ei

sup
z=

∑k
i=1

cizi,

zi∈Ei

k∏
i=1

fi(xi − zi)ci dz dx

=

∫ ∗
Rn
e−π‖x‖

2

∫ ∗
Rn

sup
z−x=

∑k
i=1

ciyi,

yi∈Ei

k∏
i=1

f̃i(yi)
ci dz dx

=

∫ ∗
Rn
e−π‖x‖

2

∫ ∗
Rn

sup
w=

∑k
i=1

ciyi,

yi∈Ei

k∏
i=1

f̃i(yi)
ci dw dx

=

∫
Rn
e−π‖x‖

2

dx = 1.

Using Lemma 4.5.2 and (4.60) in (4.61), the Reverse Brascamp-Lieb inequality (4.1) in (4.62) and
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Porposition 4.2.10 in (4.63), we deduce that

1 ≥
∫ ∗
Rn

∫ ∗
Rn

sup
z=

∑k
i=1

cizi
zi∈Ei

sup
x=

∑k
i=1

cixi
xi∈Ei

k∏
i=1

fi(xi − zi)cigi(xi)ci dx dz

≥
∫ ∗
Rn

∫ ∗
Rn

sup
x=

∑k
i=1

cixi
xi∈Ei

k∏
i=1

fi
(
xi − Si(PEiΘ−1z)

)ci
gi(xi)

ci dx dz (4.61)

=

∫
Rn

∫
Rn

sup
x=

∑k
i=1

cixi,

xi∈Ei

k∏
i=1

fi
(
xi − Si(PEiΘ−1z)

)ci
gi(xi)

ci dx dz (4.62)

≥
∫
Rn

k∏
i=1

(∫
Ei

fi
(
xi − Si(PEiΘ−1z)

)
gi(xi) dxi

)ci
dz

=

∫
Rn

k∏
i=1

(f̃i ∗ gi)
(
Si(PEiΘ

−1z)
)ci

dz

=

∫
Rn

(
k∏
i=1

(f̃i ∗ gi) (Si (PEiy))
ci

)
det (∇Θ(y)) dy

=

∫
Rn

(
k∏
i=1

(f̃i ∗ gi) (Si (PEiy))
ci

)
det

(
k∑
i=1

ci∇Si (PEiy)

)
dy (4.63)

≥
∫
Rn

(
k∏
i=1

(f̃i ∗ gi) (Si (PEiy))
ci

)
k∏
i=1

(det∇Si (PEiy))
ci dy

=

∫
Rn

(
k∏
i=1

gi (PEiy)
ci

)
dy =

∫
Rn
e−π‖y‖

2

dy = 1.

In particular, we conclude that

1 ≥
∫
Rn

∫
Rn

sup
x=

∑k
i=1

cixi,

xi∈Ei

k∏
i=1

fi
(
xi − Si(PEiΘ−1z)

)ci
gi(xi)

ci dx dz

≥
∫
Rn

k∏
i=1

(∫
Ei

fi
(
xi − Si(PEiΘ−1z)

)
gi(xi) dxi

)ci
dz ≥ 1.

Because of the Reverse Brascamp-Lieb inequality (4.1), it follows from (4.60) that∫
Rn

sup
x=

∑k
i=1

cixi,

xi∈Ei

k∏
i=1

fi
(
xi − Si(PEiΘ−1z)

)ci
gi(xi)

ci dx =

k∏
i=1

(∫
Ei

fi
(
xi − Si(PEiΘ−1z)

)
gi(xi) dxi

)ci

for any z ∈ Rn; therefore, we may choose zi = Si(o) for i = 1, . . . , k in Lemma 4.5.3.

4.6 Working on dependent subspace

4.6.1 Polynomial growth and Fourier transform

For positive Cα probability density functions f and g on Rn for α ∈ (0, 1), the C1 Brenier map T : Rn →
Rn in Theorem 4.4.1 pushing forward the the measure on Rn induced by g to the measure associated to
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f satisfies that ∇T is positive definite. We deduce that

〈T (y)− T (x), y − x〉 =

∫ 1

0

〈∇T (x+ t(y − x)) · (y − x), y − x〉 dt ≥ 0 for any x, y ∈ Rn. (4.64)

We say that a continuous function T : Rn → Rm has linear growth if there exists a positive constant
c > 0 such that

‖T (x)‖ ≤ c
√

1 + ‖x‖2

for x ∈ Rn. It is equivalent saying that

lim sup
‖x‖→∞

‖T (x)‖
‖x‖

<∞. (4.65)

In general, T has polynomial growth, if there exists k ≥ 1 such that

lim sup
‖x‖→∞

‖T (x)‖
‖x‖k

<∞.

Proposition 4.6.3 shows that if the whole space is the dependent subspace and the Brenier maps
corresponding to the extremizers f1, . . . , fk in Proposition 4.4.2 have at most linear growth, then each
fi is actually Gaussian. The proof of Proposition 4.6.3 uses classical Fourier analysis, and we refer
to Grafakos [80] for the main properties. For our purposes, we need only the action of a tempered
distribution on the space of C∞0 (Rm) of C∞ functions with compact support, do not need to consider
the space of Schwarz functions in general. We recall that if u is a tempered distribution on Schwarz
functions on Rn, then the support suppu is the intersection of all closed sets K such that if ϕ ∈ C∞0 (Rn)
with suppϕ ⊆ Rn\K, then 〈u, ϕ〉 = 0. We write û to denote the Fourier transform of a u. In particular,
if θ is a function of polynomial growth and ϕ ∈ C∞0 (Rn), then

〈θ̂, ϕ〉 =

∫
Rn

∫
Rn
θ(x)ϕ(y)e−2πi〈x,y〉 dxdy. (4.66)

We consider the two well-known statements Lemma 4.6.1 and Lemma 4.6.2 about the support of a Fourier
transform to prepare the proof of Proposition 4.6.3.

Lemma 4.6.1. If θ is a measurable function of polynomial growth on Rn, and there exist linear subspace
E with 1 ≤ dimE ≤ n− 1 and function ω on E such that θ(x) = ω(PEx), then supp θ̂ ⊆ E.

Proof. We write a z ∈ Rn in the form z = (z1, z2) with z1 ∈ E and z2 ∈ E⊥. Let ϕ ∈ C∞0 (Rn) satisfy
that suppϕ ⊆ Rn\E, and hence ϕ(x1, o) = 0 for x1 ∈ E, and the Fourier Integral Theorem in E⊥ implies

ϕ(x1, z) =

∫
E⊥

∫
E⊥

ϕ(x1, x2)e2πi〈z−x2,y2〉 dx2dy2

for x1 ∈ E and z ∈ E⊥. It follows from (4.66) that

〈θ̂, ϕ〉 =

∫
E⊥

∫
E

∫
E⊥

∫
E

ω(x1)ϕ(x1, x2)e−2πi〈x1,y1〉e−2πi〈x2,y2〉 dx1dx2dy1dy2

=

∫
E

∫
E

ω(x1)e−2πi〈x1,y1〉
(∫

E⊥

∫
E⊥

ϕ(x1, x2)e2πi〈−x2,y2〉 dx2dy2

)
dy1dx1

=

∫
E

∫
E

ω(x1)e−2πi〈x1,y1〉ϕ(x1, 0) dy1dx1 = 0.

Next, Lemma 4.6.2 directly follows from Proposition 2.4.1 in Grafakos [80].

Lemma 4.6.2. If θ is a continuous function of polynomial growth on Rn and supp θ̂ ⊆ {o}, then θ is a
polynomial.
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4.6.2 hi0 is Gaussian in Proposition 4.4.2 under linear growth

Proposition 4.6.3. For a Geometric data (PEi , ci)
k
i=1, we assume that

∩ki=1 (Ei ∪ E⊥i ) = {o}. (4.67)

Let gi(x) = e−π‖x‖
2

for i = 1, . . . , k and x ∈ Ei, let equality hold in (2.35) for positive C1 probability
densities fi on Ei, i = 1, . . . , k, and let Ti : Ei → Ei be the C2 Brenier map satisfying

gi(x) = det∇Ti(x) · fi(Ti(x)) for all x ∈ Ei. (4.68)

If each Ti, i = 1, . . . , k, has linear growth, then there exist a positive definite matrix A : Rm → Rm whose
eigenspaces are critical subspaces, and ai > 0 and bi ∈ Ei, i = 1, . . . , k, such that

fi(x) = aie
−〈Ax,x+bi〉 for x ∈ Ei.

Proof. We may assume that each linear subspace is non-zero.
We note that the condition (4.67) is equivalent saying that Rm itself is the dependent subspace with

respect to the Brascamp-Lieb data. We may assume that for some 1 ≤ l ≤ k, we have 1 ≤ dimEi ≤ m−1
if i = 1, . . . , l, and still

∩li=1 (Ei ∪ E⊥i ) = {o}. (4.69)

We use the diffeomorphism Θ : Rm → Rm of Proposition 4.4.2 defined by

Θ(y) =

k∑
i=1

ciTi (PEiy) , y ∈ Rm.

It follows from (4.35) that we may asssume

Ti(o) = o for i = 1, . . . , k, and hence Θ(o) = o. (4.70)

We claim that there exists a positive definite matrix B : Rm → Rm whose eigenspaces are critical
subspaces, and

∇Θ(y) = B for y ∈ Rm. (4.71)

Let Θ(y) = (θ1(y), . . . , θm(y)) for y ∈ Rm and θj ∈ C2(Rm), j = 1, . . . ,m. Since each Ti, i = 1, . . . , k has
linear growth, it follows that Θ has linear growth, and in turn each θj , j = 1, . . . ,m, has linear growth.

According to Proposition 4.4.2 (iii), there exist C2 functions Ωi : Ei → Ei and Γi : E⊥i → E⊥i such
that

Θ(y) = Ωi(PEiy) + Γi(PE⊥i y)

for i = 1, . . . , k and y ∈ Rn. We write Ωi(x) = (ωi1(x), . . . , ωim(x)) and Γi(x) = (γi1(x), . . . , γim(x)) ;
therefore,

θj(y) = ωij(PEiy) + γij(PE⊥i y) (4.72)

for j = 1, . . . ,m and i = 1, . . . , k.
Fix a j ∈ {1, . . . ,m}. It follows from Lemma 4.6.1 and (4.72) that

supp θ̂j ⊆ Ei ∪ E⊥i

for i = 1, . . . , l. Thus (4.69) yields that

supp θ̂j ⊆ {o},

and in turn we deduce from Lemma 4.6.2 that θj is a polynomial. Given that θj has linear growth, it
follows that there exist wj ∈ Rm and αj ∈ R such that θj(y) = 〈wj , y〉+ αj . We deduce from θj(o) = 0
(cf. (4.70)) that αj = 0.
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The argument so far yields that there exists an m×m matrix B such that Θ(y) = By for y ∈ Rm. As
∇Θ(y) = B is positive definite and its eigenspaces are critical subspaces, we conclude the claim (4.71).

Since ∇Ti(PEiy) = ∇Θ(y)|Ei for i = 1, . . . , k and y ∈ Rm by Proposition 4.4.2 (iv), we deduce that
T−1
i = B−1|Ei for i = 1, . . . , k. It follows from (4.68) that

fi(x) = e−π‖B
−1x‖2 · det

(
B−1|Ei

)
for x ∈ Ei

for i = 1, . . . , k. Therefore, we can choose A = πB−2.

4.7 Form of extremizers

4.7.1 Linear growth at Brenier maps

Proposition 4.7.1 related to Caffarelli Contraction Principle in Caffarelli [47] was proved by Emanuel
Milman, see for example Colombo, Fathi [58], De Philippis, Figalli [133], Fathi, Gozlan, Prod’homme
[70], Y.-H. Kim, E. Milman [90], Klartag, Putterman [92], Kolesnikov [96], Livshyts [106] for relevant
results.

Proposition 4.7.1 (Emanuel Milman). If a Gaussian probability density g and a positive Cα, α ∈ (0, 1),
probability density f on Rn satisfy f ≤ c · g for some positive constant c > 0, then the Brenier map
T : Rn → Rn pushing forward the measure on Rn induced by g to the measure associated to f has linear
growth.

Proof. We may assume that g(x) = e−π‖x‖
2

.
We observe that T : Rn → Rn is bijective as both f and g are positive. Let S be the inverse of T ;

namely, S : Rn → Rn is the bijective Brenier map pushing forward the measure on Rn induced by f to
the measure associated to g. In particular, any Borel X ⊆ Rn satisfies∫

S(X)

g =

∫
X

f. (4.73)

We note that (4.65), and hence Proposition 4.7.1 is equivalent saying that

lim inf
x→∞

‖S(x)‖
‖x‖

> 0. (4.74)

The main idea of the argument is the following observation. For any unit vector u and θ ∈ (0, π), we
consider

Ξ(u, θ) = {y : 〈y, u〉 ≥ ‖y‖ · cos θ} .

Since S is surjective, and 〈S(z)−S(w), z−w〉 ≥ 0 for any z, w ∈ Rn according to (4.64), we deduce that

S(w) + Ξ(u, θ) ⊆ S
(
w + Ξ

(
u, θ +

π

2

))
(4.75)

for any u ∈ Sn−1 and θ ∈ (0, π2 ).
We suppose that T does not have linear growth, and seek a contradiction. According to (4.74), there

exists a sequence {xk} of points of Rn\{o} tending to infinity such that

lim
k→∞

‖xk‖ =∞ and lim
k→∞

‖S(xk)‖
‖xk‖

= 0.

In particular, we may assume that

‖S(xk)‖ < ‖xk‖
8

. (4.76)
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For any k, we consider the unit vector ek = xk/‖xk‖. We observe that Xk = xk + Ξ(ek,
3π
4 ) avoids

the interior of the ball ‖xk‖√
2
Bn; therefore, if k is large, then∫

Xk

f ≤ c · nκn
∫ ∞
‖xk‖/

√
2

rn−1e−πr
2

dr <

∫ ∞
‖xk‖/

√
2

e−2r2√
2r dr = e−‖xk‖

2

(4.77)

On the other hand, S(xk) + Ξ(ek,
π
4 ) contains the ball

B̃ = S(xk) +
xk
8

+
‖xk‖
8
√

2
Bn ⊆ ‖xk‖

2
Bn

where we have used (4.76). It follows form (4.73) and (4.75) that if k is large, then∫
Xk

f =

∫
S(Xk)

g ≥
∫
B̃

g ≥ κn
(
‖xk‖
8
√

2

)n
e−π(‖xk‖/2)2

> e−‖xk‖
2

.

This inequality contradicts (4.77), and in turn proves (4.74).

4.7.2 Proof of Theorem 4.1.1

Here we give the final proof of our main result.

Proof of Theorem 4.1.1. We may assume that each linear subspace Ei is non-zero in Theorem 4.1.1. Let
fi be a probability density on Ei in a way such that equality holds for f1, . . . , fk in (4.1). For i = 1, . . . , k

and x ∈ Ei, let gi(x) = e−π‖x‖
2

, and hence gi is a probability distribution on Ei, and g1, . . . , gk are
extremizers in the Reverse Brascamp-Lieb inequality (4.1).

It follows from Lemma 4.5.1 that the convolutions f1 ∗ g1, . . . , fk ∗ gk are also extremizers for (2.35).
We observe that for i = 1, . . . , k, fi ∗ gi is a bounded positive C∞ probability density on Ei. Next we
deduce from Lemma 4.5.3 that there exist zi ∈ Ei and γi > 0 for i = 1, . . . , k such that defining

f̃i(x) = γi · gi(x) · (fi ∗ gi)(x− zi) for x ∈ Ei, (4.78)

f̃1, . . . , f̃k are probability densities that are extremizers for (2.35). We note that if i = 1, . . . , k, then f̃i
is positive and C∞, and there exists c > 1 satisfying

f̃i ≤ c · gi. (4.79)

Let T̃i : Ei → Ei be the C∞ Brenier map satisfying

gi(x) = det∇T̃i(x) · f̃i(T̃i(x)) for all x ∈ Ei, (4.80)

We deduce from (4.79) and Proposition 4.7.1 that T̃i has linear growth.

For i = 1, . . . , k and x ∈ F0 ∩ Ei, let gi0(x) = e−π‖x‖
2

. It follows from Proposition 4.4.2 (i) that
for i ∈ {1, . . . , k}, there exists positive C1 integrable hi0 : F0 ∩ Ei → [0,∞) (where hi0(o) = 1 if
F0 ∩ Ei = {o}), and for any i ∈ {1, . . . , k} and j ∈ {1, . . . , l} with Fj ⊆ Ei, there exists positive C1

integrable h̃ij : Fj → [0,∞) such that

f̃i(x) = h̃i0(PF0
x) ·

∏
Fj⊆Ei
j≥1

h̃ij(PFjx) for x ∈ Ei.

We deduce from Proposition 4.4.2 (ii) that T̃i0 = T̃i|F0∩Ei is the Brenier map pushing forward the

measure on F0 ∩Ei determined gi0 onto the measure determined by h̃i0. Since T̃i has linear growth, T̃i0
has linear growth, as well, for i = 1, . . . , k.
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We deduce from Proposition 4.4.4 (i) that
∑k
i=1 ciPEi∩F0

= IdF0
, the Geometric Brascamp Lieb data

E1∩F0, . . . , Ek∩F0 in F0 has no independent subspaces, and h̃10, . . . , h̃k0 are extremizers in the Reverse
Brascamp-Lieb inequality for this data in F0.

As T̃i0 has linear growth for i = 1, . . . , k, Proposition 4.6.3 yields the existence of a positive definite
matrix Ã : F0 → F0 whose eigenspaces are critical subspaces, and ãi > 0 and b̃i ∈ F0∩Ei for i = 1, . . . , k,
such that

f̃i(x) = ãie
−〈Ãx,x+b̃i〉 ·

∏
Fj⊆Ei
j≥1

h̃ij(PFjx) for x ∈ Ei.

Dividing by gi and shifting, we deduce that there exist a symmetric matrix Ā : F0 → F0 whose eigenspaces
are critical subspaces, and āi > 0 and b̄i ∈ F0 ∩ Ei for i = 1, . . . , k, and for any i ∈ {1, . . . , k} and
j ∈ {1, . . . , l} with Fj ⊆ Ei, there exists positive C1 function h̄ij : Fj → [0,∞) such that

fi ∗ gi(x) = āie
−〈Āx,x+b̄i〉 ·

∏
Fj⊆Ei
j≥1

h̄ij(PFjx) for x ∈ Ei.

Since fi ∗ gi is a probability density on Ei, it follows that Ā is positive definite and h̄ij ∈ L1(Ei ∩Fj) for
i ∈ {1, . . . , k} and j ∈ {1, . . . , l} with Fj ⊆ Ei.

For any i = 1, . . . , k, we write %̂ for the Fourier transform of a function on Ei. For i = 1, . . . , k, using

that f̂i ∗ gi = f̂i · ĝi and the inverse Fourier transform, we conclude that there exist a symmetric matrix
A : F0 → F0 whose eigenspaces are critical subspaces, and ai > 0 and bi ∈ F0 ∩ Ei for i = 1, . . . , k, and
for any i ∈ {1, . . . , k} and j ∈ {1, . . . , l} with Fj ⊆ Ei, there exists hij : Fj → [0,∞) such that

fi(x) = aie
−〈Ax,x+bi〉 ·

∏
Fj⊆Ei
j≥1

hij(PFjx) for x ∈ Ei. (4.81)

Since fi is a probability density on Ei, it follows that A is positive definite and each hij is non-negative and
integrable. Finally, Proposition 4.4.4 (ii) yields that there exist log-concave integrable ψj : Fj → [0,∞)
for j = 1, . . . , l, and there exist aij > 0 and bij ∈ Fj for any i ∈ {1, . . . , k} and j ∈ {1, . . . , l} with
Fj ⊆ Ei such that hij(x) = aij · ψj(x− bij) for i ∈ {1, . . . , k} and j ∈ {1, . . . , l} with Fj ⊆ Ei.

Now, we assume that f1, . . . , fk are of the form as described in (4.2) and equality holds for all x ∈ Ei
in (4.2). According to (4.35), we may assume that there exist a positive definite matrix Φ : F0 → F0

whose proper eigenspaces are critical subspaces and a θ̃i > 0 for i = 1, . . . , k such that

fi(x) = θ̃ie
−‖ΦPF0

x‖2
∏

Fj⊆Ei

hj(PFj (x)) for x ∈ Ei. (4.82)

We recall that according to (4.47), if j ∈ {1, . . . , l}, then

∑
Ei⊃Fj

ci = 1. (4.83)

We set θ =
∏k
i=1 θ̃

ci
i and h0(x) = e−‖Φx‖

2

for x ∈ F0. On the left hand side of the Reverse Brascamp-Lieb
inequality (2.35), we use first (4.83) and the log-concavity of hj , j = 1, . . . , l, secondly Proposition 4.3.2,

C
E

U
eT

D
C

ol
le

ct
io

n



65

thirdly (4.83), fourth the Fubini Theorem, and finally (4.83) again to prove that∫ ∗
Rn

sup
x=

∑k
i=1

cixi
xi∈Ei

k∏
i=1

fi(xi)
ci dx = θ

∫ ∗
Rn

sup
x=

∑k
i=1

∑l
j=0

cixij

xij∈Ei∩Fj

l∏
j=0

k∏
i=1

hj(xij)
ci dx

= θ

∫ ∗
Rn

l∏
j=0

sup
PFj

x=
∑k
i=1

cixij

xij∈Ei∩Fj

k∏
i=1

hj(xij)
ci dx

= θ

∫ ∗
Rn

 sup
PF0

x=
∑k
i=1

cixi0
xi0∈Ei∩F0

k∏
i=1

e−ci‖Φxi0‖
2

× l∏
j=1

hj(PFjx) dx

= θ

(
k∏
i=1

(∫
F0∩Ei

e−‖Φy‖
2

dy

)ci)
×

l∏
j=1

∫
Fj

hj

=

k∏
i=1

(∫
Ei

fi

)ci
,

completing the proof of Theorem 4.1.1.
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Chapter 5

On a j-forms of polarity

For the statements of this section, Φ-polarity condition defined in 2.3.5, while Sj and Ej defined in (2.46)
and (2.48), respectively. Until the end of this thesis, an inner product 〈·, ·〉 in Rn is fixed and an orthonor-
mal basis {em}nm=1 with respect to this inner product. Moreover, for a vector x̃ = (x1, . . . , xn−1) ∈ e⊥n
and a real number r, the pair (x̃, r) will always denote the vector x1e1 + . . .+ xn−1en−1 + ren.

5.1 On a j-Santaló Conjecture

5.1.1 Introduction

Let us restate our main results.

Theorem 5.1.1 (K.,Saroglou [89]). Let 1 ≤ j ≤ k be two integers, where k ≥ 2. Let K1, . . . ,Kk be
symmetric convex bodies in Rn, satisfying Ej-polarity condition. Assume that one of the following holds:

(i) K1, . . . ,Kk are unconditional convex bodies.

(ii) j = 1 or j = k.

(iii) j is even and K3, . . . ,Kk are unconditional convex bodies.

Then,
k∏
i=1

|Ki| ≤ |Bnj |k. (5.1)

Moreover, in all three cases, (5.1) is sharp for K1 = K2 = . . . = Kk = Bnj

We also obtain the corresponding functional form of Theorem 5.1.1.

Theorem 5.1.2. Let 1 ≤ j ≤ k be two integers, where k ≥ 2. Let f1, . . . , fk : Rn → R+ be even integrable
functions, satisfying Sj-polarity condition with respect to some decreasing function ρ : R → [0,∞].
Assume that one of the following holds.

(i) f1, . . . , fk are unconditional functions.

(ii) j = 1 or j = k.

(iii) j is even and f3, . . . , fk are unconditional functions.

Then,
k∏
i=1

∫
Rn
fi(xi) dxi ≤

(∫
Rn
ρ

((
k

j

)
‖u‖jj

)1/k

du

)k
. (5.2)
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Outline of the proof of Theorems 5.1.1 and 5.1.2

Due to (2.51), Theorem 2.3.9 implies immediately Theorem 2.3.8. However, for parts (ii) and (iii), our
approach requires to first establish Theorem 2.3.8 and then deduce Theorem 2.3.9 from it. The proof for
both Theorems organized as follows:

- In Section 5.1.2, we establish the unconditional case. In particular, Theorem 5.1.2 (i) is a consequence
of the Prékpa-Leindler inequality. Then Theorem 5.1.1 (i) is an immediately corollary.

- In Section 5.1.3, we deal with the case j = 1 of Theorem 5.1.1, that follows from the fact: if K1, . . . ,Kk

satisfy the E1-polarity condition then K1+K2

2 , K1+K2

2 ,K3, . . . ,Kk satisfy the E1-polarity condition, as
well.

- In Section 5.1.4, we establish cases (ii) for j = k and (iii) of Theorem 5.1.1. We use a symmetrization
argument, similar to the ones used by Meyer-Pajor [119].

- In Section 5.1.5, w show that Conjectures 5.1.1 and 5.1.2 are equivalent. Briefly, for the non trivial
direction, the level sets

Ki(ri) := {xi ∈ Rn : fi(xi) ≥ ri} ri ≥ 0, i = 1, . . . , k

satisfy the Ej-polarity condition and after applying the hypothesis the multiplicative Prékpa-Leindler
inequality with respect to the ri’s finishes the proof.

5.1.2 The unconditional case

A function f : Rn → R is said to be unconditional, if f(δ1x1, . . . , δnxn) = f(x1, . . . , xn), for any
δ1, . . . , δn ∈ {−1, 1} and any (x1, . . . , xn) ∈ Rn. A subseteq A in Rn is unconditional if its indicator
function 1A is unconditional. In this section, we establish Conjectures 5.1.1 and 5.1.2 for sets contained
in an orthant (resp. functions supported in an orthant). Since we wish to obtain slightly more general
results, we need to modify the definition of the functions Sj and Ej introduced previously. Namely, for
any two integers 1 ≤ j ≤ k and any positive real number p > 0, set

sj,p(r1, . . . , rk) =
∑

1≤i1<...<ij≤k

|ri1 |p . . . |rij |p, r1, . . . , rk ∈ R,

Sj,p(x1, . . . , xk) :=

n∑
l=1

sj,p(x1(l), . . . , xk(l)), x1, . . . , xk ∈ Rn

and

Ej,p :=
Sj,p(
k
j

) .
Recall that xi(l) := 〈xi, el〉, i = 1, . . . , k, l = 1, . . . , n.

We refer to Borell [28], Ball [10] [11] , Uhrin [150] for the following version of the classical Prékopa-
Leindler inequality (see also [135], [102]).

Theorem 5.1.3. (1-dimensional multiplicative Prékopa-Leindler inequality) If some integrable functions
h, hi : R+ → R+, i = 1, . . . , k, satisfy, for any ti > 0, i = 1 . . . , k that

k∏
i=1

hi(ti)
1
k ≤ h

(
k∏
i=1

t
1
k
i

)
,

then it holds
k∏
i=1

(∫
Rn
hi(ti) dxi

) 1
k

≤
∫
Rn
h(t) dt.
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The result below slightly generalizes Theorem 2.3.4 and will follow by a more or less standard appli-
cation of the Prékopa-Leindler inequality (Theorem 5.1.3), which uses the inductive argument of K. Ball
[9, 10].

Proposition 5.1.4. Let p > 0, q > −1 be real numbers and 1 ≤ j ≤ k be two integers, where k ≥ 2.
For any integrable functions fi : Rn+ → R+, i = 1, . . . , k, satisfying Sj,p-polarity condition with respect to
some decreasing function ρ : R→ [0,∞], and any m ∈ {1, . . . , n}, it holds

k∏
i=1

∫
Rn+
|〈xi, em〉|qfi(xi) dxi ≤

(∫
Rn+
|〈u, e1〉|qρ

((
k

j

)
‖u‖jpjp

) 1
k

du

)k
. (5.3)

Proof. We may assume that m = n. We will prove Proposition 5.1.4 by induction in the dimension
n. Since we want to deduce the base case n = 1 simultaneously with the inductive step, it is useful to
make some conventions: For a function ϕ : R+ → R+, we set ϕ(0, r) := ϕ(r),

∫
R0

+
ϕ(x) dx := ϕ(0) and∫

R0
+
ϕ(x, r) dx := ϕ(0, r) = ϕ(r), r ≥ 0. Assume that (5.3) holds for the non-negative integer n − 1,

where n ≥ 2. In the inductive step (resp. the case n = 1), notice that for (x̃i, ri) ∈ Rn+ (resp. ri ∈ R+),

i = 1, . . . , k, the Sj,p-polarity condition together with Maclaurin’s inequality (stating that E1/j1
j1
≥ E1/j2

j2
,

if j1 ≤ j2) and the monotonicity of ρ imply

k∏
i=1

fi(x̃i, ri) ≤ ρ (sj,p(r1, . . . , rk) + Sj,p(x̃1, . . . , x̃k)) ≤ ρ
((

k

j

)
(r1 . . . rk)

jp
k + Sj,p(x̃1, . . . , x̃k)

)
,

where x̃1 = . . . = x̃k := 0, if n = 1. Multiplying by
∏k
i=1 r

q
i we get

k∏
i=1

rqi fi(x̃i, ri) ≤
k∏
i=1

rqi · ρ

((
k

j

) k∏
i=1

r
jp
k
i + Sj,p(x̃1, . . . , x̃k)

)
. (5.4)

For fixed r1, . . . , rk > 0, set

ρ̃(t) :=

k∏
i=1

rqi · ρ

((
k

j

) k∏
i=1

r
jp
k
i + t

)
, t ≥ 0.

Applying the inductive hypothesis for q = 0 to (5.4) if n ≥ 2 or the conventions made above if n = 1, we
obtain

k∏
i=1

∫
Rn−1

+

rqi fi(x̃i, ri) dx̃i ≤

(∫
Rn−1

+

ρ̃

((
k

j

)
‖ũ‖jpjp

) 1
k

dũ

)k

=

( k∏
i=1

r
1
k
i

)q ∫
Rn−1

+

ρ

((
k

j

) k∏
i=1

r
jp
k
i +

(
k

j

)
‖ũ‖jpjp

) 1
k

dũ

k

. (5.5)

For t, ri > 0, i = 1, . . . , k, set

hi(ri) :=

∫
Rn−1

+

rqi fi(x̃i, ri) dx̃i and h(t) := tq
∫
Rn−1

+

ρ

((
k

j

)
(tjp + ‖ũ‖jpjp)

) 1
k

dũ.

Then, by (5.5), the functions h, h1, . . . , hk satisfy the assumption of Theorem 5.1.3, hence

k∏
i=1

∫
R+

∫
Rn−1

+

rqi fi(x̃i, ri) dx̃i dri ≤

(∫
R+

tq
∫
Rn−1

+

ρ

((
k

j

)(
tjp + ‖ũ‖jpjp

)) 1
k

dũ dt

)k
.

The assertion follows by Fubini’s Theorem.
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Setting q = 0 and p = 1 to Proposition 5.1.4, it follows immediately that Conjecture 5.1.2 holds
true for functions f1, . . . , fk supported in Rn+. Moreover, by (2.51), Conjecture 5.1.1 holds for convex
bodies K1, . . . ,Kk, contained in Rn+. In particular, case (i) of Theorems 2.3.8 and 2.3.9 follows from the
previous discussion.

Corollary 5.1.5. Conjectures 5.1.1 and 5.1.2 hold in the unconditional setting.

We also have the following.

Corollary 5.1.6. Proposition 5.1.4 holds if Rn+ is replaced by Rn.

Proof. Let Oi, i = 1, . . . , 2n be an enumeration of all orthants. Then,

k∏
i=1

∫
Rn
|〈xi, em〉|qfi(xi) dxi =

2n∑
l1,...,lk=1

k∏
i=1

∫
Oli

|〈xi, em〉|qfi(xi) dxi.

Therefore, it suffices to prove that if l1, . . . , lk ∈ {1, . . . , 2n}, then

k∏
i=1

∫
Oli

|〈xi, em〉|qfi(xi) dxi ≤

(∫
Rn+
|〈u, em〉|qρ

((
k

j

)
‖u‖jpjp

) 1
k

du

)k
.

Let f̃i : Rn+ → R+ be the function defined by f̃i(|x(1)|, . . . , |x(n)|) = fi(x(1), . . . , x(n)), i = 1, . . . , k.
Notice that, for any x1, . . . , xk ∈ Rn+ it holds

k∏
i=1

f̃i(xi) ≤ ρ(Sj,p(x1, . . . , xk))

and also
k∏
i=1

∫
Rn+
|〈xi, em〉|q f̃i(xi) dxi =

k∏
i=1

∫
Oli

|〈xi, em〉|qfi(xi) dxi.

The desired inequality follows by Proposition 5.1.4.

Setting q = 0 to Corollary 5.1.6 and using (2.51), we obtain the following.

Corollary 5.1.7. Let p > 0 and 1 ≤ j ≤ k be two integers, where k ≥ 2. Then, for any integrable
functions fi : Rn → R, i = 1, . . . , k, satisfying Sj,p-polarity condition with respect to some decreasing
function ρ : R→ [0,∞], it holds

k∏
i=1

∫
Rn
fi(xi) dxi ≤

(∫
Rn
ρ

((
k

j

)
‖u‖jpjp

) 1
k

du

)k
.

Moreover, if K1, . . . ,Kk are any convex bodies in Rn satisfying Ej,p-polarity condition, one has

k∏
i=1

|Ki| ≤ |Bnjp|k.

Remark 5.1.8. Kolesnikov and Werner [97, Proposition 5.5.] established a related result, stating the
following. If K1, . . . ,Kk are unconditional convex bodies satisfying

k∏
i=1

rKi(xi) ≤

(
n∑
l=1

|x1(l)| 2k · · · |xk(l)| 2k
)− k2

, ∀xi ∈ Sn−1, i = 1, . . . , k (5.6)
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then |K1| · · · |Kk| ≤ |Bn2 |k, where rKi(u) := sup{t > 0 : tu ∈ Ki}, u ∈ Rn, denotes the radial function of
Ki. One can notice that, since rKi(·) = ‖ · ‖−1

Ki
, (5.6) is equivalent to,

n∑
l=1

∣∣∣ x1(l)

‖x1‖K1

∣∣∣ 2
k · · ·

∣∣∣ xk(l)

‖xk‖Kk

∣∣∣ 2
k ≤ 1, ∀xi ∈ Rn, i = 1, . . . , k,

which can be written as

n∑
l=1

|x1(l)| 2k · · · |xk(l)| 2k ≤ 1 ∀xi ∈ Ki, i = 1, . . . , k.

Thus, by Corollary 5.1.7 for j = k and p = 2/k, |K1| · · · |Kk| ≤ |Bn2 |k holds for any convex bodies
K1, . . . ,Kk (not necessarily symmetric) that satisfy condition (5.6).

5.1.3 The case j = 1

The purpose of this section is to establish Theorem 2.3.8 in the case j = 1. This will follow immedi-
ately from the next slightly more general statement (which will also be used in the last section of this
note).

Proposition 5.1.9. Let µ be a Borel measure in Rn, satisfying µ((K + L)/2) ≥
√
µ(K)µ(L) (the

Lebesgue measure is such an example), for all symmetric convex bodies K and L. Then, for any sym-
metric convex bodies K1, . . . ,Kk, satisfying E1-polarity condition, it holds

k∏
i=1

µ(Ki) ≤ µ(Bn1 )k. (5.7)

Proof. One can check that the bodies K1+K2

2 , K1+K2

2 ,K3, . . . ,Kk also satisfy E1-polarity condition. On

the other hand, by the “log-concavity” assumption on µ, we see that the product
∏k
i=1 µ(Ki) does

not decrease if the tuple (K1, . . . ,Kk) is replaced by the tuple (K1+K2

2 , K1+K2

2 ,K3, . . . ,Kk) (which also
satisfies E1-polarity condition). Thus, we may assume that K1 = K2. A successive application of this
argument shows that, in order to prove (5.7), it suffices to prove that if K1, . . . ,Kk satisfy E1-polarity
condition and K1 = . . . = Kk, then

µ(K1)k ≤ µ(Bn1 )k.

From the definition of E1-polarity condition, we conclude that µ(K1)k is maximal (under the above
conditions) if and only if K1 is the largest symmetric convex set, satisfying

y1 + . . .+ yn ≤ 1 ∀(y1, . . . , yk) ∈ K1. (5.8)

Because of this, the maximizing K1 is necessarily permutation invariant and, since it is also origin
symmetric, we deduce that K1 has to be unconditional. This together with (5.8) imply that |y1|+ . . .+
|yn| ≤ 1, for all (y1, . . . , yn) ∈ K1. Consequently, K1 = Bn1 = K2 = . . . = Kk, which concludes the proof
of the proposition.

Remark 5.1.10. We would describe E1-polarity condition as “exceptional”. The reason is that, as the
reader may check using arguments as above, given k ≥ 2 and sets K2, . . . ,Kk, the set

K1 :=
{
x1 ∈ Rn : S1(x1, x2, . . . , xk) ≤ 1, ∀xi ∈ Ki, i = 2, . . . , k

}
is always homothetic to Bn1 . That is, the largest possible set K1, such that K1,K2, . . . ,Kk satisfy E1-
polarity condition, is always a dilate of Bn1 .
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5.1.4 Symmetrization

This section is devoted to completing the proof of Theorem 2.3.8. Our proof based on a modification of
a symmetrization technique used in [119] and on the following observation. If j is even and r1, . . . , rk ∈ R,
then

sj(r1,−r2, . . . ,−rk) = sj(−r1, r2, . . . , rk), (5.9)

while

sk(r1,−r2, r3, . . . , rk) = sk(−r1, r2, r3, . . . , rk). (5.10)

The proof will follow easily from the next lemma.

Lemma 5.1.11. Let 2 ≤ j ≤ k and K1, . . . ,Kk symmetric convex bodies satisfying Ej-polarity condition.
Assume that one of the following holds

(i) j = k.

(ii) j is even and K3, . . . ,Kk are unconditional.

Then there exist U1, . . . , Uk unconditional convex bodies satisfying Ej-polarity condition, such that

k∏
i=1

|Ki| ≤
k∏
i=1

|Ui|.

Proof. For a set A ⊆ Rn and a number r ∈ R, set

A(r) := {x̃ ∈ e⊥n : (x̃, r) ∈ A}.

The Steiner symmetrization of a convex body K with repsect to e⊥n is given by

ste⊥n (K) =
{(
x̃,
r − r′

2

)
∈ Rn : x̃ ∈ Pe⊥n (K), and (x̃, r), (x̃, r′) ∈ K

}
,

where Pe⊥n (K) denotes the orthogonal projection of K onto the subspace e⊥n .
For symmetric convex bodies K1,K3, . . . ,Kk, set

(K1,K3, . . . ,Kk)oj :=
{
x2 ∈ Rn : Sj(x1, x2, . . . , xk) ≤

(
k

j

)
, for all xi ∈ Ki with i 6= 2

}
.

This is a just generalization of the notion of the polar set in the case j = k = 2. Clearly, the set
(K1,K3, . . . ,Kk)oj is a symmetric convex body and, furthermore, if the Ki are all unconditional then
(K1,K3, . . . ,Kk)oj is also unconditional. Notice also that (K1,K3, . . . ,Kk)oj is the largest symmetric
convex body, such that the sets K1, (K1,K2, . . . ,Kk)oj ,K3, . . . ,Kk, satisfy Ej-polarity condition. We
will prove both assertions of Lemma 5.1.11 simultaneously by Steiner symmetrization. We may clearly
assume that K2 = (K1,K3, . . . ,Kk)oj . We set K ′2 = (sten⊥K1,K3, . . . ,Kk)oj . We will show that, for
r ≥ 0, it holds

K2(r) +K2(−r)
2

⊆ K ′2(r). (5.11)

Let x̃2 ∈ K2(r) and x̃′2 ∈ K2(−r). Then, for all (x̃i, ri) ∈ Ki, i = 3, . . . , k, and for all (x̃1, r1), (x̃1, r
′
1) ∈

K1, it holds

Sj((x̃1, r1), (x̃2, r), (x̃3, r3), . . . , (x̃k, rk)) ≤
(
k

j

)
(5.12)

and

Sj((x̃1, r
′
1), (x̃′2,−r), (x̃3, r3), . . . , (x̃k, rk)) ≤

(
k

j

)
. (5.13)
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When j is even and K3, . . . ,Kk are unconditional, (5.13) can be equivalently written as

Sj((x̃1, r
′
1), (x̃′2,−r), (x̃3,−r3), . . . , (x̃k,−rk)) ≤

(
k

j

)
. (5.14)

Combining (5.10), (5.13) and (5.9), (5.14), we obtain (for both assertions of the Lemma)

Sj((x̃1,−r′1), (x̃′2, r), (x̃3, r3), . . . , (x̃k, rk)) ≤
(
k

j

)
, (5.15)

for all (x̃i, ri) ∈ Ki, i = 3, . . . , k and for all (x̃1, r
′
1) ∈ K1. Averaging (5.12) and (5.15), and since Sj is

affine with respect to each argument, we conclude that

Sj
((
x̃1,

r1 − r′1
2

)
,
( x̃2 + x̃′2

2
, r
)
, (x̃3, r3), . . . , (x̃k, rk)

)
≤
(
k

j

)
,

for all (x̃i, ri) ∈ Ki, i = 3, . . . , k and for all (x̃1, r1), (x̃1, r
′
1) ∈ K1. This shows that

x̃2+x̃′2
2 ∈ K ′2(r), which

establishes (5.11). Inclusion (5.11) together with the Brunn-Minkowski inequality and Fubini’s Theorem
show that

|K1| = 2

∫ ∞
0

|K2(r)| dr ≤ 2

∫ ∞
0

|K ′2(r)| dr = |K ′2|.

Applying the same argument successively with respect to en−1, . . . , e1, we arrive at an unconditional
convex body U1, such that |U1| = |K1|, the tuple U1, K̄2 := (U1,K3, . . . ,Kk)oj ,K3, . . . ,Kk satisfies

Ej-polarity condition and |K2| ≤ |K̄2|. This can be done for both cases (i) and (ii) of the lemma.

Recall that if K3, . . . ,Kk are unconditional then K̄2 is also unconditional and the proof of (i) is
complete.

In the case j = k, we repeat the same argument to the new tuple (U1, K̄2,K3, . . . ,Kk) with respect
to the pair (K̄2,K3). Thus, we are able to replace K̄2 by an unconditional convex body U2 and K3 by a
symmetric convex body K̄3, such that |U2| = |K̄2|, |K̄3| ≥ |K3|, while the tuple (U1, U2, K̄3,K4, . . . ,Kk)
also satisfies Ej-polarity condition. We continue the same process until we replace all K1, . . . ,Kk−1

by unconditional convex bodies U1, . . . , Uk−1 without decreasing the volume product of the Ki’s. We
conclude the proof by the fact that Uk := (U1, . . . , Uk−1)◦k is also unconditional.

Proof of Theorem 2.3.8. Inequality (5.1) in all cases follows from Lemma 5.1.11 together with Corollary
5.1.5 and Section 5.1.3. It remains to verify that (5.1) is sharp for `j-balls. In other words we need to
prove that if K1 = . . . = Kk = Bnj , then K1, . . . ,Kk satisfy Ej-polarity condition . But this is a simple
application of the arithmetic-geometric mean inequality: For any x1, . . . , xk ∈ Bnj , it holds

Sj(x1, . . . , xk) =

n∑
l=1

∑
1≤i1<...<ij≤k

xi1(l) · · ·xij (l)

≤ 1

j

n∑
l=1

∑
1≤i1<...<ij≤k

(
|xi1(l)|j + . . .+ |xij (l)|j

)
=

(k − 1)!

(k − j)!j!

n∑
l=1

(
|x1(l)|j + . . .+ |xk(l)|j

)
=

(k − 1)!

(k − j)!j!

k∑
i=1

‖xi‖jj ≤
(k − 1)!

(k − j)!j!
k =

(
k

j

)
.
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5.1.5 Equivalence between j-Santaló and Functional j-Santaló Conjectures

In this section we prove cases (ii) and (iii) of Theorem 2.3.9. This is done by establishing the
equivalence between Conjectures 5.1.1 and 5.1.2 (actually, a slightly more general result), mentioned in
the Introduction. Let us first introduce some notation. Let G be a subgroup of the orthogonal group
O(n) in Rn. We set

S(G) := {S ⊆ Rn : gS = S, ∀ g ∈ G} and F(G) := {f : Rn → R : f ◦ g = f, ∀ g ∈ G}.

Proposition 5.1.12. Let µ be an a-homogeneous Borel measure in Rn for some a > 0, k be a positive
integer, j ∈ {1, . . . , k} and G1, . . . , Gk be subgroups of O(n). The following statements are equivalent.

i) For any k-tuple of symmetric convex bodies (K1, . . . ,Kk) ∈ S(G1)×· · ·×S(Gk), satisfying Ej-polarity
condition, it holds

k∏
i=1

µ(Ki) ≤ µ(Bnj )k.

ii) For any k-tuple of even non-negative measurable functions (f1, . . . , fk) ∈ F(G1) × · · · × F(Gk),
satisfying Sj-polarity condition with respect to some decreasing function ρ, it holds

k∏
i=1

∫
Rn
fi(xi) dµ(xi) ≤

(∫
Rn
ρ

((
k

j

)
‖u‖jj

)1/k

dµ(u)

)k
. (5.16)

The fact that Conjectures 5.1.1 and 5.1.2 are equivalent follows immediately from Proposition 5.1.12,
if we take µ to be the Lebesgue measure. For the proof we will need the following lemma (which is well
known in the classical case j = k = 2).

Lemma 5.1.13. Let 1 ≤ j ≤ k and A1, . . . , Ak be subsets of Rn. If A1, . . . , Ak satisfy Ej-polarity
condition, then conv(A1), . . . , conv(Ak) also satisfy Ej-polarity condition.

Proof. Clearly, it suffices to prove that conv(A1), A2, . . . , Ak satisfy Ej-polarity condition. This follows
from the observation that, if λ1, . . . , λr ≥ 0 are real numbers that sum to 1 and if x2, . . . , xk ∈ Rn and
y1, . . . , yr ∈ Rn, then

Ej
( r∑
m=1

λmym, x2, . . . , xk

)
=

r∑
m=1

λmEj(ym, x2, . . . , xk).

Proof of Proposition 5.1.12. The fact that (ii) implies (i), follows immediately from (2.51).
For the other direction, assume that (i) holds for all bodiesKi ∈ S(Gi), i = 1, . . . , k. Let (f1, . . . , fk) ∈

F(G1)× · · · × F(Gk) be functions that satisfy Sj-polarity condition with respect to some ρ. In order to
prove the desired inequality (5.16), (by an approximation argument) we can assume that limt→∞ ρ(t) = 0,
ρ is continuous, strictly decreasing and that limt→0+ ρ(t) =∞. Define the (not necessarily convex) sets
Ki(ri) := {xi ∈ Rn : fi(xi) ≥ ri}, ri ≥ 0 and notice that Ki(ri) ∈ S(Gi), i = 1, . . . , k. From Sj-polarity
condition one obtains that, for xi ∈ Ki(ri), i = 1, . . . , k, it holds

r1 . . . rk ≤
k∏
i=1

fi(xi) ≤ ρ (Sj(x1, . . . , xk)) .

Moreover, using the the strict monotonicity of ρ, we get

Sj(x1, . . . , xk) ≤ ρ−1(r1 . . . rk).
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Consequently, by the fact that Sj is homogeneous of order j, setting λ :=
(
k
j

) 1
j ρ−1(r1 · · · rk)−

1
j , we

conclude

Sj(λx1, . . . , λxk) ≤
(
k

j

)
.

Thus, by the assumption that (i) holds true and by Lemma 5.1.13 we obtain

µ(λK1(r1)) . . . µ(λKk(rk)) ≤ µ(conv(λK1(r1))) . . . µ(conv(λKk(rk))) ≤ µ(Bnj )k.

Equivalently, using the homogeneity of µ, one has

µ(K1(r1)) . . . µ(Kk(rk)) ≤
µ(Bnj )k

λka
=

(
k

j

)− kaj
µ(Bnj )kρ−1(r1 · · · rk)

ka
j .

Set φi(ri) := µ(Ki(ri)) , ri ≥ 0, i = 1, . . . , k and φ(r) :=
(
k
j

)− aj µ(Bnj )ρ−1(rk)
a
j , r ≥ 0. Then, the

previous inequality can be written as

(ϕ1(r1) . . . ϕk(rk))1/k ≤ ϕ
(

(r1 . . . rk)1/k
)

and, therefore, the Prekopa-Leindler inequality (Theorem 5.1.3) together with the Layer-Cake formula
give

k∏
i=1

∫
Rn
fi(xi) dµ(xi) =

k∏
i=1

∫ ∞
0

ϕi(ri) dri ≤
(∫ ∞

0

ϕ

)k
=

(
k

j

)− kaj
µ(Bnj )k

(∫ ∞
0

ρ−1(rk)
a
j dr

)k
. (5.17)

On the other hand, using the extra assumptions on ρ and the homogeneity of µ, we see that∫
Rn
ρ

((
k

j

)
‖u‖jj

)1/k

dµ(u) =

∫ ∞
0

µ

({
u : ρ

((
k

j

)
‖u‖jj

)
≥ tk

})
dt

=

∫ ∞
0

µ

{u : ‖u‖j ≤

((
k

j

)−1

ρ−1(tk)

) 1
j } dt

=

(
k

j

)− aj
µ(Bnj )

∫ ∞
0

ρ−1(tk)
a
j dt. (5.18)

Putting together (5.17) and (5.18), we arrive at (5.16), as claimed.

The proof of Theorem 2.3.9 follows immediately from Theorem 2.3.8 and Proposition 5.1.12.

5.2 On a j-Ball Conjecture

5.2.1 Introduction

Let us recall the definition of Ball’s functional, mentioned in the Introduction. If K is a symmetric
convex body in Rn, B(K) is given by

B(K) :=

∫
K

∫
Ko

〈x, y〉2 dx dy.

It can be easily checked that B(·) is invariant under non-singular linear maps. The primary goal of
section 5.2 is to state and discuss a natural (at least in our opinion) extension of Conjecture 2.3.11, to
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the multi-entry setting. Let D(n) be the set of all orthonormal basis’ in Rn. For k ≥ 2, j ∈ {1, . . . , k}
and {εm} ∈ D(n), define

Bj(K1, . . . ,Kk, {εm}) :=

n∑
m=1

k∏
i=1

∫
Ki

|〈xi, εm〉|j dxi.

Define, also
Bj(K1, . . . ,Kk) := min

{εm}∈D(n)
Bj(K1, . . . ,Kk, {εm}).

One might dare to conjecture the following.

Conjecture 5.2.1. Let 1 ≤ j ≤ k be two integers, where k ≥ 2. Let K1, . . . ,Kk be symmetric convex
bodies in Rn satisfying Ej-polarity condition. Then,

Bj(K1, . . . ,Kk) ≤ Bj(Bnj , . . . , Bnj ). (5.19)

For next Proposition it will be useful to recall the notion of isotropicity. A symmetric convex body
K in Rn is called isotropic if∫

K

〈x, u〉2 dx =
‖u‖22
n

∫
K

‖x‖22 dx, ∀u ∈ Rn.

Notice (see [127]) that there is always a linear image TK of K, such that TK is isotropic.

Proposition 5.2.2. Conjectured 5.2.1 for k = j = 2 agrees with Ball’s Conjecture 2.3.11

Proof. Let assume that conjecture 2.3.11 is true. Observe that there always exists an orthonormal basis
{εm} such that, for i 6= m, it holds ∫

K1

〈x, εi〉〈x, εm〉 dx = 0.

Hence,

B2(K1,K2) ≤ B2(K1,K2, {εm}) ≤ B2(K1,K
o
1 , {εm})

=

n∑
m=1

∫
K1

〈x, εm〉2 dx
∫
Ko

1

〈y, εm〉2 dy

=

∫
K1

∫
Ko

1

〈x, y〉2 dx dy

≤
∫
Bn2

∫
Bn2

〈x, y〉2 dx dy = B2(Bn2 , B
n
2 ).

Conversely, assume that Conjecture 5.2.1 is true for k = j = 2 and for all symmetric convex bodies
K1,K2. One can take K1 = K = Ko

2 . Since B(K) is invariant under non-singular linear maps, we can
assume that K is isotropic. We have

B(Bn2 ) = B2(Bn2 , B
n
2 ) ≥ B2(K,Ko) = min

{εm}∈D(n)

n∑
m=1

∫
K

〈x, εm〉2 dx
∫
Ko

〈y, εm〉2 dy

= min
{εm}∈D(n)

n∑
m=1

∫
K

〈x, ε1〉2 dx
∫
Ko

〈y, εm〉2 dy

=

∫
K

〈x, ε1〉2 dx
∫
Ko

‖y‖22 dx

=
1

n

∫
K

‖x‖22 dx
∫
Ko

‖y‖22 dy

=

∫
K

∫
Ko

〈x, y〉2 dx dy = B(K).
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5.2.2 The case j = 1

We confirm in Proposition 5.2.3 that Conjecture 5.2.1 hold for j = 1. However, we are mostly interested
in the case j ≥ 2 (see Remark...).

Proposition 5.2.3. Conjecture 5.2.1 holds if j = 1.

Proof. Let K1, . . . ,Kk be symmetric convex bodies satisfying E1-polarity condition. It is clearly enough
to show the following.

k∏
i=1

∫
Ki

|〈xi, em〉| dxi ≤

(∫
Bn1

|〈x, em〉| dx

)k
, m = 1, . . . , n. (5.20)

By proposition 5.1.9, it is enough to show that, for m = 1, . . . , n, the measure µm in Rn, with density
ψm(x) := |〈x, em〉|, satisfies µm((K + L)/2) ≥

√
µm(K)µm(L), for all symmetric convex bodies K and

L. To see this, fix symmetric convex bodies K and L and set H+
m := {x ∈ Rn : 〈x, em〉 ≥ 0} and

H−m := {x ∈ Rn : 〈x, em〉 ≤ 0}. Then, the restriction of ψm either to H+
m or to H−m is log-concave and,

therefore (see [28]),

µm

((
1

2
K +

1

2
L

)
∩H+

m

)
≥ µm

(
1

2

(
K ∩H+

m + L ∩H+
m

))
≥

√
µm(K ∩H+

m)µm(L ∩H+
m)

=
1

2

√
µm(K)µm(L), (5.21)

where we used the symmetry of K and L and the evenness of µm. A similar argument shows that

µm

((
1

2
K +

1

2
L

)
∩H−m

)
≥ 1

2

√
µm(K)µm(L). (5.22)

The desired property for µm follows by adding together (5.21) and (5.22).

5.2.3 The j-Ball implies the j-Santaló

Next, we would like to explain the connection between the conjecture 5.2.1 and the j-Santaló conjecture
5.1.1.

Proposition 5.2.4. Let k ≥ 2 be a positive integer, j ∈ {1, . . . , k} and K1, . . . ,Kk be symmetric convex
bodies satisfying Ej-polarity condition. If (5.19) holds, then (5.1) also holds.

Proposition 5.2.4 follows immediately from the following lemma (the corresponding fact involving
B(·) was obtained by Ball [9] [10]; see also Lutwak [111]).

Lemma 5.2.5. For convex bodies Ki, i = 1, . . . , k we have

Bj(Bnj , . . . , Bnj )

|Bnj |
k(n+j)
n

≤ Bj(K1, . . . ,Kk)

(|K1| · · · |Kk|)
n+j
n

. (5.23)

Proof. We may assume that

Bj(K1, . . . ,Kk, {em}) = Bj(K1, . . . ,Kk).

Let Q be a convex body in Rn. We will need the following simple fact.
Fact. Let T ∈ SL(n) be a diagonal positive definite map (with respect to the basis {em}). Then,

n∏
m=1

∫
TQ

|〈x, em〉|j dx =

n∏
m=1

∫
Q

|〈x, em〉|j dx.
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Furthermore, there exists a diagonal positive definite map T0 ∈ SL(n), such that∫
T0Q

|〈x, e1〉|j dx = . . . =

∫
T0Q

|〈x, en〉|j dx.

It follows that(
n∏

m=1

∫
Q

|〈x, em〉|j dx

)1/n

=

(
n∏

m=1

∫
T0Q

|〈x, em〉|j dx

)1/n

=
1

n

n∑
m=1

∫
T0Q

|〈x, em〉|j dx

=
1

n

∫
T0Q

‖x‖jj dx

=
1

n

∫ ∞
0

|(T0Q) ∩ {x : ‖x‖jj ≥ t}| dt

=
1

n

∫ ∞
0

(
|T0Q| − |(T0Q) ∩ {x : ‖x‖j < t1/j}|

)
dt

=
1

n

∫ ∞
0

(
|Q| − |(T0Q) ∩ (t1/jBnj )|

)
dt.

Since, for all t > 0, it holds

|(T0Q) ∩ (t1/jBnj )| ≤
∣∣∣ ((|T0Q|/|Bnj |

)1/n
Bnj

)
∩
(
t1/jBnj

) ∣∣∣ =
∣∣∣ ((|Q|/|Bnj |)1/nBnj ) ∩ (t1/jBnj ) ∣∣∣,

we arrive at (
n∏

m=1

∫
Q

|〈x, em〉|j dx

)1/n

≥ 1

n

∫
(|Q|/|Bnj |)

1/n
Bnj

‖x‖jj dx

=
1

n

(
|Q|
|Bnj |

)n+j
n ∫

Bnj

‖x‖jj dx =: cn,j |Q|
n+j
n , (5.24)

where cn,j is a positive constant that depends only on n and j, such that equality holds in (5.24) if
Q = Bnj .

By the arithmetic-geometric mean inequality and (5.24), one has

Bj(K1, . . . ,Kk) ≥ n

n∏
m=1

(
k∏
i=1

∫
Ki

|〈xi, em〉|j dx

)1/n

= n

k∏
i=1

(
n∏

m=1

∫
Ki

|〈xi, em〉|j dx

)1/n

≥ n(cn,j)
k

k∏
i=1

|Ki|
n+j
j .

Notice that if K1 = . . . = Kk = Bnj , then equality holds in all previous inequalities. This finishes the
proof of the Lemma.

5.2.4 The unconditional case and the Functional j-Ball Conjecture

We also confirm Conjecture 5.2.1 in the unconditional setting. This is proven by passing throught its
analytical counterpart and settle this in the unconditional setting.....kati tetoio.....
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Finally, we would like to extend the definition of the Bj functional, to tuples of functions instead
of tuples of convex bodies. For even non-negative integrable functions f1, . . . , fk, for j ≤ k and for
{εm} ∈ D(n), set

Bj(f1, . . . , fk, {εm}) :=

n∑
m=1

k∏
i=1

∫
Rn
|〈xi, εm〉|jfi(xi) dxi

and
Bj(f1, . . . , fk) := min

{εm}∈D(n)
Bj(f1, . . . , fk, {εm}).

The functional version of the conjecture 5.2.1 states the following. Let fi : Rn → R+, i = 1, . . . , k, be
even functions satisfying Sj-polarity condition with respect to some non-negative and decreasing function
ρ. Then,

Bj(f1, . . . , fk) ≤ n

(∫
Rn
|〈u, e1〉|jρ

((
k

j

)
‖u‖jj

) 1
k

du

)k
= n1−k

(∫
Rn
‖u‖jjρ

((
k

j

)
‖u‖jj

) 1
k

du

)k
.

(5.25)
By (2.51), (5.25) would immediately imply (5.19). Using (2.51), Proposition 5.2.4, and Proposition 5.1.12
we obtain the following.

Corollary 5.2.6. If (5.25) holds for any even non-negative integrable functions f1, . . . , fk and any non-
negative decreasing function ρ, then the functional j-Santaló conjecture 5.1.2 holds in full generality.

Before ending this note, we wish to list some cases for which the conjectured inequalities (5.19) and
(5.25) are indeed correct. First notice that Proposition 5.1.4 and (2.51) imply the following.

Corollary 5.2.7. Inequalities (5.19) and (5.25) are both true in the unconditional case.

Furthermore, combining (5.20) and Proposition 5.1.12, we immediately obtain

Corollary 5.2.8. The conjectured inequality (5.25) is true if j = 1.

We mention that the authors in [82] proved the following functional version of Ball’s inequality: If
ρ : R → R+ is a measurable function and f1, f2 : Rn → R+ are integrable unconditional log-concave
functions satisfying f1(x1)f2(x2) ≤ ρ(〈x1, x2〉), for all x1, x2 ∈ Rn, then∫

Rn

∫
Rn
〈x, y〉2f1(x)f2(y) dx dy ≤ n−1

(∫
Rn
‖u‖22ρ

(
‖u‖22

) 1
2 du

)2

(5.26)

It is unknown if (5.26) holds for arbitrary even log-concave functions. Using similar arguments as in the
case of sets, one can show that the conjectured inequality (5.25) (for arbitrary even integrable functions)
for k = j = 2 is equivalent to (5.26). Hence, (5.25) for unconditional functions can be interpreted as
an extension of the functional version of Ball’s inequality to the multi-entry setting, if ρ is additionally
assumed to be decreasing.
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Chapter 6

Appendices

6.1 Log-Brunn-Minkowksi conjecture under the Brascamp-Lieb
inequality

The following two continuous version of the Brascamp-Lieb and its reverse form introduced by Barthe
in [16].

Theorem 6.1.1 (Continuous Brascamp-Lieb inequality). For an isotropic measure µ on Sn−1 and
fu := 1[a(u),b(u)] for u ∈ Sn−1 where a(u) < b(u) are bounded real integrable functions, we have∫

Rn
exp

(∫
Sn−1

log fu(〈x, u〉u) dµ(u)

)
dx ≤ exp

(∫
Sn−1

log

(∫
R
fu

)
dµ(u)

)
Theorem 6.1.2 (Continuous reverse Brascamp-Lieb inequality). For an integrable function h : Rn →
[0,∞), an isotropic measure µ on Sn−1 and fu := 1[a(u),b(u)] for u ∈ Sn−1 where a(u) < b(u) are bounded
real integrable functions, if for every continuous θ : Sn−1 → [0,∞) it holds

h
( ∫

Sn−1

θ(u)u dµ(u)
)
≥ exp

(∫
Sn−1

log fu(θ(u)) dµ(u)

)
.

then, one has ∫
Rn
h ≥ exp

(∫
Sn−1

log

(∫
R
fu

)
dµ(u)

)
For a function f : Sn−1 → R>0, an isotropic measure µ and a continues function θ : Sn−1 → R we

define,

c(f, µ, θ) =
∥∥∥∫

Sn−1

uθ(u) dµ(u)
∥∥∥

[f ]
.

where [f ] be the Wulff shape of f (see (2.5)). Also, set

c(f, µ) = min{c > 0 :

∫
Sn−1

uθ(u) dµ(u) ∈ c[f ], ∀ |θ| ≤ f continues} (6.1)

which is nothing else than c(f, µ) = sup|θ|≤f c(f, µ, θ) and last we define

c(f) = inf{c(f, µ) : µ isotropic}. (6.2)

Note, we may have c(hK , µ) < c(f, µ) while [hK ] = [f ]. For example a polytope K can be written as the
Wulff shape a function f with extremely large values.
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Proposition 6.1.3. For every symmetric convex bodies K,L ∈ Kne , we have,

|(1− λ) ·K +0 λ · L|
|K|1−λ|L|λ

≥ c
(
h1−λ
K hλL

)−n
. (6.3)

Proof. Let K and L be two symmetric convex bodies of Rn and λ ∈ [0, 1]. Set h to be the characteristic
function of the set (1 − λ) ·K +o λ · L. For an isotropic measure µ, let cµ := c(h1−λ

K hλL, µ) and also for
t ∈ R define,

fu(t) = 1 1
cµ

[−hK(u)1−λhL(u)λ, hK(u)1−λhL(u)λ](t).

By the definition of cµ, if |φ(u)| ≤ hK(u)1−λhL(u)λ is any continuous function on Sn−1, then

1

cµ

∫
Sn−1

uφ(u) dµ(u) ∈ (1− λ) ·K +0 λ · L,

and in turn,

log h
(∫

Sn−1

u
φ(u)

cµ
dµ(u)

)
= 0 =

∫
Sn−1

log fu

(φ(u)

cµ

)
dµ(u).

This means, if |θ(u)| ≤ 1
cµ
hK(u)1−λhL(u)λ, then

log h
(∫

Sn−1

uθ(u) dµ(u)
)
≥
∫
Sn−1

log fu(θ(u)) dµ(u). (6.4)

and so (6.4) holds for every continuous θ. In turn, we deduce that if θ is any continuous function on
Sn−1, then

h
(∫

Sn−1

uθ(u) dµ(u)
)
≥ exp

(∫
Sn−1

log fu(θ(u)) dµ(u)
)
. (6.5)

Now we may apply the Continuous Reverse Brascamp Lieb inequality Theorem 6.1.2 by (6.5), and obtain

|(1− λ) ·K +0 λ · L| =
∫
Rn
h(z) dz

≥ exp
(∫

Sn−1

log
(∫

R
fu

)
dµ(u)

)
= exp

(∫
Sn−1

log
2

cµ
hK(u)1−λhL(u)λ dµ(u)

)
=
(

exp
(∫

Sn−1

log
2

cµ
hK(u) dµ(u)

))1−λ(
exp

(∫
Sn−1

log
2

cµ
hL(u) dµ(u)

))λ
=
(

exp
(∫

Sn−1

log |Pu(
1

cµ
K)| dµ(u)

))1−λ(
exp

(∫
Sn−1

log |Pu(
1

cµ
L)| dµ(u)

))λ
≥| 1

cµ
K|1−λ| 1

cµ
L|λ

=
1

(cµ)n
|K|1−λ|L|λ.

The last inequality, is the continuous form of the well known application of (classical) Brascamp Lieb
inequality. This is, if ci > 0 and In =

∑m
i=1 ciPui , then

|K| ≤
m∏
i=1

|Pui(K)|ci .
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Last, since we proved that, for every µ isotropic measure

|(1− λ) ·K +0 λ · L| ≥
1

(cµ)n
|K|1−λ|L|λ (6.6)

we take (6.3).

Fix orthonormal basis e1, . . . , en. Denote

Sn−1/2 :=

n⊔
i=1

{
x ∈ Sn−1 ∩ lin{e1, . . . , ei} : 〈x, ei〉 > 0

}
.

Note, Sn−1/2 is a connected set and does not contains antipondal points. Note, also that (6.1) is
equivalently written,

c(f, µ) = 2 sup
U∈SO(n)

∥∥∥ ∫
U(Sn−1/2)

uf(u) dµ(u)
∥∥∥

[f ]
. (6.7)

Lemma 6.1.4. For symmetric convex bodies K,L ∈ Kne and any isotropic measure µ we have

c(h1−λ
k hλL, µ) ≤ c(hK , µ)1−λc(hL, µ)λ. (6.8)

Proof. Let U ∈ O(n). We set

xo =2

∫
U(Sn−1/2)

uhK(u) dµ(u)

yo =2

∫
U(Sn−1/2)

uhL(u) dµ(u)

zo =2

∫
U(Sn−1/2)

uhK(u)1−λhL(u)λ dµ(u).

For every u′ ∈ Sn−1 we have 〈ρK(xo)xo, u
′〉 ≤ hK(u′) and in turn∫

Sn−1/2

2hK(u)ρK(xo)〈u, u′〉 dµ(u) ≤ hK(u′).

The same holds for L and therefore applying Hölder inequality we get,

hK(u′)1−λhL(u′)λ ≥
(∫

Sn−1/2

2hK(u)ρK(xo)〈u, u′〉 dµ(u)
)1−λ(∫

Sn−1/2

2hL(u)ρL(yo)〈u, u′〉 dµ(u)
)λ

≥
∫
Sn−1/2

2(hK(u)ρK(xo))
1−λ(hL(u)ρL(yo))

λ〈u, u′〉 dµ(u)

= 〈ρK(xo)
1−λρL(yo)

λzo, u
′〉,

for any u′ ∈ Sn−1. This shows that ρK(xo)
1−λρL(yo)

λzo ∈ (1− λ) ·K +o λ · L, and thus

ρ(1−λ)·K+0λ·L(zo) ≥ ρK(xo)
1−λρL(yo)

λ

and the proof finishes, since ρK(·) = ‖ · ‖−1
K .
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6.2 A multidimensional Santaló inequality

Following methods from [97], one can obtain the following extended version in the multi-dimensional
setting.

Theorem 6.2.1. Let s, k ≥ 1 be two integers, (σ1, . . . , σk) be an s-uniform cover of [n] and denote
Ei = span{em : m ∈ σi} for some fixed basis e1, . . . , en. If for some measurable and unconditional
functions fi : Ei → R+ we have

k∏
i=1

fi(xi) ≤ ρ

 k∑
i,j=1
i<j

〈xi, xj〉

 (6.9)

for some decreasing function ρ : R→ R>0 which
∫
R ρ

1
s (t2) dt <∞, then one has

k∏
i=1

∫
Ei

fi(xi) dxi ≤
[∫

Rn
ρ

1
s

(
s(s− 1)

2
‖x‖2

)
dx

]s
. (6.10)

Proof. Since the fi’s are unconditional, it is enough to show (6.10) on the positive cones (Ei)+ and Rn+,

provide that (6.9) holds on the positive cones. This is because the left side of (6.10) is
∏k
i=1(2ni)

1
s =

2
∑k
i=1

1
sni = 2n times the product of the integrals on (Ei)+. For x ∈ Rn we demote (x)i the i-coordinate

of x and for m ∈ [n] we write Γm = {i ∈ [k] : m ∈ σi}. Readily, for xi ∈ Ei, (xi)m = 0 when m /∈ σi and
|Γm| = s. Thus, the sum in (6.9) is written∑

i<j

〈xi, xj〉 =

n∑
m=1

∑
i<j

(xi)m(xj)m =

n∑
m=1

∑
i,j∈Γm
i<j

(xi)m(xj)m. (6.11)

Now, for ti ∈ Ei we denote eti the vector in Ei defined by

(eti)m =

{
e(ti)m m ∈ σi
0 m /∈ σi

We apply the change of variable xi = eti and we get

k∏
i=1

(∫
(Ei)+

fi(xi) dxi

) 1
s

=

k∏
i=1

(∫
Ei

fi(e
ti)e

∑
m∈σi

(ti)m dti

) 1
s

.

By the Reverse Brascamp Lieb inequality then assumption (6.9) and last (6.11), we have

k∏
i=1

(∫
(Ei)+

fi(xi) dxi

) 1
s

≤
∫
Rn

sup
ti∈Ei

t=
∑k
i=1

1
s
ti

[( k∏
i=1

f
1
s
i (eti)e

1
s

∑
m∈σi

(ti)m

)]
dt (6.12)

≤
∫
Rn

sup
ti∈Ei

t=
∑k
i=1

1
s
ti

[
ρ

1
s

(∑
i<j

〈eti , etj 〉
) k∏
i=1

e
1
s

∑
m∈σi

(ti)m
]
dt (6.13)

=

∫
Rn

sup
ti∈Ei

t=
∑k
i=1

1
s
ti

[
ρ

1
s

( n∑
m=1

∑
i,j∈Γm
i<j

(eti)m(etj )m

) n∏
m=1

e
1
s

∑
i∈Γm

(ti)m
]
dt (6.14)

For fixed m = 1, . . . , n, AM-GM inequality implies,∑
i,j∈Γm
i<j

(eti)m(etj )m ≥
s(s− 1)

2
e

2
s(s−1)

∑
i,j∈Γm,i<j

(ti+tj)m =
s(s− 1)

2
e

2
s

∑
i∈Γm

(ti)m (6.15)
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Now, we use on (6.14) the monotonicity of ρ and we get,

k∏
i=1

(∫
(Ei)+

fi(xi) dxi

) 1
s

≤
∫
Rn

sup
ti∈Ei

t=
∑k
i=1

1
s
ti

[
ρ

1
s

(s(s− 1)

2

n∑
m=1

e
2
s

∑
i∈Γm

(ti)m
) n∏
m=1

e
1
s

∑
i∈Γm

(ti)m
]
dt

=

∫
Rn
ρ

1
s

(s(s− 1)

2

n∑
m=1

e2(t)m
)
e
∑n
m=1(t)m dt (6.16)

=

∫
Rn+
ρ

1
s

(s(s− 1)

2

n∑
m=1

u2
m

)
du

=

∫
Rn+
ρ

1
s

(s(s− 1)

2
‖u‖2

)
du

Theorem 6.2.2. Let s, k ≥ 1 be two integers, (σ1, . . . , σk) be an s-uniform cover of [n] and denote
Ei = span{em : m ∈ σi} for some fixed basis e1, . . . , en. If Ki be some unconditional convex bodies in Ei
that

k∏
i=1

e−
1
2‖xi‖

2
Ki ≤ ρ

 k∑
i,j=1
i<j

〈xi, xj〉

 (6.17)

for a decreasing function ρ : R→ R>0 which
∫
R ρ

1
s (t2) dt <∞, then one has

k∏
i=1

|Ki| ≤

(
k∏
i=1

|Bni2 |
(2π)

ni
2

)(∫
Rn
ρ

1
s

(s(s− 1)

2
|x|2
)
dx

)s
. (6.18)

In particular, if ρ(t) = e−
t

k−1 namely, the t convex bodies satisfy

k − 1

2

k∑
i=1

‖xi‖2Ki ≥
∑
i<j

〈xi, xj〉,

then,

k∏
i=1

|Ki| ≤
k∏
i=1

|Bni2 |.

Proof. Let ni = dimEi. Then by Theorem 6.2.1 we have

k∏
i=1

|Ki| =
k∏
i=1

(
|Bni2 |

(2π)
ni
2

∫
Ei

e−
1
2‖xi‖

2
Ki dxi

)
≤

(
k∏
i=1

|Bni2 |
(2π)

ni
2

)(∫
Rn
ρ

1
s

(s(s− 1)

2
|x|2
)
dx

)s
.

6.3 Equality case of Bollobás-Thomason inequality and its dual

We write e1, . . . , en to denote an orthonomal basis of Rn. For a compact set K ⊆ Rn with aff K = m,
we write |K| to denote the m-dimensional Lebesgue measure of K.

The starting point of this section is the classical Loomis-Whitney inequality [108].

C
E

U
eT

D
C

ol
le

ct
io

n



86

Theorem 6.3.1 (Loomis, Whitney). If K ⊆ Rn is compact and affinely spans Rn, then

|K|n−1 ≤
k∏
i=1

|Pe⊥i K|, (6.19)

with equality if and only if K = ⊕ni=1Ki where affKi is a line parallel to ei.

Meyer [122] provided a dual form of the Loomis-Whitney inequality where equality holds for affine
crosspolytopes.

Theorem 6.3.2 (Meyer). If K ⊆ Rn is compact convex with o ∈ intK, then

|K|n−1 ≥ n!

nn

k∏
i=1

|K ∩ e⊥i |, (6.20)

with equality if and only if K = conv{±λiei}ni=1 for λi > 0, i = 1, . . . , n.

We note that various Reverse and dual Loomis-Whitney type inequalities are proved by Campi,
Gardner, Gronchi [49], Brazitikos et al [42, 43], Alonso-Gutiérrez et al [2, 3].

To consider a genarization of the Loomis-Whitney inequality and its dual form, we set [n] :=
{1, . . . , n}, and for a non-empty proper subset σ ⊆ [n], we define Eσ = lin{ei}i∈σ. For s ≥ 1, we
say that the not necessarily distinct proper non-empty subsets σ1, . . . , σk ⊆ [n] form an s-uniform cover
of [n] if each j ∈ [n] is contained in exactly s of σ1, . . . , σk.

The Bollobás-Thomason inequality [25] reads as follows.

Theorem 6.3.3 (Bollobás, Thomason). If K ⊆ Rn is compact and affinely spans Rn, and σ1, . . . , σk ⊆
[n] form an s-uniform cover of [n] for s ≥ 1, then

|K|s ≤
k∏
i=1

|PEσiK|. (6.21)

We note that additional the case when k = n, s = n − 1, and hence when we may assume that
σi = [n]\ei, is the Loomis-Whitney inequality Therem 6.3.1.

Liakopoulos [104] managed to prove a dual form of the Bollobás-Thomason inequality. For a finite
set σ, we write |σ| to denote its cardinality.

Theorem 6.3.4 (Liakopoulos). If K ⊆ Rn is compact convex with o ∈ intK, and σ1, . . . , σk ⊆ [n] form
an s-uniform cover of [n] for s ≥ 1, then

|K|s ≥
∏k
i=1 |σi|!
(n!)s

·
k∏
i=1

|K ∩ Eσi |. (6.22)

However, unlike for Loomis-Whitney inequality and its dual form, neither the equality cases of the
Bollobás-Thomason inequality nor of its dual are known. The characterization of the equality cases of
Theorem 6.3.3 and Theorem 6.3.4 is the main focus of this section.

Let s ≥ 1, and let σ1, . . . , σk ⊆ [n] be an s-uniform cover of [n]. We say that σ̃1, . . . , σ̃l ⊆ [n] form a
1-uniform cover of [n] induced by the s-uniform cover σ1, . . . , σk if {σ̃1, . . . , σ̃l} consists of all non-empty

distinct subsets of [n] of the form ∩ki=1σ
ε(i)
i where ε(i) ∈ {0, 1} and σ0

i = σi and σ1
i = [n]\σi. We observe

that σ̃1, . . . , σ̃l ⊆ [n] actually form a 1-uniform cover of [n]; namely, σ̃1, . . . , σ̃l is a partition of [n].

Theorem 6.3.5. Let K ⊆ Rn be compact and affinely span Rn, and let σ1, . . . , σk ⊆ [n] form an s-
uniform cover of [n] for s ≥ 1. Then equality holds in (6.21) if and only if K = ⊕li=1PEσ̃iK where
σ̃1, . . . , σ̃l is the 1-uniform cover of [n] induced by σ1, . . . , σk.

C
E

U
eT

D
C

ol
le

ct
io

n



87

Concerning the dual Bollobás-Thomason inequality Theorem 6.3.4, we have a similar result.

Theorem 6.3.6. Let K ⊆ Rn be compact convex with o ∈ intK, and let σ1, . . . , σk ⊆ [n] form an
s-uniform cover of [n] for s ≥ 1. Then equality holds in (6.22) if and only if K = conv{K ∩ Fσ̃i}li=1

where σ̃1, . . . , σ̃l is the 1-uniform cover of [n] induced by σ1, . . . , σk.

According to Liakopoulos [104] (see also Section 6.3), a simply way to prove Theorem 6.3.3 and
Theorem 6.3.4 is via the Geometric Brascamp-Lieb inequality Theorem 2.2.6 and its Reverse form The-
orem 2.2.3. In particular, we prove the equality case Theorem 6.3.5 of the Bollobás-Thomason inequal-
ity via the characterization of the equality case Theorem 2.2.7 due to by Valdimarsson [152] of the
Brascamp-Lieb inequality. In addition, we prove Theorem 2.2.8 characterizing the equality case of the
Reverse Brascamp-Lieb inequality in a special case that yields the understanding of equality in the dual
Bollobás-Thomason inequality.

We will denote with σ0
i = σi and σ1

i = [n] \ σi. When we write σ̃1, . . . , σ̃l for the induced cover from
σ1, . . . , σk, we assume that the sets are distinct.

Lemma 6.3.7. For s ≥ 1, let σ1, . . . , σk ⊆ [n] form an s-uniform cover of [n], and let σ̃1, . . . , σ̃l be the
1-uniform cover of [n] induced by σ1, . . . , σk. Then

(i) for any fixed orthonormal basis e1, . . . , en, the subspaces Eσi := {ej : i ∈ σi} satisfy

k∑
i=1

1

s
PEσi = In (6.23)

i.e. form a geometric Brascamp Lieb data.

(ii) the elements σ̃i have the following form: there is r ∈ [n] so that,

σ̃i :=
⋂
r∈σi

σ0
i ∩

⋂
r/∈σi

σ1
i (6.24)

(iii) the subspaces Fσ̃i := lin{ej : j ∈ σ̃i} are the independent subspaces of the data (6.23) and Fdep =
{o}.

Proof. (i) Since σ1, . . . , σk form a s-uniform cover, every ei ∈ Rn is contained in exactly s of Eσ1 , . . . , Eσk .
So (i) follows.

(ii) Let σ1, . . . , σk be just subsets of [n]. We take a I ⊆ [k] of cardinality s, and we consider the set

AI :=
⋂
i∈I

σ0
i ∩

⋂
i/∈I

σ1
i .

If, after a replacement of 0 by 1 (1 by 0) in the left (right) big intersection we have that the new
AI is not empty, then there is τ ∈ [n] so that τ is contained in exactly s−1 (s+ 1) from σ1, . . . , σk.
Now with the additional property that σ1, . . . , σk ⊆ [n] form an s-uniform cover of [n], we have
that any σ̃i has the form of AI , and also for some r ∈ [n]

I ⊆ {i ∈ [k] : r ∈ σi}

Since both cardinalities of the above sets is s we conclude to (6.24).

(iii) If we prove the independence of the subspaces, then immediate we have that Fdep = {o} since
for each r ∈ [n] we have that r ∈ AIr where Ir = {i ∈ [k] : r ∈ σi}, namely one of the sub-
spaces Fσ̃1

, . . . , Fσ̃l contains er and so they span Rn. Now the independance follows from the easy
observation,

∩kj=1(lin{ei : i ∈ σj})ε(j) = lin{ei : i ∈ ∩kj=1σ
ε(j)
j }
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where, when ε takes the value 1, the left ε is the orthogonal complement in Rn and the right ε is
the complement in [n].

Let us introduce the notation that we use when handling both the Bollobás-Thomason inequality and
its dual. Let σ1, . . . , σk be the s cover of [n] occuring in Theorem 6.3.5 and Theorem 6.3.6, and hence
Ei = Eσi , i = 1, . . . , k, satisfies

k∑
i=1

1

s
· PEσi = In. (6.25)

Let σ̃1, . . . , σ̃l be the 1-uniform cover of [n] induced by σ1, . . . , σk. It follows that

Fj = Eσ̃j for j = 1, . . . , l are the independent subspaces, (6.26)

Fdep = {o}. (6.27)

For any i ∈ {1, . . . , k}, we set
Ii = {j ∈ {1, . . . , l} : Fj ⊆ Ei},

and for any j ∈ {1, . . . , l}, we set

Jj = {i ∈ {1, . . . , k} : Fj ⊆ Ei}.

For the reader’s convenience, we restate Theorem 6.3.3 and Theorem 6.3.5 as Theorem 6.3.8, and
Theorem 6.3.4 and Theorem 6.3.6 as Theorem 6.3.9.

Theorem 6.3.8. If K ⊆ Rn is compact and affinely spans Rn, and σ1, . . . , σk ⊆ [n] form an s-uniform
cover of [n] for s ≥ 1, then

|K|s ≤
k∏
i=1

|PEσiK|. (6.28)

Equality holds if and only if K = ⊕li=1PFσ̃iK where σ̃1, . . . , σ̃l is the 1-uniform cover of [n] induced by
σ1, . . . , σk and Fσ̃i is the linear hull of the ei’s with indeces from σ̃i.

Proof. We denote with Ei := Eσi , where from Lemma 6.3.7 (??) these subspaces compose a geometric
data. We start with a proof of Bollobás-Thomason inequality. It follows directly from the Brascamp-Lieb
inequality as

|K| =
∫
Rn

1K(x) dx ≤
∫
Rn

k∏
i=1

1PEi (K)(PEi(x))
1
s dx

≤
k∏
i=1

(∫
Ei

1PEi (K)

) 1
s

=

k∏
i=1

|PEi(K)| 1s (6.29)

where the first inequality is from the monotonicity of the integral while the second is Brasmap-Lieb
inequality Theorem 2.2.6. Now, if equality holds in (6.29), then on the one hand,

1K(x) =

k∏
i=1

1PEi (K)(PEi(x))

and on the other hand, if F1, . . . , Fl are the independent subspaces of the data, which from Lemma 6.3.7
(??) they span Rn, namely Fdep = {0}, by Theorem 2.2.7 there are integrable functions hj : Fj → R,
such that, for Lebesgue a.a. xi ∈ Ei

1PEiK(xi) = θi
∏
j∈Ii

hj(PFj (xi))
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Therefore from the previous two, we have for x ∈ Rn

1K(x) =

k∏
i=1

θi
∏
j∈Ii

hj(PFj (PEi(x)))

Now, since for j ∈ Ii we have Fj ⊆ Ei we can delete the PEi on the above product. Thus, for θ =
∏k
i=1 θi,

we have for Lebesgue a.a. x ∈ Rn

1K(x) = θ

k∏
i=1

∏
j∈Ii

hj(PFj (x)) = θ

l∏
j=1

hj(PFj (x))|Jj |. (6.30)

Now, for x ∈ K the last product on above is constant, so

θ =
1∏l

i=1 hj(PFj (x0))|Jj |
(6.31)

for some xo ∈ K. For j = 1, . . . , l we set ϕj : Fj → Rn, by

ϕj(x) =
hj(x+ PFj (x0))|Jj |

hj(PFj (x0))|Jj |
.

We see that ϕj(o) = 1 and also (6.30) and (6.31) yields

1K−x0
(x) =

l∏
j=1

ϕj(PFj (x)) (6.32)

For m ∈ {1, . . . , l}, taking x ∈ Fm in (6.32) (and hence ϕj(PFj (x)) = 1 for j 6= m) shows that

1K−x0
(y) = ϕm(y),

for Lebesgue a.a. y ∈ Fm. Therefore (6.32) and the ortgonality of the Fj ’s,

K − x0 =

l⋂
j=1

P−1
Fj

(PFj (K − xo)) =

l⊕
j=1

PFj (K − xo),

completing the proof of Theorem 6.3.8.

To prove Theorem 6.3.9, we use two small observations. First if M is any convex body with o ∈ intM ,
then ∫

Rn
e−‖x‖M dx =

∫ ∞
0

e−rnrn−1|M | dr = n!|M |. (6.33)

Secondly, if Fj are pairwise orthogonal subspaces and M = conv {M1, . . . ,Ml} where Mj ⊆ Fj is a
dimFj-dimensional compact convex set with o ∈ relintMj , then for any x ∈ Rn

‖x‖M =

l∑
i=1

‖PFjx‖Mj
. (6.34)

In addition, we often use the fact, for a subspace F of Rn and x ∈ F , then ‖x‖K = ‖x‖K∩F .

Theorem 6.3.9. If K ⊆ Rn is compact convex with o ∈ intK, and σ1, . . . , σk ⊆ [n] form an s-uniform
cover of [n] for s ≥ 1, then

|K|s ≥
∏k
i=1 |σi|!
(n!)s

·
k∏
i=1

|K ∩ Eσi |. (6.35)

Equality holds if and only if K = conv{Eσ̃i ∩K}li=1 where σ̃1, . . . , σ̃l is the 1-uniform cover of [n] induced
by σ1, . . . , σk.
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Proof. We define

f(x) = e−‖x‖K , (6.36)

which is a log-concave function with f(o) = 1, and satisfying (cf (6.33))∫
Rn
f(y)n dy =

∫
Rn

e−n‖y‖K dy =

∫
Rn

e
−‖y‖ 1

n
K = n!

∣∣∣∣ 1nK
∣∣∣∣ =

n!

nn
· |K|. (6.37)

We claim that

nn
∫
Rn
f(y)n dy ≥

k∏
i=1

(∫
Ei

f(xi) dxi

)1/s

. (6.38)

Equating the traces of the two sides of (6.23), we deduce that, di := |σi| = dimEi

k∑
i=1

di
sn

= 1. (6.39)

For z =
∑k
i=1

1
sxi with xi ∈ Ei, the log-concavity of f and its definition (6.36), imply

f(z/n) ≥
k∏
i=1

f(xi/di)
di
ns =

k∏
i=1

f(xi)
1
ns . (6.40)

Now, the monotonicity of the integral, and Reverse Brascamp Lieb inequality, give∫
Rn
f(z/n)n dz ≥

∫ ∗
Rn

sup
z=

∑k
i=1

1
sxi, xi∈Ei

k∏
i=1

f(xi)
1/s dz ≥

k∏
i=1

(∫
Ei

f(xi) dxi

)1/s

. (6.41)

Making the change of variable y = z/n we conclude to (6.38). Computing the right hand side of (6.38),
we have ∫

Ei

f(xi) dxi =

∫
Ei

e−‖xi‖K dxi =

∫
Ei

e−‖xi‖K∩Ei dxi = di!|K ∩ Ei|. (6.42)

Therefore, (6.37), (6.38) and (6.42) yield (6.35).
Let us assume that equality holds in (6.35), and hence we have two equalities in (6.41). We set

M = conv{K ∩ Fj}1≤j≤l.

Clearly, K ⊇ M . For the other inclusion, we start with z ∈ intK, namely ‖z‖K < 1. Equality in the
first inequality in (6.41) means,

(
e−‖z/n‖K

)n
= sup
z=

∑k
i=1

1
sxi, xi∈Ei

k∏
i=1

e−‖xi‖K1/s,

or in other words,

‖z‖K =
1

s
· inf
z=

∑k
i=1

1
sxi, xi∈Ei

k∑
i=1

‖xi‖K = inf
z=

∑k
i=1 yi, yi∈Ei

k∑
i=1

‖yi‖K . (6.43)

We deduce that there exist yi ∈ Ei, i = 1, . . . , k such that

z =

k∑
i=1

yi and

k∑
i=1

‖yi‖K < 1, (6.44)
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Therefore, from (6.44), then (6.34) and after the triangle inequality for ‖ · ‖K∩Fj , we have

‖z‖M =

∥∥∥∥∥∥
k∑
i=1

∑
j∈Ii

PFjyi

∥∥∥∥∥∥
M

=

k∑
i=1

∥∥∥∥∥∑
i∈Ii

PFjyi

∥∥∥∥∥
K∩Fj

≤
k∑
i=1

∑
i∈Ii

∥∥PFjyi∥∥K∩Fj . (6.45)

It suffices to show that

K ∩ Ei = conv{K ∩ Fj}j∈Ii (6.46)

because then, from (6.45), applying (6.34) and (6.44), we have

‖z‖M ≤
l∑

j=1

∑
i∈Jj

∥∥PFjyi∥∥K∩Fj =

k∑
i=1

‖yi‖K∩Ei < 1,

which means z ∈M . Now, to show (6.46), we start with the equality case of the Reverse Brascamp-Lieb
inequality which has been applied in (6.41). From Theorem 2.2.8, there exist θi > 0 and wi ∈ Ei and
log-concave hj : Fj → [0,∞), namely hj = e−ϕj for a convex functon ϕj , such that

e−‖xi‖K∩Ei = θi
∏
j∈Ii

hj(PFj (xi − wi)). (6.47)

for Lebesgue a.a. xi ∈ Ei. For i ∈ [k] and j ∈ Ii we set, ψij : Fj → R by

ψij(x) = ϕj
(
x− PFjwi

)
− ϕj

(
−PFjwi

)
+

ln θi
|Ii|

.

We see

ψij(o) = 0 and ψij is convex on Fj . (6.48)

and also (6.47) yields, for x ∈ Ei

e−‖x‖K∩Ei = exp

−∑
j∈Ii

ψij(PFjx)

 . (6.49)

For x ∈ Fj , we apply λx to (6.49) with λ > 0, and we have from ψim(o) = 0 for m ∈ Ii\{j} that

ψij(λx) = λψij(x) and ψij(x) > 0. (6.50)

We deduce from (6.48) and (6.50) that ψij is a norm. Therefore, ψij(x) = ‖x‖Cij for some (dimFj)-
dimensional compact convex set Cij ⊆ Fj with o ∈ relintCij . Now (6.49) becomes,

‖x‖K∩Ei =
∑
j∈Ii

‖PFjx‖Cij

and hence by (6.34) we conclude to

K ∩ Ei = conv {Cij}j∈Ii .

In particular, if i ∈ [k] and j ∈ Ii, then Cij = (K ∩Ei)∩Fj = K ∩Fj , and hence we have (6.46) and the
proof is finished.
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(in Russian). Mat. Sbornik N. S. 3 (1938), 27-46

[2] D. Alonso-Gutiérrez, J. Bernués, S. Brazitikos, A. Carbery: On affine invariant and local Loomis-
Whitney type inequalities. arXiv:2002.05794

[3] D. Alonso-Gutiérrez, S. Brazitikos: Reverse Loomis-Whitney inequalities via isotropicity.
arXiv:2001.11876

[4] S. Artstein-Avidan, A. Giannopoulos and V. D. Milman, Asymptotic Geometric Analysis, Part I,
Amer. Math. Soc., Mathematical Surveys and Monographs 202 (2015).

[5] S. Artstein-Avidan, A. Giannopoulos and V. D. Milman, Asymptotic Geometric Analysis, Part II,
Amer. Math. Soc., Mathematical Surveys and Monographs 261 (2021).

[6] S. Artstein-Avidan, B. Klartag, V. D. Milman, The Santaló point of a function and a functional
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[134] A. Prékopa: Logarithmic concave measures with application to stochastic programming, Acta Sci.
Math. (Szeged) 32 (1971), 301-316.
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