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Public versus private mechanisms for global data protection enforcement: 

A comparative analysis 

 
Introduction 

Privacy is a contested concept. It can be described as a right that relates to individuals and their 

potential ability to determine what particular aspects of themselves to not communicate to 

others. Privacy has been linked to the concepts of personhood and over decades, the privacy 

concept has been much discussed, in multiple contexts (Holvast,2009). 

The original exploration of privacy as a legal right was made by Warren and Brandeis (1890) 

who defined privacy as a protection of an individual and the right “to be let alone.” (Cooley, 

1888) In the contemporary digital world of Big Data, this right “to be let alone” is more difficult 

to conceptualize, but in general it reflects the right to privacy surrounding digital information 

that pertains to personal attributes of individuals (Rominsky and Nonisky,2020). 

“Moreover, recent developments in social contract theory maintain that a proper understanding 

of privacy requires an acknowledgement of dialogues around not only rights but also norms”. 

(Martin, 2016). Norms here refer to important contextual factors, outside legal environments, 

and broader political and social discourses (Martin K., 2016). It is norms, in concert with rights, 

that form the basis of both explicit and implicit social contracts which govern the practice and 

obligation of sharing information (Martin K. 2016). 

However, regardless of the contextual nature, as the relationship between privacy and the use 

of data has grown stronger, so has the awareness that this form of privacy should be protected. 

Hence the right to data protection, as a subset of the privacy right, has recently been a constant 

element of various jurisdictions, which (jurisdictions) intend to impede actions that endanger 

the individuals’ personal data safeguard (Gstrein and Beauieu,2022). 

In fact, with the new legal and ethical risks that the production and consumption of Big Data 

generates, (Rouvroy, 2016)high-profile incidents involving Big Data, such as Cambridge 

Analytica, where large data sets were used to identify and target voters during both the US 

presidential election and the UK's Brexit decision (Scott,,2018,) and other broad challenges 

posed by the ever-expanding era of giant corporations' personal data footprints, personal data 

protection is truly of great importance to public regulatory regimes. 

Against this backdrop, many scholars have formulated various statutes and public regulations 

that a number of countries around the world have enacted to ensure some degree of data 

protection to their populace. By contrast, few have explored the private mechanisms for data 

protection enforcement adopted by multinational tech companies themselves, which are often 

seen as lacking in rigor and normative force. Therefore, this thesis seeks to fill this gap by 

comparing public and private data protection mechanisms and evaluating their impact on the 

future of data protection governance. 

From the perspective of the public regulatory enforcement, the design of data protection 

framework is heavily influenced by the jurisdictions’ approach to privacy, first and foremost. 

For instance, the European Union has historically included the right to privacy among 

fundamental human rights, beginning with the European Union Charter of 2009, which defines 
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privacy and data protection as fundamental freedoms. In this regard, the EU's regulatory 

response to Big Data has been gradually strengthened, with the European Commission's 

General Data Protection Regulation (GDPR) emerging to address rising concerns about Big 

Data collection. This new 'gold standard'(European Commission, 2018) of data protection 

regulation imposes costly modifications to the activities of all organizations working with data 

pertaining to European residents, as well as the possibility of severe fines and penalties for 

noncompliance. 

In this regard, the GDPR has been also acclaimed in the popular press in the United States, 

(Howell, 2018) some have urged the U.S. entities to voluntarily embrace its provisions 

(Satariano, 2018), or others even called on imposing some of the GDPR’s restrictions (Markey, 

2018). Nevertheless, many American policymakers have observed that the GDPR is not suited 

for the U.S., among other factors, mostly due to the fact that regulatory approaches to privacy 

are driven by cultural norms and differ significantly among countries.(Hofstede, 2018) 

In this context, the cultural differences and exigencies highlight the disparities in approaches 

to data protection and privacy between the United States and the EU (Jeremy Hainsworth, 

1994). For instance, Hofstede's study on the cultural aspects of citizens in the United States and 

Germany and their implications for data protection policy highlights that Americans place a 

high value on individualism, engaging with strangers, and seeking knowledge from others, but 

Germans place a high value on uncertainty avoidance and may be more careful with 

information sharing (Hofstede,2018).Considering that the GDPR's primary architects are 

German and Austrian may indicate a cultural intention to either reduce or prevent the 

uncertainty in the data-driven economy, whereas the Americans may argue that the advantages 

of sharing information exceed the concerns of future inaccurate information. (Layton & 

Mclendon,2019 ). 

Despite the lack of a comprehensive federal data protection law in the United States, privacy 

and data protection have long been included in common law torts, criminal laws, evidentiary 

privileges, federal statutes, and state laws (Daniel J.Solove, 2006). Additionally, the U.S. is 

renowned for the longstanding judicial scrutiny and case law, in contrast to the EU whose data 

protection regulations are relatively new. 

Moreover, considering that the American concept of privacy is based in large part on freedom 

from government interference and as a counterweight to the expansion of the administrative 

state. (Daniel J.Solove, 2006), the thesis established that while the European mindset indeed 

reflect the privacy and data protection’s foundational value in ensuring human dignity, and 

self-determination, the U.S. does not approach the right to privacy as a fundamental human 

right, but rather considers it as a commercial asset, that of a business-oriented approach. 

Thereby, this business-oriented approach reflects the core motivation of the U.S. multinational 

technological corporations’ private mechanism on setting new privacy policies. 

“From the perspective of the private enforcement of data protection, the data-driven economy 

has given rise to ‘data-opolies’— i.e. the situation where companies that dominate a critical 

platform, which like a coral reef attracts users, merchants, advertising, software developers, 

app developers, and accessory makers to its ecosystem” (Stucke, 2016). For instance, Amazon 

has the largest online merchant platform; Apple and Google each dominate a prominent mobile 

phone operating system (as well as essential apps on that platform); and Facebook controls the 
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leading social networking platform (Stucke, 2016) The velocity, volume, variety, and the value 

of the personal data obtained and exploited by these corporations enables them to gain 

substantial market influence . 

Due to the market influence that companies gain through data processing, this thesis views Big 

Data as an ‘industry’ or social, political, and economic system, rather than simply a set of 

technological practices (Martin 2015). 

Therefore, the significant market power of the leading corporations, combined with the US 

business-oriented privacy mindset, where much privacy regulation is partially based on a self- 

regulatory approach, might go two ways. First, this can either lead in the Internet being a 

deregulated territory, where tech and social media businesses have long practiced an anything- 

goes philosophy, or in understanding the influence of their behavior on the entire society, 

making their responsibility to protect consumers' right to data protection a priority and thus 

embracing it beyond the law's requirements. 

Regarding this, taking a step back to examine Facebook's history of privacy issues provides an 

important perspective on how deregulatory online platforms might be and to what serious 

extent they can attain. For instance, the 2018 Facebook-Cambridge Analytica data privacy 

scandal, in which Cambridge Analytica illegally collected data from tens of millions of 

Facebook users and exploited it to generate voter profiles (Scott, 2018,), is just one of the 

enormous blows to people's faith and confidence in the social networking sites and digital 

platforms in general. 

On the other hand, the Apple 2021 software update( Apple, iOS 14 update), has raised the 

ethical bar for maintaining and supporting personal data privacy to a higher standard that goes 

beyond the GDPR’s requirements. 

In particular, the App Tracking Transparency pop-up, that asks iPhone and iPad users if they 

want the app to "monitor their behavior across other firms' apps and websites" (Apple, 2021), 

has left multiple repercussions. First, other tech actors must decide whether to follow the 

current Apple's 'privacy trend' or continue to be part of Big Tech's snooping and data collecting. 

Second, the iOS 14.5 Update has significantly impacted the various media channels, social 

media platforms, and other Google-related ad campaigns in terms of reducing their retargeting 

audience, which, simply put, means billions of dollars lost. 

The two illustrations drawn above, the personal data exploitation case involving millions of 

individuals and the current Apple’s mammoth push for a two-tier privacy system, provide an 

important understanding of how profound the market power impact of the major tech world is 

demonstrated to be in the global data policy enforcement. 

Finally, this thesis aims at comparing the features and models of public regulatory regime on 

data protection with self-regulatory regime. In conducting such a review, I will discuss the 

merits and drawbacks of such regulatory regimes. In particular, the thesis’ comparative lens 

will center around the rights of data subjects concerning data protection. 

The following is the order in which this thesis will be structured. 

The first chapter deals with introducing the major data protection regime in the European 

Union, namely GDPR, and discusses whether it is truly a global leader in data protection, (e.g. 

the regulation of personal information), influencing legislative and corporate policy the world 
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over (Bradford, 2020). The first chapter evaluates the structure and design of GDPR and 

discusses its strengths and weaknesses from the perspective of welfare of data subjects and the 

global governance of data protection. 

In the second chapter, the thesis will introduce the private data protection mechanism through 

the lens of multinational company privacy notices and private awareness tools designed to 

empower its users through stronger privacy standard practices. This chapter reviews the 

strengths and weaknesses of private mechanisms. 

These two chapters will provide a background to launch into a discussion of how these regimes 

compare in terms of rights enforcement. Based on such a comparative analysis, the thesis 

concludes that none of these mechanisms is comprehensive, and that both mechanisms must 

be viewed as complementary when devising data protection strategies. 

Research questions: 

The thesis is driven by two central research questions. 

The first being: What impact do multinational technology corporations' private mechanisms 

for setting new privacy standards have on global data policy enforcement? 

The second question being: how do those private mechanisms compare to public regulatory 

mechanisms, such as the General Data Protection Regulation? 

Methodology 

On the whole, this thesis will compare the existing and prospective mechanisms for data 

privacy enforcement privately adopted by big tech corporations’ against the public data 

protection regulations adopted in a number of countries, most notably the EU. 

First, defining the distinction between GDPR and self-regulatory approaches to privacy and 

personal data protection is contingent upon the cultural norms. Such an understanding is 

essential for the continuation of the thesis analysis, as it allows us all to continue uncovering 

the background and rationale of the current and upcoming private mechanisms as well as the 

public regulatory framework. 

Secondly, this thesis' core conclusion is evaluated with respect to the comparison between large 

data corporations' private mechanisms and data protection public regulatory framework. In 

particular, concerning the private mechanism, this review will include a comparison that 

examines big corporations' privacy policies, their potential capacity to address the latest privacy 

concerns, and private enforcement remedies. 

Likewise, as far as the evaluation of data protection public regulatory regime is concerned, the 

chapter will include an examination of public regulations enforcement instruments and 

supervisory authorities. 

Thirdly, developing such a framework leads the discussion towards an evaluation of the 

strengths and weaknesses of such regimes. 

To this end, the comparative methodological approach is best suited to this thesis. It is due to 

the fact that adopting a comparative angle helps to contrast and bring forth the distinction 

features of data protection regimes. 

C
E

U
eT

D
C

ol
le

ct
io

n



The thesis research methodology, in particular, presents a comparative research methodology 

that analyzes the coexistence of public and private data protection regulatory regimes, the 

differences in their instruments and outcomes, and then brings them together to evaluate the 

merits and drawbacks of the overall data protection governance. 

This research will mainly be based upon the examination and scrutiny of the following legal 

resources: Firstly, the thesis utilizes primary sources, including legislative instruments such as 

the text of GDPR. Secondly, the thesis narrative will be informed by secondary sources such 

as EU Guidelines of Working Parties, and academic commentary of GDPR and private 

mechanisms. The academic commentary consists of scholarly articles on both data protection 

regimes, as well as handbooks and textbooks on the interpretation and application of GDPR. 

Significance of the thesis 

In the contemporary times, where digital technologies have greatly magnified our life 

possibilities, they have also created a host of challenges, which pertain to our human rights. In 

particular, where digital technology has facilitated and eased the transfer of data, such data 

generation has also given rise to modern day problems such as data protection breaches, and 

infringement of rights to privacy. In the wake of such technological interfaces becoming 

widespread, and the ensuing challenges that arise, the legal mechanisms have also evolved to 

come up to terms. However, the elusive question is whether such legal regulatory regimes have 

actually risen to the challenge. Some of the most pertinent and topic of such laws include 

privacy and data protection laws, with GDPR being one of the most promising and prominent 

of such legal developments. 

It is in this context that we can analyze that more often than not such privacy laws are a 

collection of highly authoritative legislation, and highest degree of constitutional norms, 

regulatory measures, and court decisions. Nonetheless, despite this well-developed and elegant 

pedigree, such laws have never stood as challenged as they are now —due to the highly 

digitizing world. Such laws arguably fail to provide and safeguard the data protection rights of 

the data subjects. For instance, in the context of GDPR, its legislative provisions have been 

criticized as bureaucratic, top-down, and lacking adequate participation by citizens (Bamberger 

and Mulligan, 2015). Similarly, the GDPR’s response to Big Data has sparked a heated 

discussion over its incompatibility with the data environment. Furthermore, while we are 

witnessing an exponential increase in the number of data protection breaches lately, the 

emergence of GDPR, at least seemingly, has not played a meaningful role in bringing them to 

an end. 

In the wake of such regulatory dilemmas and the fundamental ethical questions they pose for 

our social and personal rights, the thesis aims to revive the discussion by focusing on a 

reformative angle. Unlike most scholars who appear to be entirely focused on public regulatory 

framework when addressing big data concerns, this thesis intends to draw attention to the other 

side of the fence, which is enterprises' behavior toward personal data privacy and their 

indisputable impact in shaping the data protection and privacy laws’ global enforcement. Thus, 

rather than approaching the issue from the state perspective alone, the thesis aims to draw 

attention to the oft-neglected aspect of Corporate Social Responsibility. In more specific terms, 

the thesis contributes towards creating a discourse that builds upon the strengths of CSR as the 

way forward in framing a more secure, efficient and workable data protection regime. 
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Therefore, the thesis contributes meaningfully to a live debate by opening new theoretical 

pathways and conceptual vistas to reimagine the future of data protection. 
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Chapter I: Public data protection regime in the age of big data 

In this chapter, I will provide an overview of the GDPR data protection regime. I will discuss 

the rationale behind the GDPR and its structural design features. The chapter will assess the 

significance of the GDPR in the light of its own objectives. Such objectives include 

safeguarding of the personal data of the data subjects’, and its overall impact on the preventing 

digital abuses in the data-driven world. The chapter also sheds light upon the key strengths of 

GDPR, and evaluates its success in enhancing data protection. 

 

 
1.1 Background of the GDPR 

The work of the European Data Protection Board highlights the dangers posed by the rising 

power of dominant Big Data corporations in the digital era. It highlights the risk that large 

datasets and ‘sophisticated analytics tools’ can lead to a greater economic imbalance between 

data-processing companies and data-feeding consumers (Article 29 Working Party, 2018). 

Their work highlights how such data-opolies clearly decrease the options of data subjects to 

seek alternative service providers. In this background, GDPR is seen to operate as a ray of hope 

to combat the power of such big technology firms, and to hold them accountable when it comes 

to respecting the end-user’s privacy. Overall, the GDPR seeks to establish a consistent, all- 

encompassing approach to privacy breaches and mass surveillance for EU citizens. 

GDPR is notable for creating a new rights-based framework. It’s ambitious and at the same 

time, exhaustive in its scope. GDPR has been hailed as the holy grail of data protection at a 

global level. One among many of its uniqueness lies in creating a pan-continental system of 

enforcement and rights-network. The GDPR’s legal basis is mandated in the article 8 of Charter 

of Fundamental Rights as well as in the article 16 of TFEU (Lee and Docksey, 2020). 

GDPR is distinguished by its intention to reinforce and specify data subjects' rights and the 

obligations of those who handle and govern the processing of personal data, increase 

monitoring and reporting compliance powers with personal data protection laws, and provide 

sanctions for infringements in Member States(s). 

Due to its unique standing in regulatory design and approach to data protection, the European 

Commission has hailed GDPR as "the gold standard" (EDPS, 2018) in data protection 

regulation and as "the most important development in 20 years''. Enhancing rights, 

implementing new consent practices, and increasing resources and fines are cited by the 

commission as GDPR’s innovative factors that pave the way forward for a greater assumption 

of responsibility by the organizations regarding Big Data. Regardless of praise or criticism, the 

General Data Protection Regulation (GDPR) is the world's leading data protection regulation, 

affecting legislative and corporate policies worldwide. 

 

 
1.2 The guiding values of the GDPR 

In terms of its basic nature, structure and defining key values, essentially, the GDPR is a set of 

seven key principles, which govern how data about individuals can be handled. Such principles 

of the GDPR are: lawfulness, fairness and transparency; purpose limitation; data minimization; 
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accuracy; storage limitation; integrity and confidentiality (security); and accountability 

((Regulation (EU) 2016/679). 

It is argued that GDPR’s comprehensive grasp and its territorial reach makes it an important 

public regulatory model. It is also argued that GDPR is an important example of how the EU 

legal system is responding to the new and innovative digital technologies and is evolving to 

live up to the task of creating new rights and legal processes that accord with the rapidly 

increasing role of technology in our lives. 

To support its highly ambitious regulatory aims GDPR comprises numerous unique features. 

Some such features being the generation of new rights and obligations concerning the purpose 

of which the data is to be collected, the way the data is profile, the new entitlement to refuse to 

be subjected to automated decision-making, rights concerning portability, as well as the right 

to be forgotten (Lee and Docksey, 2020). Likewise, apart from creating such rights, GDPR 

levels up the enforcement regime and creates new powers for supervisory authorities to 

monitor, investigate and implement the GDPR-related protection mechanisms — in a way that 

ensures EU-wide consistency and harmonization of GDPR laws (Lee and Docksey, 2020). 

GDPR has also been a success at a different, more theoretical level. It has fundamentally 

transformed the people’s idea of privacy and has had a massive impact in creating a greater 

awareness of privacy-rights in the public consciousness of the EU peoples. Moreover, by 

creating this new discourse, GDPR has led to a collaboration of various stakeholders such as 

states and private organizations and have mobilized them towards a common goal (Lee and 

Docksey, 2020). Therefore, based on this new discourse creation, GDPR has been hailed by 

many as a truly landmark achievement, one that has had an unprecedented effect on the data 

protection regimes at a global level. GDPR could thus be seen as a new flag-bearer of global 

standards in data and privacy regulation. 

One key element of GDPR’s value system is that it places extreme importance on deterrence. 

This is reflected in its strict approach towards non-compliance. For instance, GDPR imposes a 

disproportionate amount of penalties. Such fines and deterrence mechanisms, it could be 

argued, creates a robust regime for upholding of privacy (Green and Daniels, 2020). 

Such a focus on deterrence is also reflected in the GDPR’s creation of new supervisory 

authorities. This is considered to be one of its significant strengths. It is believed by some that 

the GDPR’s creation of national agencies and empowering them in widest possible terms to 

enforce GDPR creates an unprecedented level of data protection regime. 

For instance, some of such extensive regulatory powers given to supervisory authorities 

include: investigative powers: to seek information from the controller, processor, and where 

relevant, the controller's or processor's representative, to conduct investigations in the form of 

data protection audits, to inform the controller or the processor of any alleged violation of this 

Regulation, to obtain from the controller and the processor all personal data and information 

needed for the fulfillment of its tasks; and to enter any premises of the controller or processor, 

together with the equipment and means used for data processing, in conformity with Union or 

Member State procedural law (Lee and Docksey, 2020). Not only that, the GDPR also entitles 

supervisory authorities with corrective powers. These include, but are not limited to, issuing 

warnings to a controller or processor that proposed processing activities are likely to violate 

Regulation requirements, reprimanding a controller or processor where processing operations 
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have been infringed on; ordering the controller or processor to comply with the data subject's 

requests to exercise his or her rights under the Regulation, to order the controller or processor, 

where appropriate, to bring processing activities into conformity with the terms of the 

regulation in a particular manner and within a set period, to order the cessation of data flows 

to a recipient in a third country or to an international organization, (Lee and Docksey, 2020). 

It is believed that such wide investigative and corrective powers will encourage such agencies 

to apply GDPR in the most aggressive possible manner, with the effect that the data protection 

regime would be secured at European level. 

Another key feature of the strict enforcement mechanism of GDPR is evidenced in its range of 

heavy fines upon non-complying organizations. An example of the high amount of penalties 

imposed by GDPR is that in cases of non-compliance with the GDPR provisions, up to 4% of 

the annual global revenue of the non-complying organization can be charged in fine, or 20 

million euros, whichever value may be higher. It can be argued that such large fines not only 

have a deterring effect due to the high monetary value, but also because they leave a symbolic 

mark on the infringing organizations’ reputation. Thus the GDPR, arguably also creates 

pressures upon the firms to comply by a culture of name and shame. A high fine imposed by 

the EU would undoubtedly be damaging to the organization’s reputation in both the public eye 

as well as in the corporate circles [Green & Daniels, 2020]. 

However, despite its successes, GDPR’s data protection leaves much to be desired. For 

instance, it has been noted that the newer technologies such as artificial intelligence, and 

machine learning etc. pose a continuing dilemma for the relevance of the GDPR and the ever- 

elusive issue of technologies evolving at a rapid pace in a way can be said to thwart even the 

most ambitious of GDPR’s strategies (Lee & Docksey, 2020). Here, one may note that the 

GDPR may arguably be unable to apply to such technologies, and that its enforcement 

mechanism may soon have to give way to newer technologies, and that its data protection rights 

may not fit neatly with the rapidly evolving technological interface. Since such digital 

technologies impact on our social lives and are a marker of our modern identities in many ways, 

they raise important legal, ethical, social and political questions concerning human rights in the 

21st century. 

These characteristics have exposed the GDPR to critiques from scholars and commentators. 

For instance, commenting on the GDPR data protection approach, Ari Waldman notes: “[T]he 

law’s veneer of protection is hiding the fact that it is built on a house of cards. Privacy law is 

failing to deliver its promised protections in part because the corporate practice of privacy 

reconceptualized adherence to privacy law as a compliance, rather than a substantive, task. 

Corporate privacy practices today are, to use Julie Cohen’s term, managerial.’’(Waldman, 

2021). 

1.3 GDPR’s success in enhancing data protection standards 

This section of the chapter delves into the protections and benefits that the GDPR regime has 

conferred upon the data subjects and consumers across the EU. However, instead of providing 

a bucket list of various advantages the GDPR confers upon consumers and businesses, this 

section discusses two key advantages that are most relevant to the issue of enforcement and 

implementation of rights. The chapter discusses the innovation of the GDPR to bring the right 

to data protection on a legal footing at a global level. And the creation of a level-playing field 

that makes the enforcement of data protection laws effective. 
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Firstly, the GDPR has a symbolic value in that it recognizes the right to privacy as a basic 

human right. This is important because the GDPR is the first major legislative piece at the 

global level that recognizes such rights at an international level. This is a remarkable 

achievement of the GDPR in that it also reflects the EU’s zeal and vigor in updating its legal 

systems to meet the contemporary challenges posed by digital technologies. Moreover, the very 

pan-European nature of the EU’s legislative instruments makes such rights as privacy and data 

protection widely available. This is a strength of the GDPR in that it breaks the traditional 

jurisdictional boundaries that may prevent the victims of data protection from achieving digital 

justice. Yet, the GDPR is widely considered a blueprint for data privacy, often referred to as 

the “gold standard” for international data protection (Buttarelli, 2016). Although the GDPR 

applies to the EU, its impact has been felt more internationally, and the potential of its 

regulatory model being adopted as a global standard has been extensively addressed 

(Greenleaf, 2018). 

The GDPR represents the first binding instrument which implements extraterritorial measures 

to the traditional data protection law. Prior to the GDPR, the EU market was seen as an elastic 

market (Bradford, 2020). Bradford notes that this means that if an organization was faced with 

stricter regulatory regimes in a particular jurisdiction in which it operated, it could easily 

relocate to a different jurisdiction in order to take advantage of its laxer regulatory regime 

(Bradford, 2020). In this sense, the place of operation of the organization or the place of its 

market was seen to be an ‘elastic target’. Thus, the firms would be able to switch jurisdictions, 

and that was seen as a major problem of enforcement. Such was the case because organizations 

could flee from the jurisdiction demanding stringent rights-friendly compliance (Hern,2018). 

Due to a lack of extraterritorial implementation of such laws, the firms could, arguably, with 

impunity, break the law of the stringent country and get away with it. Or at least, such firms 

could circumvent the rights-friendly regimes. This created a degree of polarization in that the 

influential organizations would move away from and concentrate in countries that were safe 

havens for organizations. However, the GDPR changed that picture. 

In the same vein, it has been argued that the GDPR creates a new regime of rights and 

responsibilities, which are comprehensive and ambitious in terms of their scope and 

thoroughness. For instance, GDPR allows data subjects to be notified about the information 

that is being collected on them, the purpose of such collection, and the way in which it will be 

utilized (Green & Daniels,2020). Moreover, the GDPR allows data subjects to obtain a copy 

of the data that is collected concerning them. Moreover, they have a legal right to request 

correction where the data that is being held on them is incorrect. Likewise, in certain situations, 

they have a right to be forgotten (Green & Daniels, 2020). Moreover, in certain specified 

situations, they can prevent their data being used for some purposes, for certain (data to be 

transferred to third parties for marketing purposes). Likewise, data subjects can refuse to be 

subjected to an automated decision-making process (Green & Daniels, 2020). Finally, the the 

GDPR also acknowledges the right of data subjects to seek compensation. Any person who has 

experienced material or non-material loss as a result of a violation of the Regulation has the 

right to seek compensation from the controller or processor. Such a wide set of rights, it could 

be argued, are extensive and expand the legal horizons in terms of their human-right 

friendliness. It could be said that such an extensive set of rights create a new culture of data 

protection enforcement that encourages and obligates organizations to pay more attention to 

privacy and other data protection values and norms. 
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Moreover, such human-rights friendliness of the GDPR also evidences itself in its institutional 

design, which is often referred to as Privacy by Design. “The term “Privacy by Design” means 

nothing more than “data protection through technology design.” Behind this is the thought that 

data protection in data processing procedures is best adhered to when it is already integrated in 

the technology when created” (GDPR 2016). 

This focus on privacy by design is also evident from a wide range of duties that the GDPR 

imposes upon businesses. For instance, the GDPR requires the creation of new supervisory 

authorities at both private level as well as the member-state level. At a private level, by 

requiring the organizations to have an infrastructure to hold, process, manage and safeguard 

data, the GDPR can be said to instill an ethos of data protection within the very essence of 

corporate thinking (Green & Daniels, 2020). For instance, the GDPR mandates how 

organizations shall prepare compliance reports in cases of breaches of privacy, and to report 

any breaches within 72 hours of such breach having taken place. Moreover, the GDPR 

maintains that in cases of Subject Access Requests, the data subject is unhappy with the way 

the organization has dealt with his/her request, the data subject has a right to get his request 

reviewed by the data controller who comes from the same organization (GDPR, 2016). This 

way, the GDPR, reconfigures the way the business models in digital sectors work, and 

incorporates in them a respect for privacy. 

1.4 GDPR: Brussels Effect and the global standardization of data protection norms 

The GDPR, as with some other EU law, has now moved towards what may be called as 

‘inelastic targets’(Brandford, 2020). This means that EU law will prevail regardless of whether 

the firm is operating or located outside of the EU, as long as there is some territorial nexus with 

the EU. The GDPR regulates ‘elastic targets’ in the sense that the regulation applies to any 

good or service involving the usage of personal data irrespective of whether the data controller 

is or is not established in the Union as long as the data themselves refer to a citizen of the EU. 

Similarly, non-EU citizens can appeal to the European authorities if the company processing 

their data is in the EU (European Union, 2016, pp. 32-33). Therefore, under the GDPR 

regulatory regime, companies no longer could relocate a business to circumvent certain rules 

without losing access to the international market. Bradford considers this as one of the most 

prime examples of Brussels Effects. 

As a case in point, it is helpful to consider here, the Facebook strategy. It appears that easing 

the burden of data processing under the GDPR, by moving part of the targets (those who are 

neither resident in the EU nor directly EU citizens) under a more lenient jurisdiction, is no 

longer an option. For instance, in 2018, Facebook announced that they would have moved more 

than 1.5 billion non-EU users under the responsibility of the American subsidiary, Facebook 

Inc. (in Menlo Park, California) (Hern, 2018). Despite the company’s claims that they will not 

change the privacy controls or service to the targeted users, it was highly debated that the 

measure would allow Facebook to significantly reduce its exposure to the higher fines 

prescribed by the EU law. 

As Bradford notes, Brussels Effect refers to how the EU is exporting its policies across the 

world, without using coercion or direct threats. The Brussels effect is seen as an example of 

the EU's extension of soft power (Bradford, 2012). 
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Thus, GDPR, as Bradford notes, can be seen as an example of the Brussels Effect. Firstly, 

GDPR has an extraterritorial application. Secondly, the GDPR capitalizes upon the EU’s 

authority and status as an economically advanced, human-rights friendly legal and political 

entity that arguably promotes rule of law, democracy, and good governance. As Bradford notes 

such factors help create a normative appeal for the EU and lends legitimacy and credibility to 

the EU’s legislation and policies. Applying this to the GDPR, it can be noted that its extensive 

set of rights protection framework for data subjects and end-users allows it to be seen as a 

model of rights that is fit for export to other jurisdictions. In this way, the GDPR serves as an 

important tool for diffusion of EU’s policies. 

Due to the Brussels Effect, it could be noted that gradually there is a trend towards regulatory 

convergence and harmonization. This means that as more and more countries begin to emulate 

the EU’s GDPR models, the countries’ national models for data protection will begin to 

converge to similar, if not the same regulatory standards. This convergence at a global level 

matches the level of harmonization at an EU level. It is because the GDPR takes effect in all 

EU member states, and thus, any procedural and substantive differences in the data protection 

rights would have to give way to a relatively more uniform set of application and enforcement 

of data rights across all 27 EU member states. Such harmonization and convergence paves 

way for the constitution of a common legal scheme of protection. 

Essentially, the GDPR intends to protect citizens against the misuse of their personal data. In 

particular, to ensure that they reach their purpose, the public privacy regimes design their 

framework on the basis of an evenly regulated market, where all organizations, businesses and 

firms are put in front of a single set of rules evenly enforced and that works consistently 

throughout the entire single EU market. As mentioned previously, the EU-wide application of 

GDPR has an effect of creating a level playing field for both the businesses and organizations 

on one hand, and end-users and data subjects on the other. This means that national or 

jurisdictional differences would not expose certain end-users to more deficient or less favorable 

rights. Likewise, from the perspective of businesses, such a level-playing field ensures that no 

business would be subject to a stricter regime of rights protection. 

Such a principle of an even playing field enables a consistent application of laws, and this 

facilitates companies to operate under a uniform standards of norms, where all actors are given 

the same requirements and tools to comply with the laws. This will minimize the risk of giant 

tech companies abusing their market strength. 

In conclusion, the creation of such a level playing field is one of the key strengths of the 

GDPR’s privacy regimes since it makes the legislation enforcement effective, and as discussed 

previously makes it difficult for organizations to avoid their data protection obligations by 

simply relocating to a different jurisdiction. 

 

 
1.5 The GDPR’s limitations concerning enforcement and implementation barriers 

In this section, I am going to discuss why and how the GDPR has been an underachiever, and 

have had less impact than it was arguably meant to achieve. In particular, I will talk about how 

the less than optimal impact of the GDPR can be traced to the difficulties it has faced due to 

issues of compliance, as well as due to the issues in enforcement. 
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As (Chander, Abraham, Chandy, Fang, Park, Yu, 2021), note, as is the case with other legal 

instruments, the legal framework on data privacy laws suffers from enforcement issues. The 

authors term it as an ‘enforcement gap’. This term refers to an incongruence between the aims 

of the law, and the pragmatic application and enforcement of such laws in achieving their stated 

aims (Chander, Abraham, Chandy, Fang, Park, Yu, 2021). In short, the enforcement gap 

explains why laws, even after being enacted, failed to achieve the desired outcome. The 

enforcement gap can be attributed to the costs of complying with the GDPR for firms, as well 

as the enforcement costs and difficulties that the EU member states are faced with while giving 

effect to the GDPR (Chander, Abraham, Chandy, Fang, Park, Yu, 2021). 

Although the GDPR has undoubtedly led to many improvements in data protection, it could be 

said that the real bite of the GDPR is missing. I will now discuss some of the reasons why such 

is the case. 

Chander at el (2021) notes that the GDPR sets an extensive subject-specific framework of the 

amount of data that needs to be collected. It is certainly not an overstatement to suggest that 

the GDPR requires a complicated enforcement mechanism. The GDPR mandates that there 

must be a legal basis for processing of personal data. For instance, such a legal basis can come 

from consent of the data subject, or from a legal duty (Abraham, Chander, Fang, Park, Yu, 

2021). 

As the classic work of Zarsky (2016) in this field notes that the GDPR suffers from 4 major 

limitations concerning its enforcement and implementation (Zarsky, 2016). Such four major 

impediments means that GDPR stifles technological innovation and commercial enterprise. 

Firstly, the purpose for which data may be collected marks an important limitation in achieving 

GDPR’s purposes. For instance, as discussed above, the narrowly defined legal purpose for 

collecting data, while enhancing data subjects’ privacy, may, on the other hand, may also have 

a chilling effect on competition (Zarsky, 2016). In other words, the narrowly defined purpose 

for which data is collected may nonetheless discourage start-ups and other firms from gathering 

consumer information, and this may prevent them from entering new markets (Cennamo & 

Sokol, 2021). As an enforcement priority for the EU authorities, thus the GDPR fails to make 

much difference since large businesses, who already have access to a wider consumer base can 

amass a lot of big data, may actually be able use it strategically to redefine the terms of the 

market (without, however, committing a data abuse under GDPR) [Zarsky, 2016]. However, 

the small firms, whose potential for data privacy may not be high may actually be prevented 

from expanding their activities in digital platforms (Zarsky, 2016). In this way, ‘purpose 

limitation’ under GDPR can counterintuitively lead to potential data abuse by larger firms by 

focusing mostly on smaller firms (Zarsky, 2016). 

Another problem with the GDPR’s enforcement gap is due to data minimization. This term 

refers to the legal obligation upon the businesses to gather minimum possible data. While 

‘purpose limitation’ restricts the purposes for which data may be gathered, the data 

minimization principle restricts the magnitude of data that may be collected. In GDPR, article 

5(1)(c), states that the data to be collected should be ““limited to what is necessary” [GDPR 

article 5(1)(c)]. However, Zarsky notes, data minimization goes against the grain of ‘Big Data 

Analyses’ which mandates firms to collect as much data as possible to generate value and create 

more business activity (Zarsky, 2016). Such principle mitigates against collecting little data, 

retaining it for as short a time as possible and destroying it immediately afterwards (as required 
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under GDPR). Thus, Zarsky notes data minimization principle is an enforcement problem, 

since GDPR is being over-enforced (Zarsky, 2016). Arguably, such an over-enforcement casts 

doubts on the efficacy of GDPR’s overall aims, and its relation with the freedom to conduct 

business (Zarsky, 2016). 

Third problem with the GDPR’s enforcement mechanism is its use of special categories. 

Special categories refer to a certain highly protected class of data, that is sensitive in nature, 

and requires an extra level of care in dealing (Zarsky, 2016).For instance, data such as the 

subjects’ race, ethnic origin and sexual orientation, etc fall in this category. The creation of a 

separate category of data, that is special as opposed to other generic data categories, creates a 

problem (Zarsky, 2016). The concern here is that the special category of data mushrooms, as 

more and more data starts to be seen as personal, and highly sensitive (Zarsky,2016). For 

instance, the category of data pertaining to health and medical history may include data about 

the subject’s purchases of certain recreational drugs, or certain medical products. Moreover, 

more and more of their purchases and transaction history via online shopping could for instance 

be seen as forming a part of data concerning ‘health’. The problem of this mushrooming of 

categories is that soon the boundary between generic data and special category blurs in terms 

of implementing data protection since any meaningful divide between the two would be 

rendered superfluous (Zarsky, 2016). This, as Zarsky notes creates extra regulatory costs and 

burdens for the data handlers and on the whole, disincentivizes businesses. This creates 

problems of over-enforcement of the GDPR (Zarsky, 2016). Moreover, as Zarsky notes, this 

special category of data that requires special legal regime goes against the very logic of fluidity 

and swifitness (Zarsky, 2016). Moreover, as more and more data is being included in the special 

category, the distinction between generic and special category will blur to the point that all data 

will be treated alike at the lower threshold of generic data. 

Similarly, the 4th major problem Zarsky notes with the enforcement and implementation 

pertains to automated decisions. Article 22 of the GDPR sets forth a legal rule that prevents a 

certain type of automated decisions to be made by the digital platforms (Zarsky,2016) For 

instance, credit applications and recruitment processes fall in this category. The GDPR allows 

data subjects to opt out of such processes, or require the presence of a human assistant, to help 

them process such applications. Zarsky notes that such processes interfere with the 

technological logic of Big Data, which in turn creates problems of implementation and 

enforcement (Zarsky,2016)). For instance, Zarsky notes how Big Data relies on automated 

processes to deal with data, and allowing subjects to require the presence of a human assistant 

would not only inevitably slow down such processes, but also add to the firm’s costs and 

regulatory burdens (Zarsky,2016). Given the ubiquity of automated processes in digital 

markets, Article 22 of GDPR presents a real threat to the way innovative, new technologies 

operate in the 21st century. Thus, based on Zarsky’s analysis, one may argue that the GDPR 

contains certain provisions that interfere with the logic and character of big data, and unsettles 

the technological interface of firms (Zarsky,2016)). The GDPR may thus necessitate businesses 

to change their technological interface and their business models. Such demands may seem to 

be too drastic, and could be seen as an overzealous attempt of using data protection laws to 

effectively rewrite the terms of business. 

Moreover, it must be noted that the GDPR in its very enforcement mechanism imposes certain 

legal duties and regulatory expenditures upon businesses. Such high costs and time involved 

in dealing with multitude of requests may constrain firms from devoting time and resources to 
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their core activities (Chander, Abraham, Chandy, Fang, Park, Yu, 2021). For instance, GDPR 

requires organizations to have a certain data-handling capacity and personnel to deal with data- 

related requests, which are usually free. Thus, data subjects may be incentivized to make free 

requests, and impose demands upon the resources of the firm (Chander, Abraham, Chandy, 

Fang, Park, Yu, 2021). 

Moreover, such a data-hander has to comply with all the legal obligations the GDPR imposes 

upon organizations, and this requires the organization to hire certain technical experts in this 

field. For instance, such experts would engage in risk assessment, and ensure the protection of 

subjects’ personal data (Chander, Abraham, Chandy, Fang, Park, Yu, 2021). 

Likewise, there are legal complications in defining who a data processor is under the GDPR 

and who a data controller is. Moreover, since the GDPR gives a legal right to access and request 

data held on them by an organization, this imposes time and cost constraints on the 

organizations. According to a study by IAPP, 56% of organizations that were surveyed noted 

that they faced difficulties in locating personal data that was unstructured (Chander, Abraham, 

Chandy, Fang, Park, Yu, 2021). In other words, the GDPR entitling the data subjects to request 

data from organizations mandate such organizations to process and catalog data in a way, which 

they may not otherwise do so (Chander, Abraham, Chandy, Fang, Park, Yu, 2021). Thus, the 

GDPR can be seen as imposing an artificial order or demand upon the resources, and database 

management capacity of the organizations. 

When it comes to public enforcement of the GDPR by the EU member states, we see that the 

GDPR enforcing authorities in the respective member states are dissatisfied with the national 

budget for GDPR enforcement (Chander, Abraham, Chandy, Fang, Park, Yu, 2021). 

Similarly, this dissatisfaction seems to grow owing to the rising number of data privacy 

complaints, especially the ones that involve giant tech firms, and/or involve trans-national 

cooperation involving more than 1 EU member state. Such a transnational cooperation 

mechanism inevitably increases costs and time in reaching decisions (Chander, Abraham, 

Chandy, Fang, Park, Yu, 2021). Moreover, such trans-national cases involves a systematic 

engagement with laws of more than one jurisdictions and this adds to the costs and resource- 

capacity requirements of national data protection agencies. For instance, it is noted that the 

investigation involving Cambridge Analytica lasted for more than 3 years, and the UK’s data 

protection agency incurred more than 3 million USD (Chander, Abraham, Chandy, Fang, Park, 

Yu, 2021). 

Likewise, it has been argued that the GDPR could encourage firms to hide their breaches of 

security rather than reporting them. It is because many organizations lack the necessary 

required expertise to monitor security protocols in cloud-based data management (Ismail,2017) 

Thus, in sum, it could be argued that the GDPR is trying to apply broad regulatory fixes to 

regulate data protection. Such broad regulatory strokes cast the net wider, and creates a 

situation of overenforcement where organizations are disincentivized due to the sheer cost of 

compliance and the technical capacity-building as a result of the GDPR (Cennamo & Sokol, 

2021).Thus, the GDPR has been rightfully described as having the unintended consequence of 

stifling innovation (Cennamo & Sokol, 2021). 
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Chapter 2: Personal data protection under self-regulation 

The previous chapter of the thesis discussed the rationale, merits and limitations of the GDPR, 

and its structural design features. Since the thesis employs a comparative methodology, in this 

chapter, the thesis shifts attention from data protection public regulatory regime to the private 

enforcement mechanism. The purpose of the thesis is to provide a review of such private 

enforcement mechanisms as to provide grounds to reflect on their relative merits and demerits. 

However, the chapter also highlights how despite the significant differences between the GDPR 

and private enforcement mechanism, both of these are not mutually incompatible. Thus, this 

chapter suggests how the GDPR and private enforcement mechanism is complementary, rather 

than being a substitute. 

2.1 An overview of private enforcement mechanisms 

In comparison to public regulation, the self-regulation data protection system lacks hard rules, 

supervisory authorities, remedial sanctions, a legal basis for data processing, and other strict 

privacy features. 

However, private data protection mechanisms include a new generation of privacy and consent 

services in which corporations adopt data privacy initiatives, their customers behave as 

‘supervisory authorities’, and damaged reputation and trust amongst customers have been used 

as sanctions. One prominent private enforcement mechanism is Corporate Social 

Responsibility. The data protection private regulatory model, in tandem with corporate social 

responsibility, aims for a core business strategy approach. That is, businesses must view the 

need to respect individuals' data protection rights as an opportunity, rather than a burden. 

Alternatively, rather than playing catch-up with legislation and consumer expectations, the data 

protection private regulatory model, in tandem with corporate social responsibility, aims for a 

core business strategy approach. (Balboni, 2020). That is, businesses must view the need to 

respect individuals' data protection rights as an opportunity, rather than a burden. 

Making data protection rights a priority and part of their corporate social responsibility 

practices allows corporations to readily differentiate themselves from competitors, boost 

consumer confidence, and improve perceptions of the company's integrity. 

 

 
2.2 Putting CSR and market incentives in perspective: The case of Apple’s iOS14 update 

In this section, I will focus on the case of Apple software update (the release of Apple iOS 14). 

This recent privacy policy update, demonstrates how CSR practices not only provides an 

ethical face for the corporations, and to fulfill their social commitments, but more importantly 

that CSR allows firms to create value for themselves. Such value creation, can for instance, 

take the form of gains in reputation, and increases in sales. For instance, Apple's commitment 

to managing their operations ethically and in accordance with customer expectations has 

benefited Apple in numerous ways, including corporate brand enhancement, company image 

improvement, and revenue growth. Due to such gains, tech companies may be incentivized to 

protect consumer data. 
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Therefore, arguably the Apple 2021 software update present one such notable example of CSR 

initiatives (Hoppner & Westerhoff, 2021). The Apple, itself, has argued that this update is 

meant to increase the personal data protection for Apple users (Parizzo, 2022). This update 

prompts the users of iPhone and iPad whether they consent to the third-party apps on Apple to 

allow them to monitor their web activity. Such an initiative can arguably be seen as one 

illustration of a responsible data privacy initiative on behalf of Apple. 

However, it has been strongly discussed that such a move by Apple is actually triggered by 

other incentives. As Charlie Munger famously notes that where there is an incentive, it induces 

an outcome (Colman, 2018). In this context, in order to understand what drives Apple to create 

such a privacy-enhancing feature, this thesis explores at its business model. Apple provides a 

wide variety of platform services such as Apple Music, Apple Pay etc. However, among all 

such services Apple offers, its main source of revenue is the App Store. This because seemingly 

Apple does not generate a significant proportion of revenue from ads (Gartenberg, 2019). 

Thus, to increase its sales revenue, Apple has to focus on retaining customer loyalty. One such 

way of retaining customers is to lure them by offering them a semblance of security. By 

providing a more secure digital experience in terms of personal data protcetion, Apple is 

responding to the growing awareness among customers who are valuing their right to data 

protection as an important part of their use experience. 

In fact, given that advertising contributes little to Apple's revenue, seemingly altering the opt- 

in policy does not represent either a difficult or risky business strategy to undertake. Because, 

while on the one hand, Apple risked market advertisement dollars (apparently not much), on 

the other hand, the motive was to impress Apple's clients, and consequently, acquire greater 

market share by responding to the trend of people seeking more privacy. Simply put, seemingly 

it is highly considered that the Apple's latest privacy incentive was designed to increase market 

share on behalf of its devoted loyal client base. 

The influence of this CSR marketing strategy also finds parallels in Google's business strategy. 

Although Google, unlike Apple, derives majority of its revenue from advertisement on its 

search services, it still followed Apple’s lead in updating its privacy policy. Google has 

announced plans to block tracking by third-parties of users of Google services (Parizo,2022). 

This comes as a significant move given Google’s prominent place in the world browsing 

services market. 

Thus, what we see here is that data-opolies are using CSR strategically for their commercial 

gains, while using data protection as a tool to attract and retain user base. Given the strong 

market position of Google and Apple, it is likely that other digital corporations will also follow 

their lead. 

Moreover, it is noted by various researches that consumers’ perception of a business's 

reputation is more important than the substance of its policy (Scott and Cerulus, 2018). In this 

context, perhaps, Facebook’s reputation and trust journey, over years, demonstrate best the 

above findings. 

Unlike Apple, Facebook paid a heavy cost for choosing to ignore data protection 

considerations. For instance, after the Cambridge Analytica scandal (which consisted of data 

breach of millions of accounts of Facebook users), Facebook’s revenue and reputation 

evidenced a sharp downfall. Concerning the incident, according to the Ponemon Institute, 
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Facebook users' trust in the corporation has dropped by 66 percent, and the company's share 

price has dropped by $70 billion as a result of reports that data analysis firm Cambridge 

Analytica improperly obtained data on tens of millions of Facebook users (Ponemon Institute, 

2020). Thus, it is strongly established that the lack of concern about privacy of user data made 

Facebook suffer a heavy loss to its reputation. 

Not surprisingly, Facebook, the company that owns platforms such as Facebook, Instagram, 

and WhatsApp, rebranded as Meta last year. Mark Zuckerberg, the founder of Facebook, stated 

that the rebranding was to signify that the firm was expanding out and was associated with 

more than one product (Zuckerberg 2021), however many others argue that Facebook was 

renamed Meta in the hope that the negative connotations associated with its original name 

would fade over time. 

Regarding Facebook rebranding, Taina Bucher, author of the book Facebook, stated: "All of 

the bad news and political battles it is currently waging have to do with its social networking 

products, so releasing something wholly new – in their thoughts – is a chance to completely 

rebrand and start over, without changing much with the existing problematic products." 

(Bucher, 2021). 

The example of Facebook reveals the importance of CSR in the modern world, where rapid 

technological developments are transforming our lives. In such an increasingly digital world, 

the firms face competitive pressure to respect data protection concerns of their users. Although 

CSR is a self-initiative, and is not legally binding, a firm that takes the concerns of its user’s 

data protection likely is inevitably bound to risk suffering severe harm to its revenue and 

reputation as Facebook did. 

Yet, based on Facebook's experience, one can argue that a responsible approach towards data 

protection is not simply a formalistic exercise. In other words, data protection compliance is 

far from merely being a tick-box exercise, because it has real reputational consequences that 

can threaten the very existence of the corporation. 

Interestingly, CSR boasts of a new, and different regulatory approach. Instead of being driven 

by the threat of legal sanctions, and regulatory punishments, the corporations are being held 

accountable by their consumers. 

Therefore, as a conclusion to this section, it may be noted that CSR as a self-regulatory 

mechanism is highly important. It allows firms to regulate their own conduct while having 

some discretion over the code of conduct they use to regulate their activities. 

In the context of data protection, Facebook, Apple, and Google reveal how the corporations 

are mandated to adapt a more considerate approach. CSR practices on data protection concerns, 

must thus be seen as an important survival tool for corporations, even in the absence of hard, 

binding legal repercussions. 

2.3 Merits of framing personal data protection under CSR 

In this section, I am going to discuss how the GDPR, despite its strong commitment to ensuring 

meaningful consent by the data subjects, still fails to have the kind of impact it aims to have. 

This section notes how despite the stringent requirements of consent imposed by the GDPR, 

some, if not all, corporations are able to circumvent the GDPR requirements and engage in 

profiling activities. The fact that such practices still continue in contemporary times is a 
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testament to the fact that GDPR’s protection is lacking in real terms. This section, therefore, 

makes a case for CSR to be adapted as a complementary strategy along with GDPR. The section 

also notes how CSR is beneficial for the corporations. Given the multiple benefits CSR 

provides, and the meaningful space it provides for a corporation to combine its own commercial 

interests with its ethical responsibility, it is argued that it could be the way forwards for personal 

data protection obligations to be incorporated under CSR models. 

According to the GDPR provisions, the legitimate consent must be freely given, 

unambiguously, informed, and withdrawable at any moment (Article 7 of the GDPR). In the 

event of a dispute, the data controller must demonstrate that the subject truly consented to the 

processing activities (European Commission. (2018). In addition, the GDPR requires 

organizations to rethink how they acquire and secure data, placing transparency and 

commitment obligations on all parties. 

However, it is evident that, even after the GDPR enforcement, companies are still legitimately 

carrying out quite extensive profiling activities based on broken privacy policies and 

meaningless consent. In this regard, the practice of dark patterns for privacy notices are 

constantly reported on by consumer protection organizations (Forbrukerrådet, 2019), white 

papers (European Data Protection Supervisor,2018),and various press (New York Times 

,2016). 

For instance, the Norwegian’s Forbrukerrådet report by analyzing a sample of settings in 

Facebook, Google and Windows 10, shows “how default settings and dark patterns, techniques 

and features of interface design meant to manipulate users, are used to nudge users towards 

privacy intrusive options’’ (Forbrukerrådet,2019).According to the report’s finding, 

‘’Facebook and Google’s privacy policies include privacy intrusive default settings, misleading 

wording, giving users an illusion of control, hiding away privacy-friendly choices, take-it-or- 

leave-it choices, and choice architectures where choosing the privacy friendly option requires 

more effort for the users” (Forbrukerrådet,2019). 

In contrast to the report’s findings that the corporations’ privacy friendly option necessitates 

greater user effort, the GDPR establishes that it must be “as easy to withdraw as to give 

consent” (European Union, 2016. Regulation (EU) 2016/679). This means if consent was 

obtained with “only one mouse-click, swipe of keystroke”, withdrawal must be “equally as 

easy” and “without detriment” or “lowering service levels” (Article 29 Working Party, 2018). 

In this context, given the meaningless consent and broken privacy notices that various studies 

have demonstrated over the years by measuring the influence of the GDPR on the collecting 

and processing of personal data, it is highly contended that neither the GDPR nor any other 

upcoming legislative framework will ever be able to successfully control our technology-driven 

environment while simultaneously flawlessly optimizing the advantages for citizens and 

effectively reducing risks for data subjects. 

In fact, the European Data Protection Supervisor, the European Commission, and the Council 

of Europe have all stressed the importance of an ethical and value-based data processing 

approach as a goal of developing virtuous compliance that goes beyond the mandatory laws’ 

requirements (Balboni, 2020). 

Specifically, the latter stated that: “[t]the extent to which humans can enjoy their fundamental 

rights depends not only on legal frameworks and social norms, but also on the features of the 
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technology at their disposal. Recent discoveries of inappropriate use of personal data have 

driven the public debate on data protection to an unprecedented level. It is necessary that the 

shaping and the use of technology takes account of the need to respect the rights of individuals, 

rather than being driven exclusively by economic interests of few businesses.” (Opinion 

5/2018). 

After all, the existing power imbalance between businesses as data collectors and individuals 

as data providers, and the alleged legislation's inability to remedy it, enhances even stronger 

the demand for businesses to engage in corporate social responsibility activities that positively 

affect both their long-term economic benefits and users’ right to data protection. 

From the standpoint of data protection, framing the data protection as CSR generates long term 

benefits to data subjects, businesses and entire society, as well. Beginning with the appointment 

of chief privacy officers (Awazu & Desouza 2004) to the publication of privacy policies on 

commercial websites (Sama & Shoaf 2002) to the adoption of CSR practices as a competitive 

advantage weapon, corporations have made substantial progress in recognizing the right to data 

protection as a priority and its great benefits, on doing so. 

Therefore, the most innovative firms across the globe are approaching CSR more than just their 

ethical responsibility to community and the environment, but instead as an important strategic 

decision to accomplish their business goals (e.g., Kotler and Lee 2005; Lemon, Roberts, Winer, 

and Raghubir 2010; Mahoney, McGahan, and Pitelis 2009; Margolis and Walsh 2003; Porter 

and Kramer 2006). 

CSR strategies have been shown to be so efficient that even the market leader can be reaped 

by another market challenger only on the basis of the latter’s involvement in CSR activities, as 

opposed to those who are hardly aware. (Du, Bhattacharya, Sen, 2011). 

This shift is explained in part by the intended attitude that customers show in favor of the 

market challenger, as well as the critical role that participation in CSR initiatives can play in 

transforming the nature of the relationship with the consumers from transactional to trust- 

based. 

Moreover, in this data-centric society, data protection is being strongly recognized as a 

significant indicator of corporation credibility. Given the wide opportunity for companies to 

conduct business on the Internet, the issues of trust and trustworthiness play a strategic role 

(Hoppner & Westerhoff, 2021). 

Among other factors, in the long term, corporations are able to gain competitive advantages 

merely based on the positive perception that its stakeholders have of it (Rindova and Fombrun, 

1999) 

Considering the value of personal data and the fact that the reputation is built and consolidated 

over time, and that reputation is highly dependent on perceptions, the businesses, more and 

more, are feeling the urge to embrace the consumer's push for expanded rights and access to 

their data. 

Therefore, witnessing the incompatibility with the age of Big Data even of the strictest data 

protection legislation, such as the GDPR (Zarsky), the multi-faceted impact that multinational 

technology companies are having in our society, and the individuals’ extremely increased 

demand for data protection, as Balboni suggests it is time go one step further, from data 
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protection by design to the ‘fairness by design’ concept (Balboni, 2020). Only doing so, the 

legal, ethical and other social dimensions of data protection would converge into a democratic 

digital society. 

2.4 Data-opolies and the perils of self-regulation 

This section discusses the problem generated by data-opolies and highlights the cons of self- 

regulation. In order to embark on such an evaluative exercise, this section discusses the issue 

of the above mentioned recent Apple App Tracking Transparency Police (Apple iOS 14 

Update, 2021).It is suggested that such a focus on Apple’s policies, and its review will 

contextualize the issues with data-opolies, since the reflections on Apple’s policies can be 

applied more generally to such tech-giants in the ever-increasing digital age. 

This policy, apparently, is argued that it is an improvement for providing Apple’s consumers 

with the right to control the way their data is handled by third-parties apps. In particular, this 

privacy initiative is an “additional “verification check because even though the users might 

have consented to sharing their data with the app developers. Since it is the latter of the two 

steps, a refusal on this step means that it would override the earlier consent given to the app 

developer. 

On the one hand, this feature has been hailed as enhancing the protection Apple provides to its 

users. Seemingly, this additional step acts as a safeguard and gives more powers to consumers 

to withdraw or override their earlier given consent. 

Nonetheless, it is argued that such a feature is not as user-data friendly as it may seem at first 

(Hoppner & Westerhoff, 2021). There are several reasons for making such an argument. Firstly, 

a number of critical voices reflect that rather than transfer any real choice or power to consent 

to users, such transparency policy actually entrenches the already strong market power of data- 

opolies in digital markets. This means that tech-giants such as Apple can increasingly draw 

more and more users (and hence create network effects in their favor). Due to this new data- 

protection features, the traffic to Apple’s ecosystem is likely to increase manifold. 

Secondly, it is argued that Apple tightly controls the terms on which such request for 

information can be obtained by the app developers. This arguably creates a system where Apple 

can dominate, in fact, dictate the terms on which data is collected, and processed in this digital 

industry (Stucke, 2018) 

Moreover, it is argued that because this additional permission-requesting step contains only a 

very basic format of providing consent (i.e., the only option being to say Yes or No), it fails to 

equate to meaningful consent even when a user clicks Yes to such request to being tracked. 

Under the GDPR rules, the consent to be meaningful requires provision by the app developer 

of more data and context as to what information is being collected, along with a justification. 

Hopner highlights that such is the case because EU law places great emphasis on empowering 

consumers to make informed decisions. Such an emphasis is disregarded by Apple, for 

instance, when it only allows users a Yes or No option, without explaining the ramifications of 

such choices. That is to say, without revealing consequences of saying yes or no, the end-users 

are not sufficiently endowed with any real capacity and choice to make decisions (Hoppner & 

Westerhoff, 2021) 
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Moreover, it could be argued that instead of letting third-parties (i.e., ad developers) collect all 

the sensitive data about users, Apple is redirecting the power to itself. This way, Apple like any 

true data oligopolist is (collectively with other such tech-giants) setting the rules for the entire 

industry. 

Based on such problematic aspects of Apple’s self-regulation regime, and its portrayal as a 

protector of digital privacy rights is contested. It is because, while Apple prevents other firms 

from engaging in dubious data-related practices, it relentlessly continues in such pursuits 

(Hoppner & Westerhoff, 2021) 

Moreover, as a ‘data-opoly’, its unique market strength allows it (via such new transparency 

features) to actually lead the narrative on data protection. However, such a benign narrative 

disguises the more and more accumulation of power that results to Apple as a result of its new 

data-protection feature. Ironically, this new feature can thus be interpreted to imply that no one 

but Apple itself is allowed to track data users. 

It is because, as noted by Hoppner, Apple's tracking policy is defined in a very narrow and 

biased manner. For instance, Apple’s new data policy takes issue with data accumulated by 

third-parties, but makes no inroads into making transparent how it itself acquires First-party 

data. That is to say, “tracking only refers to the combination of data with data sets of different 

undertakings, i.e., of unassociated companies... Conversely, the combination of different data 

sets collected through different services within the same group of companies (so-called First- 

Party Data) is not covered” (Hoppner & Westerhoff, 2021) (Thus, data collected by Apple or 

products in Apple’s ecosystem do(es) not prompt tracking permission, but the tracking prompt 

only appears as between end-users and their engagement with app-developers. 

Moreover, such incremental accumulation of users’ data creates network effects, and this 

means that the market for digital services tips in the favor of Apple (in other words, Apple’s 

digital eco-system gets stronger). It is because, while other app-developers cannot access end- 

user data (Hoppner & Westerhoff, 2021) 

As a result, Apple gets to have it all, and can then monetize it to third-party advertisers. Since 

it is a data-opoly, it does not face any significant barriers against doing so. As a consequence, 

more and more power accrues to Apple to continue to augment its market strength. This fierce 

competition against Apple’s rivals for more and more users comes at the cost of privacy 

standards, which become more and more illusory, as a result. 

This section concludes that Apple’s case has broader significance for the regulation of data 

protection. As argued in the section, Apple’s new data protection policy reveals tensions 

between privacy protection on one hand and the zealous competition on the other hand. Apple’s 

new protection policy is illusory in terms of offering any better or substantive data protection. 

Such a new policy is thus a disguised attempt at drawing more and more big data to itself, and 

to retain its already strong market position (Stucke, 2018). 

The case of Apple is thus illustrative of a wider trend in digital markets where dominant 

technology companies such as Facebook, Amazon, Apple etc. use new technologies for their 

own strategic purposes. As data oligopolies, one can expect a degree of tacit and implicit 

convergence on the technical standards they would set in terms of data protection. By 

portraying that the war is between the end-users and third-party ad-developers, Apple makes 

invisible its own share of detriment to consumer privacy. This could be seen as a typical 
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example of a data oligopolist claiming the narrative on data protection and pretending to be the 

champion of data protection standards, while disguising the massive inequality and disparity 

that exists between the end-users and Apple's significant power in the big-data ecosystem. 
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Conclusion 

This thesis has engaged with critique of the data protection public regulation regime and of the 

data protection self-regulation regime. The thesis compared the schematic map, aims, ambition 

and enforcement strategies of the GDPR and self-regulation. The thesis discussed the promises 

and perils that underlie both such regimes in so far as they pertain to safeguarding the rights of 

individuals’ on data protection and their impact on the overall data protection governance. 

With this argumentative structure in mind, the first chapter discussed the data protection public 

regulatory regime under the GDPR. The chapter highlighted the main innovations that the 

GDPR has brought to the regulatory landscape in response to the challenges brought by big 

data. The chapter noted how the GDPR has succeeded to varying degrees in improving the 

data protection scene, for instance through the creation of a new rights-based framework. 

Moreover, the second section of the chapter continued this discussion by examining the 

GDPR’s provisions with an aim to evaluate their various strengths and weaknesses. Here, the 

main evaluative benchmark has been the GDPR’s own enforcement goals. One such important 

yardstick being the protection of fundamental rights and freedoms of natural persons, in 

particular their right to the protection of personal data. The chapter concluded that, on the 

whole, the GDPR has been successful in creating a normative framework, which is, arguably, 

suitable for emulation globally. 

The chapter noted that one key strength of the GDPR lies in its ability to harmonize the 

international legal protection of data protection towards a point of convergence that creates a 

level playing field. 

The chapter highlighted how such a level playing field equally benefits consumers (end-users) 

as well as entities. However, the chapter also noted that the significant innovations brought by 

the GDPR must be weighed against the limitations such regime faces. Some such limitations 

pertain to the enforcement and implementation barriers, which arguably have a chilling effect 

on innovation and competition. Such is the case because on one hand, the logic of big data 

dictates that more and more data should be collected and processed so as to generate more 

value. While, on the other hand, the design features of the GDPR such as ‘purpose limitation’ 

limits firms from collecting more data. It could be noted that such restrictions discourage the 

firms from creating more value. This prevents them from offering more innovative services 

that may be better suited to consumers. 

Moving on, while the first chapter focused on the data protection public regulatory regime, the 

second chapter discusses the self-regulatory mechanisms. This chapter introduced a self- 

regulatory data protection model, in particular, the CSR. The chapter discussed how big tech 

corporations such as Apple are impacting the data protection scene on a global level. In this 

context, the chapter discussed the initiatives taken by data-opolies such as Apple to apparently 

improve the end-user’s data protection. Despite some positives brought by these initiatives, 

the chapter noted how such measures in fact increase the market power of data-opolies and 
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serve their commercial interests under the guise of end-user protection. Although self- 

regulation is not binding, the thesis noted that its importance as a private mechanism must be 

acknowledged, and that this could be a promising field of enforcement in the future. 

On the whole, the thesis concludes that self-regulation and data protection regimes both have 

their advantages as well as their shortcomings. The thesis also notes that none of these 

mechanisms is perfect, and that both mechanisms complement each other. However, the future 

of these regimes seem uncertain since the data-centric world seems to be evolving in 

unpredictable ways. In the light of this, the findings of the thesis are significant in that they 

highlight the relativity of both models. The thesis is significant for reminding that in the 

complicated digital era, there is no single workable solution for resolving conflicts and 

situations arising out of the big data era. The thesis thus is valuable not because it conclusively 

resolves the debate, but that in broaching the subject, its humble reminder that no perfect 

solution exists, it is hoped, will give rise to more relevant questions rather than simplistic ones 

that portray either of the two models as a panacea. Therefore, the strength and significance of 

this thesis lies in its humble reminder of this fact. 
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