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Abstract 

Local assignments from visually available object symbols to entities under dis-
cussion underlie representational STAND-FOR relations and are ubiquitous across 
many forms of human communication, such as pretend play, puppet shows, dia-
grams, or animations (e.g., a banana stands for a phone, a puppet stands for an 
agent). 

Chapter 1 lays out a cognitive architecture that can explain how humans 
represent STAND-FOR relations. The architecture consists of two representational 
layers—one for the perceptually available symbols (object indexes), one for the 
entities under discussion (discourse referents)—and an assignment function that 
maps the object indexes to the discourse referents. Once the mappings are es-
tablished, the information conveyed through the symbol object is interpreted as 
applying to the discourse referent. I illustrate the architecture with early object 
substitution pretense and argue that it provides a better and more general ac-
count of pretend play than alternative views. 

Chapter 2 asks whether 19-month-old infants take on-screen events to oc-
cur in the here and now or think that on-screen events are decoupled from the 
immediate environment. Across four experiments, I show that infants reject ani-
mation–reality crossovers but accept the depiction of the same animated envi-
ronment on multiple screens. The results are consistent with the possibility that 
19-month-olds interpret animations as external representations. 

Chapter 3 tests several components of the cognitive architecture outlined 
in Chapter 1. I present evidence that 15-month-old infants can map arbitrary 
visual symbols onto familiar discourse referents based on predicative expres-
sions (e.g., “Look! A duck!“) applied to geometric shapes (e.g., a circle). Additional 
experiments show (i) that infants restrict the assignments to the speaker who 
stipulated them; (ii) that infants use their conceptual knowledge when interpret-
ing subsequent events involving the symbols; and (iii) that alternative explana-
tions cannot account for the central finding. The results show that the cognitive 
mechanism underlying the representation of STAND-FOR relations is easily acti-
vated and available early in human ontogeny.  

iv

C
E

U
eT

D
C

ol
le

ct
io

n



Chapter 4 moves from infants to adults and asks whether photographs of 
objects undergo object recognition or symbol interpretation. I present evidence 
from a Stroop task indicating that adults interpret images of toys as the objects 
the toys are toys of—not as the toys themselves. A control experiment shows 
that the association between an image of a toy and the object the toy stands for 
is not automatic. When images of toys are displayed against the objects the toys 
represent, adults interpret them as depictions of toys. The results indicate that 
adults interpret images as symbols and compute what the images stand for even 
when this is irrelevant to the task at hand. 

Chapter 5 provides an overall summary of the empirical findings in Chap-
ters 2–4. I then discuss a recent debate in cognitive development on the use of 
symbols in research—Theory of Puppets—and link it to the theoretical frame-
work laid out in Chapter 1 and to the experiments in Chapters 2–4. I end by pre-
senting several avenues for future research and one long-term theoretical goal 
of the project. 
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Glossary 

Symbol objects  Perceptually available objects used and manipulat-
ed to convey information about entities currently 
under discussion. 

Object indexes  Mental representations of perceptually available 
objects. The object indexing representation tracks 
identity over time. 

Entities under discussion  Entities that are relevant to the current commu-
nicative context. They do not have to exist in the 
world (e.g., “Imagine a fair coin tossed ten times”). 

Discourse referents  Mental representations of entities under discussion. 
The discourse referent representation handles indi-
viduation, feature binding, and discourse-internal 
coreference.  

STAND-FOR relations Relations between a symbol object and an entity 
under discussion. The relations are mentally repre-
sented in a pointer architecture that links an object 
index to the corresponding discourse referent.  

External representation  The union of the symbols in a scene and their spa-
tiotemporal arrangement. The semantic contents of 
representations are propositions. The arguments 
are the discourse referents; the predicates are the 
properties ascribed to the discourse referents. 

Assignment Internal function that takes an object index as input 
and maps it to its corresponding discourse referent. 
It establishes the STAND-FOR relation. 

Tokening Internal function that takes a concept as input and 
returns a conceptual description as output. The 
conceptual description is attached to the discourse 
referent. 
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Chapter 1. STAND-FOR Relations: The 
Theoretical Framework 

1.1. Introduction: The Explanandum 
Fifty years ago, when NASA was about to launch the first spacecraft to exit the 
solar system, astrophysicist Carl Sagan thought it would be a good idea to place 
a message on board the spacecraft (Crane, 2003; Sagan, 1973). The message 
was supposed to carry information about the spacecraft’s origin, should far-
away intelligent beings intercept it. As language was out of the question, Sagan 
and his colleagues designed an aluminum plaque depicting two hydrogen atoms, 
a pulsar map, the spacecraft’s trajectory relative to the solar system, and a pair 
of human adults (Figure 1.1). Despite its compactness, the engraving managed to 
synthesize an impressive amount of information about its source (Planet Earth), 
its creators (humans), and itself (the two circles on the top left are meant as a 
legend to the whole engraving). Science enthusiast that he was, Sagan himself 
was confident that any species advanced enough to intercept the space probe 
would successfully decode the message. 

Sagan’s optimism reflects a heavy dose of naïve realism and the curse of 
knowledge. These two illusions trick people into believing that the world is 
transparent, its interpretation straightforward. The obstacles engineers face in 
computer vision and natural language processing (e.g., Russell & Norvig, 2020) 
attest that this is false. The fluency with which one navigates the world belies 
how sparse, noisy, and ambiguous it actually is (e.g., Clark, 2015; Tenenbaum et 
al., 2011). In this case, the fact that humans excel at detecting and interpreting 
meaning-carrying objects (such as diagrams) does not imply that a galactic 
species will interpret the engraving in the same way. 

For one, representations do not carry their communicative purpose on 
their sleeve. As Crane (2003) rightly points out, for the extra-terrestrials to en-
gage with the engraving at all, they must figure out that this object carries infor-
mation in the first place (as opposed to playing an instrumental part in the func-
tioning of the spacecraft, for instance). Whether they would entertain this hy-
pothesis is far from clear, as experiments with nonhuman animals indicate (e.g., 
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pointing is not transparent: Kaminski & Nitzschner, 2013; Tomasello et al., 1997). 
In human communication, speakers sometimes accompany their information-
carrying actions with ostensive signals—establishing eye contact, addressing the 
audience by name—that indicate to the audience that communication is taking 
place (Csibra, 2010; Scott-Phillips, 2014; Sperber & Wilson, 1995). But even in 
the absence of ostensive signals, humans retrieve communicative intentions 
based on action efficiency (in the case of gesture detection: Royka et al., 2022) or 
object and pattern recognition (in the case of inscription detection: Dehaene, 
2009), presumably because they have learned which stimuli in the environment 
are likely to carry information. 

This barely scratches the surface of the problem. Even if one figures out 
that the engraving contains a message worth interpreting, a closer inspection 
reveals it to be much more equivocal than it may appear initially. Take the use of 

3

The small vertical symbol below 
the horizontal line is the binary 
digit 1, which specifies the length 
and time units used in the plaque 
(21 cm; 0.7 nanoseconds).

Two atoms of hydrogen in differ-
ent energy states. Properties of 
the transition are used to specify 
a spatiotemporal key to the fig-
ure.

The solar 
system as a 
linear array. 
The curved 
arrow depicts 
the trajectory 
of Pioneer 10 
from Earth to 
outside the 
solar system.

The two lines 
delineate the 
woman’s 
height, whose 
value is the 
binary digit 8 
multiplied by 
the spatial 
unit of mea-
surement.

Figure 1.1. The engraving placed on Pioneer 10.
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horizontal lines, for instance. Sagan used these symbols in at least three differ-
ent ways throughout the plaque. In the hydrogen diagram (Figure 1.1, top left), 
the horizontal line connecting the two circles illustrates the transition between 
two different energy states; in the linear solar system array (Figure 1.1, bottom 
center), another horizontal line depicts the rings of Saturn; and in the human 
adults drawing, the two horizontal lines are meant to delineate the woman’s 
height. The ambiguity sharpens even more when considering the straight lines of 
all orientations. Nothing in the human body etchings would help a naïve observer 
distinguish joints from muscles, hairline from eyebrows, folds from contours. 

Moving from symbols to symbolic relations, observe that the engraving 
contains a small fraction of the mappings humans make in communication: cir-
cles for atoms and planets, arrows for spatial trajectories, and relative sizes for 
actual size differences . In addition, Sagan did his best to elucidate the mappings 1

for the hypothetical addressee by providing a key for the spatiotemporal ones 
(see the upper left annotation to Figure 1.1). This illustrates the notion that ex-
ternal representations are governed by mappings that need to be recovered to 
extract the information contained in them (Millikan, 1984, 2017). Mapping rules 
can be highly conventionalized and general (e.g., widespread acronyms and traf-
fic signs), domain-specific (e.g., number of stars for p-value bounds), or freshly 
minted, in which case they are often accompanied by a conventional device in-
troducing the mapping (e.g., “henceforth referred to as X”; “suppose that X is Y”). 
However, nothing substantial hinges on this variation, as the interpreter’s task is 
the same regardless of how conventionalized a mapping is: to figure out what 
each constituent symbol in the representation stands for. 

Yet another source of variation comes from how the depicted content re-
lates to the world. Sometimes, there will be a straightforward referential relation 
between a representation and the world (e.g., “the President of the United 
States“), but not always (e.g., “Once upon a time there was a queen“). Again, 
Sagan’s plaque exhibits this divide. The two space probe drawings represent a 
particular object in the world (the space probe itself), but the two human figures 
do not. Mainstream thought on external symbolic representations, both theoret-
ical and empirical, either shied away from analyzing drawings such as the human 
figures in Sagan’s engraving (e.g., Greenberg, 2013) or subjected them to sepa-

 Note that relative size represents consistently in Sagan’s engraving only if one partitions it into 1

distinct subparts. Absent this invisible partition, the sun would be as large as a hydrogen atom and 
much smaller than humans.
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rate treatment (Goodman, 1968; Rakoczy et al., 2005) on account of their lacking 
a world referent. But while the two human figures lack real-world counterparts 
and do not carry information about any world state, they are still representa-
tions of humans by any reasonable measure.  

To a first approximation, this is the big picture of external symbolic repre-
sentations that do not involve language. Humans use them to exchange informa-
tion about objects, events, and states of affairs. Communicators provide inter-
pretable evidence for their audience by externalizing information according to 
various mapping rules and in different representational formats. While represen-
tations are ultimately about the world, they can vary extensively in terms of how 
exactly they are related to it, which is dictated by the communicator’s goals. On 
the receptive side, the audience has to recognize that a given stimulus is meant 
to carry information, parse the stimulus into its component constituents to indi-
viduate the symbols, figure out what each symbol stands for, analyze the rela-
tions between symbols to figure out what the content of the representation is, 
then decide whether and how to update their internal models of the world.  

In this chapter, I offer a cognitive account for the interpretation of symbol-
ic representations focusing on the semantics of their constituents—the individ-
ual symbols (Section 1.2). I model the relation between the symbols and the enti-
ties under discussion by introducing a simple formal operation, assignment, 
which creates local links between the mental representations that track them: 
object indexes for the external symbols (Pylyshyn, 1989) and discourse refer-
ents for the entities under discussion (Karttunen, 1976). I use symbols  to refer 2

to the trackable physical entities that are the constituents of representations 
and discourse referents for mental representations of the entities under discus-
sion. I  invoke discourse referents, instead of referents, for two reasons. First, 
I want to clarify that symbols need not refer to anything in the world. Since the 
entities under discussion may be spatiotemporally undefined (e.g., “A kangaroo 
walks into a bar.”), there is no reason to assume either that semantic complete-
ness is a necessary condition for being a symbol or that symbols referring to 

 I use “symbol” to cover not only representational objects with conventional meaning as, for in2 -
stance, in Peirce’s distinction between index, icon, and symbol (1897/1955), but any object that 
stands for an entity under discussion, regardless of how meaning is conveyed.
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particulars in the world are the default in human communication . Second, 3

I want to emphasize that the referents, as well as their link to the symbols that 
represent them, are local to the current communicative context. 

Once the links between the symbol and the discourse referent are estab-
lished, information that applies to the discourse referent can be transmitted via 
symbol manipulation (sometimes literally). I use STAND-FOR relations to refer to 
the links between perceptually available symbol objects and discourse refer-
ents. Due to the mentally represented connection between the symbol object 
and the discourse referent, the predicates communicated via the object will be 
interpreted as properties belonging to the referent and not to the object that 
happens to stand for it temporarily. 

I  illustrate the ubiquity of this structure across many communicative de-
vices (e.g., puppet shows, animations, drawings, graphs, memes) in which the in-
terlocutor sets up object–discourse referent mappings as part of the interpreta-
tion process (Section 1.3). I  then draw on early object substitution pretense to 
argue that the ability to interpret STAND-FOR relations develops early and reliably 
in human ontogeny (Section 1.4) and that such an ability accounts for the data 
better than alternative views (Section 1.5). 

1.2. Architecture: The Explanation 

The links between trackable object symbols and entities under discussion form 
the core of external representations. In this section, I sketch a cognitive mecha-
nism that can explain how these links are set up during interpretation. Inspired 
by research on two cognitive mechanisms proposed in early vision and formal 
semantics, I hypothesize that two representational layers are involved in inter-
pretation. The indexing layer tracks objects in a scene without necessarily con-
ceptualizing them; the communicative layer tracks individuals that are currently 
being communicated about. I  then introduce two functions: (i)  tokening, which 
provides mental representations in the communicative layer with a conceptual 
(not linguistic) label; and (ii) assignment, which provides links between the two 

 A distinction between the type and the token level is in order. What I mean here is not that ex3 -
ternal representations are disconnected from the world. Instead, I mean that there need not be a 
one-to-one mapping between depictions and particulars in the world. For instance, the drawings of 
humans in Sagan’s engraving do not pick out any existing persons (token level), but they can still be 
used to illustrate how humans are shaped (type level).
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layers. The output of these representations and processes consists of ordered 
pairs , where X is a mental representation of an object that stands for an 
entity under discussion, which is mentally represented by Y. 

1.2.1. Trackable Objects 

To interpret the relation between a symbol and an entity under discussion, a sys-
tem is needed that can represent, individuate, and track the objects that are 
temporarily used as symbols. Consider the ordinary object tracking system as 
an analog for the symbol tracking system. Humans extract distinct objects from 
visual scenes via an indexing system that provides pointers to these objects 
(Kahneman et al., 1992; Pylyshyn, 1989). These pointers individuate objects in the 
early stages of visual processing, maintain object identity across movement 
(Pylyshyn, 2001; Pylyshyn & Storm, 1988), and survive brief periods of occlusion 
(Scholl & Pylyshyn, 1999). While visual features can be bound to the object in-
dexes (what the object looks like; Scholl & Leslie, 1999), the indexing system is 
limited in its ability to provide conceptual information about the objects (Carey, 
2009) or downright unable to do so (Brody, 2020). The system is thus indifferent 
to the kinds of objects it indexes. In this sense, the class of things to which the 
indexing system is attuned consists of Spelke objects—connected and bounded 
entities that preserve cohesion in motion (Spelke, 1990). Even if pencils and 
dragons differ sharply in appearance, this is irrelevant to the indexing system: 
both objects will be assigned pointers all the same. 

The object indexing system takes a visual scene as input and outputs a 
layer of representation  of individuated objects . At this level, 
the object in the here and now  causes the mental representation , while 

 refers to and carries information about . Although the visual features of 
 can be bound to , conceptual information (e.g., the kind to which  be-

longs) need not be represented at this level. While the indexing system has phys-
ical objects in its proper domain, it can also be triggered by other types of input, 
such as marks on paper or pixel constellations. Indeed, most empirical evidence 
for visual indexes comes from experiments with computer-generated stimuli, so 
there is no question that density-less objects can trigger visual indexes. 

(X, Y)

R(O) {o1, …, on}
oi R(oi)

R(oi) oi
oi R(oi) oi
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While I  am modeling the object indexing system for tracking symbols 
based on Pylyshyn’s (1989) visual indexing system, I do not mean that the index-
ing system for tracking symbols is the same vision uses to index objects. First, 
symbols have to be individuated over much longer timespans. Second, the pres-
ence of an object input that causes a visual index is often not necessary for the 
link between a symbol and discourse referent to be set up, as the symbol itself 
can be created by stipulation (e.g., tracing the contours of an imaginary object 
by hand: Müller, 2013) or, even more abstractly, by a point to an empty location 
in space (So et al., 2009). As with props, the indexed location can be pointed at 
to pick up the discourse referent previously introduced. The object indexing sys-
tem used to set up STAND-FOR relations must thus reside beyond early vision and 
may even constitute a separate system that subserves only the interpretation of 
symbols. For expository purposes, I will, however, continue to model the object 
indexing system on Pylyshyn’s visual indexing model (1989) while being agnostic 
about whether or how they are related. 

1.2.2. Discourse Referents 

Beyond the ability to individuate objects in a visual scene, humans can also indi-
viduate entities under discussion in a conversation or discourse without visual 
support. To account for this ability, work in discourse representation theory ad-
vanced an internal mechanism that can track entities under discussion for as 
long as the discourse lasts. The mental representations created by the system, 
called discourse referents, enable discourse-internal co-reference (Karttunen, 
1976) and the accumulation of information as the discourse unfolds (Heim, 1982; 
Kamp & Reyle, 1993). The properties ascribed to the entities under discussion 
are represented as predicates, which take the discourse referent as arguments. 
The following discourse, for instance, is internally represented as containing two 
discourse referents, a and b, where a = John and b is an object that has the 
property of being a red-scaled dragon: 

(1) John met a dragoni. Surprisingly, iti had red scales. 

While discourse reference was initially introduced to deal with natural-lan-
guage phenomena, it has recently been extended to cover communicative acts 
more broadly (Brody, 2020). For instance, pointing to an object behind an oc-
cluder (which impedes the audience from seeing it) may prompt the audience to 
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create a discourse referent and expect that subsequent communication will in-
volve that object. 

In sum, the discourse referent indexing system takes noun phrases (and 
possibly instances of pointing) newly introduced in a discourse or pointing ges-
tures as input and outputs a layer of representation , , denot-
ing the set of entities under discussion, . At this level, whether 
there is a relation between a representation and the outside world depends on 
the discourse, not on the discourse referent layer itself, as discourse reference is 
a discourse-internal phenomenon. As such, it can only access the relation be-
tween a mental representation and an entity under discussion (Heim, 1982). 
Whether the concepts recruited for creating a mental representation pick out 
real-world entities is discourse-independent, as there are no existence restric-
tions on the entities humans can invent and exchange information about, as any 
joke, novel, or thought experiment attests. While example (1) provides a straight-
forward illustration in which a discourse referent picks out a member of a fic-
tional kind, the same principles apply to fictional tokens of real kinds: 

(2) Once upon a time, John met a koalai. Surprisingly, iti had red fur. 

1.2.3. Tokening 

When reference to an object in the world does not hold in discourse, how is the 
meaning of a discourse referent established? In other words, how does the cog-
nitive system distinguish between the meaning of “Once upon a time there was a 
young queen” and the meaning of “Once upon a time there was a young boy”? 

One possibility is that discourse referents are assigned variables and are 
individuated like visual objects—based on their address in memory (Brody, 2020; 
Yu & Lau, 2023). For instance, “Once upon a time, there were a queen and a boy” 
introduces two discourse referents, each receiving a dedicated index: 1 and 2. 
Then, the information that one of them is a young queen and one is a young boy 
may be linked to the corresponding referents by feature binding: queen( 1), 
young( 1); boy( 2), young( 2). This aligns with discourse representation theory, 
which does not privilege any property over others: queenness and youth are on 
equal footing in the internal representation. The advantage of this representa-
tional format is that it allows multiple symbols to stand for multiple entities of 
the same type: boy( 2) and boy( 3). The disadvantage is that it fails to explain 

D {d1, d2, . . . , dn}
{e1, e2, . . . , en}

d d

d
d d d

d d
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why certain properties seem privileged over others. People want to know what 
kind of thing a symbol stands for (e.g., “Did you draw a balloon or a lollipop?“), 
and they use these descriptions for co-reference in discourse—compare (3a) vs. 
(3b). However, such preferences may stem from the organization of the concep-
tual system (Rosch et al., 1976) and not from the way discourse referents are 
individuated, so I will leave this possibility open. 

(3) Once upon a time, there was a young queen. 
(a) The queen had so much privilege. 
(b) ?The young being had so much privilege. 

A second possibility, which overcomes this hurdle, is that discourse refer-
ents are individuated by conceptual description: queen and boy. If noun phrases 
are instructions to fetch concepts (Pietroski, 2018) and if the human conceptual 
system is generative (Quilty-Dunn, 2020), it should be possible to create new 
conceptual tokens on the fly and attach them to the discourse referents. The 
tokens do not pick out a particular object unless the conceptual description de-
fines them as having a real referent. In other words, the tokens are not spa-
tiotemporally defined with respect to the actual world , and their referents are 4

fictional. This does not mean that the tokens do not bear any connection to the 
world but rather that the conceptual system mediates this connection. Con-
cepts are causally connected to the world but the world and the token are inde-
pendent once the concept is selected. If, for instance, you were asked to imagine 
a fair coin tossed ten times, the representation you would use to keep track of it 
for this (probably pedagogical) episode would not pick out any existing coin. In-
stead, the invitation would prompt you to deploy your COIN concept to generate 
a new instance for this occasion. Under this view, discourse referents are indi-
viduated by conceptual description via a tokening operation, which takes as in-
put a concept in the conceptual system, , and outputs a token of the con-
cept mapped onto the discourse referent , whose content might even inherit (a 
subset of) the properties of the class picked out by the concept . In short, dis-
course referents can be considered concept tokens under this view. 

c ∈ C
d

c

 One could envisage a possible-worlds semantics account (Menzel, 2023), whereby truth values 4

would be extended beyond the actual world, but I will not pursue this possibility here, given the 
relatively late emergence of modal concepts (Leahy & Carey, 2020). In any case, a possible-worlds 
account would not change the story radically, as discourse referents would not be evaluated with 
respect to the actual world under a possible-worlds account either. 
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This second possibility is formally similar to mental file theory (Perner et 
al., 2015; Perner & Leahy, 2015; Recanati, 2012), a proposal about the represen-
tational format used when encoding particular objects. In mental file theory, ob-
jects are always represented under a description, which provides the head of 
the file and which forms the individuation criterion internally. In the account put 
forth here, the proposal that discourse referents are individuated by description, 
not only by indexing, has the advantage of accounting for the same data that the 
mental file approach accounts for. For instance, this option explains why it is 
more difficult for children to give an object an alternative name (e.g., “bunny“ af-
ter it has been labeled “rabbit“) than to name an alternative property of the ob-
ject (e.g., to say of a white–gray bunny that it is gray after the experimenter said 
it is white; Doherty & Perner, 1998). However, even if conceptual descriptions 
head discourse referents, these descriptions will have to be supplemented by 
indexes when different referent tokens belong to the same type. While I remain 
open to both possibilities, I will assume in what follows that discourse referents 
are individuated by conceptual description (± an index). 

How one selects a conceptual description over another goes beyond the 
scope of this chapter, as the selection criteria are orthogonal to setting up the 
STAND-FOR relation itself. Symbolic representations can even be interpreted 
without possessing the requisite concept (e.g., children, for instance, routinely 
learn about animals never encountered before from picture books). That said, 
there are at least four types of cues one can use to establish the kind of entity 
that a discourse referent belongs to: (i) the visual features of the symbol (e.g., all 
else being equal, a drawing of a circle represents a circle); (ii) the behavior of the 
symbol (e.g., a drawing of a circle represents an agent when it appears to be 
self-propelled); (iii) linguistic stipulation (e.g., a drawing of a circle represents the 
median of a distribution if the legend explicitly says so); and (iv) convention 
(e.g.,♀is a gender symbol). 

1.2.4. Assignment 

One last component needs to be added to the interpretive system sketched so 
far to allow for local connections between entities in the visual representational 
layer and those in the discourse layer. To depict the encounter of John with a 
red dragon in (1), instead of describing it in language, an external representation 
can be used, such as the one in Figure 1.2, where the stick figure (an indexed ob-
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ject) stands for John (a discourse referent), and the remaining drawing (a second 
indexed object) stands for the red dragon (a second discourse referent). 

A simple linking function connects the two mental representational levels 
by providing a pointer from a visual index to a discourse referent, thereby creat-
ing stable local relations throughout the discourse. While the linking function 
operates on internal representations, it is interpreted by the cognitive system as 
an assignment from an object to an entity under discussion. 

The inputs to the assignment function are (i) a representation of a visual 
object ; and (ii) a discourse referent . The output is a pointer 
from  to  such that the external symbol , represented in the visual index-
ing system, stands for , the entity under discussion represented in the dis-
course referent layer. Consequently, the entity under discussion can be referred 
back to within the current communicative episode via the symbol object. 

To avoid confusion, the mappings need to be locally stable within any given 
discourse. In other words, the assignment operation should be a one-to-one 
function, such that a symbol can stand for only one entity under discussion and 
vice versa. Besides avoiding confusion, a one-to-one relation would also make it 
trivially easy to invert the mapping, thus enabling the move from the discourse 
referents to the symbols (e.g., “Give me the horse” when requesting somebody 
to hand a drawing of a horse). Finally, the mappings should be discarded once 

R(o) ∈ R(O) d ∈ D
R(o) d o

e
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Figure 1.2. Depiction of John meeting a red dragon.
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the current discourse is over because the symbols need not represent the same 
entities across discourses. Figure 1.3 illustrates the components of the entire 
model. 

1.2.5. From Symbols to Representations: Predicate Application 

The function of symbolic representations is to convey information to an audi-
ence. How do they achieve this? I have already laid out how symbols, the con-
stituents of representations, get their interpretation. The perceptually available 
objects, represented internally by object indexes, are linked to a second repre-
sentational layer, which indexes the entities under discussion. But this alone 
would not be very useful, as it would be equivalent to a language consisting only 
of nouns. However, once the assignment between an object and a conceptual 
token is in place, one can update one’s internal model of the discourse referent 
according to the information generated by the communicator. The information 
accumulation process should consider the actions performed on the symbol by 
a communicator or by the symbol itself in the case of autonomously dynamic 
stimuli (e.g., animation) and turn them into predicates attributed to the discourse 
referent. While a complete account of how predicates are conveyed with symbol 
objects is outside the scope of the current chapter, I will point out that the spa-
tiotemporal arrangements of symbols (spatial: drawings and graphs; spatiotem-
poral: animations, comic books) might be internally translated into predicates 
that apply to the discourse referent arguments that symbols stand for. While the 
relations the symbols enter and the actions the symbols engage in occur in phys-
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Figure 1.3. STAND-FOR relations between symbol objects and entities under discussion. 
The objects in the scene (in this illustration, the four individual drawings) cause mental 
representations of objects that index and track them. These indexes point further to a 
discourse referent layer, where descriptions are tokened from the conceptual system.
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ical space, the corresponding predicates need not have spatial meaning. While 
spatial relations in maps often preserve the spatial relations in the mapped terri-
tory, this is not always the case. In graphs, space often depicts various types of 
nonspatial magnitudes; in pretend play, when pretend-feeding toy animals, mov-
ing a pretend food item toward the toy’s mouth corresponds to feeding that item 
to the animal. 

In sum, nonlinguistic external representations are mentally represented in 
a propositional predicate–argument format. The symbols supply the arguments, 
and the spatiotemporal configurations the symbols are embedded in supply the 
predicates  (see Mussavifard, 2023, for a related proposal). In what follows, I will 5

continue to focus on the link between symbols and discourse referents more 
than on the relation between representations as a whole and the propositions 
they convey. 

1.3. Explanatory Scope: Representational Media 
One needs to identify the relevant communicative contexts to establish the 
STAND-FOR relation between an external object and a discourse referent (instead 
of merely tracking objects for, say, hunting). Humans often preface communica-
tive acts with ostensive signals (e.g., eye contact) that have this function precise-
ly: they inform the audience that communication is taking place (Scott-Phillips, 
2014; Sperber & Wilson, 1995). However, many communicative artifacts fulfill 
their function without ostensive signals or a communicator that is present (e.g., 
drawings, statues, movies, animations). Therefore, humans need experience with 
these classes of artifacts to be able to identify them as a class of objects which 
(i) have the function of conveying information; and (ii) establish their function 
partly by using objects to stand for discourse referents. 

In all these cases, the objects, together with the actions performed on 
them, create physical scenes through which communicators depict events, rela-
tions, and properties of the discourse referents (Clark, 2016). Setting up the links 
between physical symbols and discourse referents is fundamental to all forms of 
communication where the object indexing system of the interlocutor is recruited 
in the interpretive process. I outline several communicative devices that exploit 

 This is unlike language, which conveys both arguments and predicates by the same type of 5

symbols. Some predicates receive their own symbols in nonlinguistic representations as well but 
this is rare and may require conventionalization (e.g., arrows for movement).
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STAND-FOR relations below to illustrate the phenomenon’s ubiquity and a glimpse 
at the contents that can be conveyed via these relations. 

Consider narrative fiction. Both oral storytelling and written novels require 
the audience to set up multiple discourse referents to keep track of who does 
what to whom. But there are also many ways in which external symbols can be 
added to replace or supplement the linguistic narrative. Actors playing charac-
ters and props standing for objects give rise to theater and live-action movies; 
puppets operated from behind the stage give rise to puppet shows; static draw-
ings displayed in rapid succession give rise to animations; and static drawings 
displayed next to one another give rise to comic books. In all these cases, mind-
external entities (actors, puppets, animated figures) are temporary stand-ins for 
entities under discussion (fictional characters). The content of the “Snow White” 
fairy tale, for instance, can be rendered as a live-action movie, as a puppet 
show, or as an animation, as Figure 1.4 illustrates. 

Beyond fiction, procedures and rules can also be depicted in external rep-
resentations such as diagrams. The offside rule in European football, for in-
stance, states that “a player is in an offside position if any of their body parts, 
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Figure 1.4. The propositional content of “Snow White” can be depicted in a live-
action film (left), puppet show (center), or animation (right).
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except the hands and arms, are in the opponents’ half of the pitch, and closer to 
the opponents’ goal line than both the ball and the second-last opponent” (“Off-
side Association Football”, 2021). The rule is difficult to assimilate from language 
alone, at least not without parsing the above sentence several times. Figure 1.5 
provides a better pedagogical tool by depicting an instance of an offside spatial 
configuration. In this diagram, the blue circles stand for the attacking team, the 
red circles for the defending team, and the small white circle for the ball. Be-
cause the leftmost blue player is beyond the second-last red opponent (marked 
by the dotted line), they are not allowed to play the ball should they receive it 
while in this position. While the entire diagram illustrates a real-world rule, the 
symbols it consists of do not pick out any particular footballer or ball in the 
world. As with Snow White, one can teach the offside rule through other media, 
such as animations or props (e.g., by using bottles for the players and a bottle 
cap for the ball and manipulating the objects on a table in front of the audience). 

Scientific graphs, internet memes, and assembly instructions work in pre-
cisely the same way: visual objects are assigned a temporary conceptual identi-
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Figure 1.5. The blue dot/striker to the left of the dotted line is currently 
behind the second-last red dot/defender, and therefore in an offside 
position.C
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ty (by linguistic stipulation or iconic features) and used to convey information 
about the entities they represent (Figure 1.6). While external representations oc-
cur in space, the information predicated about the entities under discussion 
need not be spatial. For instance, in the graph on the left of Figure 1.6, space is 
used to convey magnitude, as customary in the Cartesian coordinate system. 

Before looking into the development of understanding representations, 
I would like to make a few conceptual clarifications often glossed over in the lit-
erature. I grouped puppet shows, drawings, animations, and live-action movies 
as a unitary class of stimuli and put forth a cognitive architecture that can han-
dle the basic requirements these stimuli have in common. In all these cases, 
I have claimed, communicators use perceptually available objects as temporary 
symbols for entities under discussion and convey information about the latter 
through the former, according to what the corresponding representational 
medium affords. 

Alternative ways of classifying representations, while related, miss this 
defining criterion. In her discussion of human uniqueness, Millikan (2017) points 
out that humans may be the only species that can deal with detached-content 
stimuli—stimuli that carry information about states of affairs that are distant in 
space or time and do not indicate their relation to the perceiver. She cites sen-
tences about absent entities, animal tracks, and video recordings as instances. 
According to Millikan’s classification, a video taken by a surveillance camera is 
equivalent to a video of a theatre play because the video contents are detached 
from the perceiver in both cases. However, only the second one counts as a rep-
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Figure 1.6. (Left to right) Scientific graph depicting the relation between length and width 
in three different flower species; internet meme depicting a relation between people and 
ideologies by exploiting a clichéd relationship dynamic; IKEA assembly instruction de-
picting how to mount the legs of a table.
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resentation involving STAND-FOR relations under my classification. What videos 
do is capture light patterns on film to allow humans to perceive the same stimuli 
from a temporal or spatial distance: devices for tele-perception. Their content is 
detached, in Millikan’s sense, but there need not be any symbols or discourse 
referents involved. Consider the difference between watching a theater play live 
and watching a recording. While the recording does add a layer of detachment 
(because the actors and props are not in the here and now), it does not add a 
representational layer over and above the one that links the actors and props to 
the characters, objects, and places the play is about.  

A further way of carving up the stimuli space has focused on the format in 
which the stimuli appear: three-dimensional versus two-dimensional (e.g., Pier-
routsakos & Troseth, 2003; e.g., Snow & Culham, 2021; Troseth & DeLoache, 
1998). While format may be statistically related to the property of being repre-
sentational, it is not logically related to it. Two-dimensional stimuli need not be 
symbolic, as the surveillance video example in the previous paragraph illus-
trates, and conversely, three-dimensional stimuli can be symbolic, as the theatre 
example shows. In sum, while two-dimensional stimuli with detached content, 
such as videos and pictures, are prevalently used symbolically in communica-
tion, their use—not their form—turns them into communicative stimuli. 

1.4. Development 
1.4.1. STAND-FOR Relations in Infants 

Little is known about infants’ early grasp of STAND-FOR relations. This topic has 
been under-addressed in developmental research, even though representational 
stimuli are routinely used to tap into infants’ cognitive processes (Packer & 
Moreno-Dulcey, 2022). 

Moreover, the little that is known has been used as evidence that infants 
do not possess an early symbol concept. On the one hand, infants discriminate 
perceptually 2D representations from 3D objects before their first birthday (De-
Loache et al., 1979) and correctly identify the objects represented, possibly even 
in the absence of experience (Hochberg & Brooks, 1962). This does not show 
that infants interpret the pictures as representations—that is, by establishing a 
link between an indexed object and a discourse referent. Instead, infants could 
respond to some other cue, such as surface similarity. On the other, while able 
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to discriminate between 2D and 3D stimuli, infants sometimes mistakenly treat 
photographs and videos as 3D objects (DeLoache et al., 1998; Pierroutsakos & 
Troseth, 2003). This is often cited as evidence against the notion that infants un-
derstand representations (DeLoache, 2004; Spelke, 2022).  

This is a questionable conclusion for at least three reasons. First, infants’ 
grasping behavior does not seem to be directed to the picture itself but to its 
content. When mistakenly treating photographs or videos as 3D objects, 9-
month-olds adjust their grabbing behaviors to the depictions of objects whose 
life-size would afford picking up; in other words, they are less likely to pick up a 
picture of a bed than that of a bottle (DeLoache & Burns, 1994). This suggests 
that some interpretive process over the symbol is already taking place. Second, 
the inference conflates the distinction between 2D and 3D stimuli with the dis-
tinction between representational and nonrepresentational stimuli. The only in-
ference that can be drawn is that infants do not yet understand what kind of 
thing 2D stimuli are, not that they do not understand symbols. Third, this conclu-
sion glosses over the fact that experience with a representational medium might 
be necessary before engaging with it appropriately. There is an apocryphal story 
about people running away from the screen the first time they saw the short 
Lumiére brothers movie depicting a train approaching the station. It is unclear 
whether this happened, but if it did, it would be absurd to conclude that these 
adults lacked representational understanding. What they would have lacked was 
knowledge about the medium, in particular its affordances and its interaction 
with the immediate surrounding environment. Coming back to infants, this surely 
is a body of knowledge they must build over time, perhaps guided by adult scaf-
folding and aided by the ostensive signals that mark objects as symbols. 

The earliest experimental evidence for the ability to represent symbolic 
relations comes from a neuroimaging experiment done on 5-month-old infants 
by Kabdebon and Dehaene-Lambertz (2019). Previous research had shown that 
young infants are sensitive to abstract syllabic structure, even in pseudo-words 
(Marcus et al., 1999). Still, there was as yet no evidence that the syllabic struc-
tures abstracted from the input (e.g., AAB) are mentally represented by a single 
variable (explicitly) or whether they are embedded in neural networks (implicitly). 
The authors reasoned that only if infants represent structures as a single vari-
able will they be able to easily pair them with an arbitrary stimulus such as an 
image. In the familiarization phase of their experiment, 5-month-old infants were 
presented with successive pairings of trisyllabic pseudo-words conforming to 
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the same syllable structure followed by a picture (e.g., AAB-structured words 
such as “nonofe”, “gagalu”, “titina” were followed by a cartoon fish; ABA-struc-
tured words such as “rutaru”, “kemike”, “ladila” were followed by a cartoon 
lion). At test, infants were presented with pairings between images and novel 
pseudo-words that either conformed to the same structure as in familiarization 
(on congruent trials) or did not (on incongruent trials). EEG data revealed (i) that 
infants learned the correct mappings from the abstract rule governing the pseu-
do-words to the corresponding image (Experiment 1); (ii) that they can do so even 
when one of the images is replaced by an arbitrary label (Experiment 2); (iii) and 
that this mapping is not merely predictive but bidirectional—the effects hold 
even when infants are tested on pairings presented in the opposite order from 
familiarization (the image is followed by the pseudo-words; Experiment 3).  

Kabdebon and Dehaene-Lambertz take the data to support the early 
emergence of cognitive operations that support symbolic relations—here, the 
relation between a picture and an abstract rule governing syllabic structure. 
While the study provides good evidence that infants represent abstract syllable 
structures with internal mental symbols (otherwise, it would not have been as 
easy to pair an external stimulus, such as a picture, with a syllabic rule), it re-
mains unclear whether infants interpreted the pictures themselves using the ar-
chitecture in Section 1.2. This would have been the case if infants took an ab-
stract rule governing syllabic structure (e.g., AAB) as a concept of which the 
pseudo-words (e.g., “nonofe”) are tokens. Under this account, infants learned 
during familiarization that a picture always stands for tokens of the same con-
cept and detected a semantic violation when it did not. However, this requires 
the assumption that the pseudo-words themselves are conceived of as dis-
course referents, which seems far-fetched, at least at this age. In addition, two 
other possibilities seem more likely. First, infants may have taken the pseudo-
words to be the symbols—and the pictures the referents—rather than the other 
way around (Spelke, 2022). In this case, the study would not show anything 
about visual symbols since the symbols would have been linguistic. Second, in-
fants may have interpreted both the pseudo-words and the pictures as symbols 
(e.g., for an absent referent) and figured out the systematic relations between 
them. In this case, the data would be silent on the early emergence of STAND-FOR 
relations because the relation between a symbol and its referent would not have 
been tested. 
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1.4.2. STAND-FOR Relations in Toddlers and Children 

If the infant literature on STAND-FOR relations as conceived in the current chapter 
is sparse, the literature on early pretend play  offers plenty of insight into the 6

links between symbols and discourse referents. As object substitution pretense 
requires children to set up precisely such relations, early competence in this 
domain implies the early emergence of this capacity. Typically, a pretend play 
setup involves toys or neutral objects and an adult experimenter who stipulates 
pretend identities on props, gives children some information about them, then 
prompts the children to act on the objects or manipulates the objects herself 
according to simple scenarios. 

 For expository purposes, I  will use “pretend play” and “object substitution pretense” inter6 -
changeably, but I will note here that there are cases of pretending that do not involve props in a 
straightforward way (e.g., when the caregiver pretends they are a wolf). These cases may also re-
quire receivers to set up STAND-FOR relations but the fine-grained distinctions between these cases 
and the object substitution ones go beyond the scope of the current chapter.

21

can be used for 
feeding only 
once

gorilla spills imaginary 
red paint over horse

How does the horse look like now?

BA

carrot banana

Figure 1.7. (A) Schematic representation of Harris and Kavanaugh (1993, Experiment 1). 
After mapping the orange blocks to carrots, and the yellow blocks to bananas, 2-year-
olds perform pretend actions according to preference: carrots to horses, bananas to 
gorillas. A block is no longer a good candidate for feeding after having been used al-
ready, even though it is still physically present in the scene. (B) Schematic representa-
tion of Kavanaugh and Harris (1994, Experiment 2). If the experimenter pretends that 
the gorilla spilled paint over the horse and asks 2-year-olds how the horse looks now, 
they choose the picture depicting the imaginary transformation.
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By their second year of life, children choose the correct prop for different 
pretense actions (Bosco et al., 2006; Harris & Kavanaugh, 1993). If they are faced 
with a toy gorilla and a toy horse and with orange and yellow blocks that they 
are told stand for carrots and bananas, respectively, they will feed the two ani-
mals their preferred food by choosing the appropriate blocks. Two-year-olds can 
also follow predicated causal transformations undergone by the discourse ref-
erents (not the symbols). They refrain, for instance, from using a banana block if 
the gorilla has eaten it already, even though the block is still physically present 
in the scene (Figure 1.7A). 

Moreover, 2-year-olds can select pictures representing the imaginary 
transformations that an experimenter enacts. In one scenario (Figure 1.7B), the 
experimenter pretended that the gorilla spilled red paint over the horse (by 
prompting the child to pretend that the empty container contained imaginary 
red paint and tilting it over the horse). Children were then shown two pictures, 
one depicting a toy horse identical to the one in front of them, the other depict-
ing a similar-looking horse colored red. When asked to show how the horse 
looks now, toddlers pointed to the picture depicting a red horse, ignoring the 
perceptual similarity between the other picture and the toy horse in front of 
them (Harris et al., 1997; Kavanaugh & Harris, 1994). In other words, they can 
answer questions based on what is being predicated about the discourse refer-
ents, which overrides the appearance of the physical objects in front of them.  

It is possible, of course, that children at this age take the stipulated map-
pings as kind membership predication rather than a temporary assignment func-
tion (“orange block ∈ {CARROTS}” instead of “orange block ← carrot”). However, 
this does not seem to be the case, as young children keep symbol–discourse 
referent assignments distinct across both discourses and speakers (Andrasi et 
al., 2022; Harris & Kavanaugh, 1993; Wyman et al., 2009), suggesting that the re-
lations created by the assignment are discourse-specific and temporary. To add 
to the evidence that symbols and discourse referents are kept apart, children 
rarely confuse imaginary and actual events (Bourchier & Davis, 2002; Weisberg, 
2015), they keep make-believe identities distinct across contexts and speakers 
(Wyman et al., 2009), and they do not think that pretend objects materialize 
(Golomb & Galasso, 1995; Woolley & Phelps, 1994). 

Finally, these experiments also support the reality of the tokening and 
predicate application operations. Otherwise, toddlers would be unable to follow 
the experimenter’s stipulations (e.g., yellow block ← banana) or the events de-
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picted subsequently (e.g., the horse getting covered in red paint). These opera-
tions work in a top-down manner, as they are unrelated not only to any immedi-
ate percept but to any percept whatsoever. In typical object substitution pre-
tense, there is no specific object that the props stand for—neither the horse nor 
the food morsels have real-world counterparts. Thus, there is no mental repre-
sentation of a particular object the toddler can access when keeping track of 
what is happening. Instead, she will need to create these representations from 
scratch via her internal conceptual system that can generate descriptions based 
on the experimenter’s stipulations. On top of that, toddlers’ conceptual system 
seems to be at work even for predicate application, given that they compute the 
implications of the propositions explicitly conveyed by the experimenter. When 
the experimenter communicates that the gorilla tilted the bucket over the horse, 
the imaginary paint is assumed to behave like ordinary paint: it is subject to grav-
ity and stains the unlucky individuals it intersects on its way down.  

Early object substitution pretense thus suggests that the ability to set up 
local relations between symbols and discourse referents emerges early in de-
velopment. Two-year-olds can assign a temporary label Y to a spatiotemporally 
trackable object X (X ← Y) and do this in a way that preserves the distinction 
between X and Y. This is shown by the fact that assignments are discarded when 
the pretense is over, so that the object X becomes free to stand for new dis-
course referents. Glossed this way, pretend play is a subspecies of communica-
tive exchange, much like drawings, animations, and other media that rely on the 
interface between object indexing and discourse referents. Thus, pretend play is 
not a standalone cognitive feat but a manifestation of a cognitive subsystem that 
handles a broad class of stimuli. I have dedicated an entire subsection to it be-
cause it provides an excellent case study for the architecture in Section 1.2, as it 
exhibits all the components I am advocating for. In addition, pretend play allows 
researchers to be sure that toddlers do not confuse symbols and discourse ref-
erents . I am not the first to notice the parallels between pretend play and other 7

representations (e.g., aesthetics: Gombrich, 1963, Chapter 1; Walton, 1990; lin-
guistics: Clark, 2016; psychology: Piaget 1945/1962, Vygotsky, 1966/2015), but 

 This, however, does not imply that symbols and discourse referents are not allowed to coincide 7

in external representations. Nothing in the architecture stops a symbol from standing for itself 
(e.g., actors playing themselves in movies; illustrating what happened to my phone yesterday via 
my phone). In such cases, there will still be two mental representations involved—one for the 
symbol, the other for the discourse referent—but the objects in the world these representations 
pick out will coincide.
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there are few accounts of the cognitive mechanism underlying the capacity to 
interpret objects as symbols of other entities writ large. I  turn to them in the 
next section. 

1.5. Alternative Explanations 
1.5.1. The Decoupling Account  

The first extended cognitive account of pretend play is Leslie’s (1987) meta-rep-
resentational model. Leslie was the first to point out that pretense shares critical 
features with the semantics of mental state verbs. One can thus believe/pretend 
that this cup is empty (even though it is full), that this cup is a seashell (even 
though it is not), or that there is a second cup on the table (even though there is 
none). Like BELIEVE, the PRETEND predicate also blocks inference to the truth of 
the embedded proposition in all these cases. Based on this parallelism, Leslie 
argued that toddlers should quarantine pretense representations to avoid their 
representations about the world becoming corrupted by pretense-induced mis-
representations. He assumed that toddlers start a pretend play game with a 
primary mental representation that accurately captures the perceived scene 
(e.g., “This object is a banana”). They then create a copy of this primary repre-
sentation that is decoupled from its regular input–output relations and that can 
be modified based on the pretend play stipulations (e.g., “This banana is a 
phone”). Decoupling ensures quarantining, so toddlers will not leave the pretend 
play episode with phony ideas about bananas. 

Subsequent theorists have added the claim that fictional propositions 
should also be stored away from representations about the real world. The be-
havioral account (Lillard, 2001; Nichols & Stich, 2000) postulated a Possible 
Worlds Box that separates pretend contents from the rest of the cognitive sys-
tem. A prominent evolutionary model (Cosmides & Tooby, 2000) argued for a 
system of scope tags that travel along with representations and block upward 
inference accordingly. Regardless of implementation, there has been widespread 
agreement that pretend representations must be stored separately from reality 
representations (Lillard et al., 2011; Weisberg, 2015; Wyman et al., 2009). 

However, I have reasons to think that decoupling and quarantining are not 
needed to account for object substitution pretense. Children could keep the on-
tology of bananas and phones straight not by decoupling but by not categorizing 
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the prop as a banana in the first place. Recall that the function of the indexing 
system is to track identity, which does not require attaching a conceptual de-
scription to the symbol. If the prop is not categorized as a banana to begin with, 
children will not come to believe that bananas are phones.  

At the token level, though, children may come to falsely believe that this 
prop is a phone, even if they do not represent it as a banana. But is it the case 
that children need a representation with the content “this is a phone” when pre-
tending that the banana is a phone? In language, it is evident that words are not 
their referents, so nobody assumes that there is a quarantined representation 
with the content “‘banana’  = banana”. In graphs, this analysis does not make 
much sense either. Humans do not suppose that the diamond is the mean of the 
distribution; it merely stands for it. Analogously, in pretending with props, hu-
mans use physically available objects to convey information about discourse 
referents. Therefore, the relations one sets up in pretense only hold between an 
object index and a discourse referent, and they need not involve the IS-A predi-
cate at all. The assignment from the symbol objects to the discourse referent is 
an instance of STAND-FOR stipulation, not of kind membership predication. As a 
result, the proposition “this banana is a phone” will never be entertained.  

Moreover, if pretending that the banana is a phone involves a decoupled 
representation with the content “the banana is a phone”, whatever predicates 
are ascribed to the phone will be attributed to an object that is a banana as well. 
But it does not make sense for a banana to be used to (pretend) call anybody. 
That predicate only applies to the phone that the banana currently stands for. 

What about the discourse referent layer, considered separately from the 
symbols? The symbol–referent links are orthogonal to the way in which the dis-
course referent layer relates to the world. Humans can use props for depicting 
specific events (how Brutus killed Caesar), generic states of affairs (how 
corkscrews work), or fictional content (how Batman killed Joker, how dragons 
look like). If the content holds only in a fictional world, quarantining might start 
to play a role. But in this case, there is no need to come up with pretense-specif-
ic quarantining because the same problem arises for language, which can be 
used to talk about anything, factual or fictional. Therefore, the quarantining in 
pretense should be the same as for any communicative act. The parallels be-
tween pretend play and communication have been noted before (e.g., Friedman, 
2013; Leslie & Happé, 1989), but the cognitive implications of the parallelism 
have not been fully spelled out, to the best of my knowledge. 
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On the other hand, the claim that decoupling is needed as an explicit op-
eration rests on the tacit assumption that the default propositional attitude to 
mental representation is BELIEF and that the contents extracted from external 
representations must be quarantined lest they contaminate children’s beliefs 
with false contents. But, as already noted, it could well be that infants do not 
automatically enter a BELIEF relation to the mental representations they create 
based on the external representations they interpret. If the contents of external 
representations are not in danger of being encoded as beliefs, there is no need 
for an additional decoupling operation.  

In any case, one must not lump together the structure of pretense (X ← Y) 
with the ontological status of Y, failing to discriminate format and content. If 
these are, in fact, two separate issues, children should be able to learn from pre-
tense despite the alleged need to quarantine. While there is not much data re-
garding toddlers’ learning from pretense, recent studies have shown that 
preschoolers learn generic information from pretense (Baer & Friedman, 2016; 
Hopkins et al., 2015; Sutherland & Friedman, 2012). In these studies, 3–5-year-
old children were taught new facts about a known category (that dogs are afraid 
of raccoons) or about a new category (that “nerps” like apples) with props. Chil-
dren extended what they learned to new exemplars but not to the props used 
during learning. In addition, if a speaker who did not witness the pretense stipu-
lation asked for the new category, they did not even consider the props as good 
candidates to offer to the new speaker, indicating that symbol–referent assign-
ments are local (and thus automatically quarantined). When children were en-
couraged by Experimenter 1 to pretend that screwdrivers are “sprocks”, they 
were less likely to give a screwdriver to Experimenter 2 when she asked them 
for a “sprock” (Hopkins et al., 2015). Preschoolers can thus learn new informa-
tion about the world from object substitution pretense, as expected if pretend 
play is a subspecies of human communication. 

In sum, the consensus surrounding the need to quarantine the mental rep-
resentations involved in pretend play relies on the mistaken assumption that IS-A 
relations are the only possible way to link props to referents . But if children 8

have access to STAND-FOR relations too, the need for decoupling disappears—at 

 This assumption may be prevalent because of a blind spot that sometimes surfaces in everyday 8

usage too, as language often fails to mark STAND-FOR relations explicitly. For instance, the US anti-
narcotics campaign poster showed a fried egg next to the slogan “This is your brain on drugs”—
the intended reading was most likely not the literal one. In Chapter 3, I will present evidence that 
infants can interpret such predicative expression as stipulating STAND-FOR relations.
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least when it comes to the format of object substitution pretense. When it 
comes to content, things become murkier. On the one hand, positing indiscrimi-
nate quarantining and decoupling leads to wrong predictions, as preschoolers 
should not be able to learn about Y based on the quarantined assignment 
X ← Y. Taking a step back from pretense, consider once again Figure 1.5, where 
the colored dots do not pick out any particular football players, yet the repre-
sentation as a whole is used to teach a piece of real-world knowledge: what off-
side is in European football. Thus, the relation between what a representation 
depicts and what it is rational to learn from it is not as straightforward as to al-
low us to discern what exactly should be quarantined. On the other hand, quar-
antining and decoupling may not be needed as additional operations, as repre-
sentations may not be interpreted in relation to the real world by default. In the 
following subsection, I offer an interpretation of children’s seeming failure to un-
derstand pictures, videos, and scale models along these very lines and broaden 
the discussion by including other representational media. 

1.5.2. The Dual Representation Account 

Infants and toddlers, including those who already engage in pretend play, are 
often not credited with understanding nonlinguistic representations (e.g., De-
Loache, 2004; Perner, 1991; Spelke, 2022). In this section, I will go through sever-
al reasons which underlie this skepticism and argue that they are not well-
founded. I will revisit the data on how infants and young toddlers deal with vis-
ual representations in the lab as well as several alternative explanations that 
have been put forth to account for the discrepancy between interpreting and 
using representations. 

As noted in Section 1.1, research on visual representations has focused on 
representations that stand in a one-to-one relation with things in the world (De-
Loache, 1987, 1991, 2004; Tomasello et al., 1999). Empirical research revealed 
that 2-year-olds are at chance in object retrieval tasks if they are shown where 
the object is via pictures, video, or scale models (DeLoache, 1991; Troseth & De-
Loache, 1998). In these studies, children must find a toy hidden by the experi-
menter in a room with which they had previously been familiarized. In picture 
studies, the experimenter shows children a photograph of the room, points to 
the corresponding location (e.g., to the chair), and tells them that she hid the toy 
there (DeLoache, 1991). In scale model studies, the experimenter does the same 
on a miniature version of the room (DeLoache, 1987). In video studies, children 
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watch the entire hiding event on TV (Troseth & DeLoache, 1998). Since it is not 
before their third birthday that children reliably pass all three tasks, DeLoache 
(2004) concluded that grasping and exploiting external representations under-
goes a protracted development because children have to overcome a dual rep-
resentation problem (see DeLoache, 2004, for a review): a nonlinguistic repre-
sentation represents an object while being an object itself. This would make it 
harder for young children to perform adequately in these tasks because they do 
not have the executive resources to simultaneously represent a symbol as an 
object and as its referent. 

I  think this line of explanation is plausible but not for the age group that 
DeLoache had in mind. If attentional resources are limited in the way DeLoache 
suggests and if it takes time to allocate them properly (by learning or by matura-
tion), testing infants’ understanding of symbolic objects may underestimate their 
competence if such stimuli trigger other cognitive subsystems, such as the core 
object system (Spelke, 1990, 2022). Above 18 months, however, toddlers do not 
encounter any dual representation problem when engaging in pretend play, even 
though the representational requirements are the same: they deal with objects 
that stand for something else while being objects themselves. Thus, their failure 
at two years to retrieve an object from information received via an external rep-
resentation cannot be attributed to a problem they have already overcome. In 
addition, children are aware of the dual nature of representational objects earli-
er than DeLoache’s studies suggest, as they can reason about both symbol and 
referent when pragmatic context differentially highlights one of the two aspects 
of a representation (Preissler & Bloom, 2007). For instance, when 2-year-olds are 
shown a line drawing of a new object and told either “This is a dax” or “My 
brother keeps this in the wallet”, they assume the former refers to the depicted 
object, while the latter refers to the picture.  

One feature distinguishing DeLoache’s tasks from object substitution pre-
tense is their relation to the world. All her tasks require children to link the in-
formation they obtain via pictures, videos, or scale models to a state of affairs 
that holds in the here and now. However, as already noted, this does not have to 
be the only way representations are interpreted—not even the default. If repre-
sentations of states of affairs involving particular objects are only a subclass of 
external representations, one cannot generalize toddlers’ failures from a subset 
to the entire class. It is thus possible that understanding representations of par-
ticular objects and events requires an additional step of linking the discourse 
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referent layer to actual objects and events, which may go beyond 2-year-olds’ 
cognitive repertoire. This can occur because children need to learn that external 
representations can be used to inform about a particular state of affairs, be-
cause there is an additional relation that needs to be computed (discourse ref-
erents–world), or both. 

Counterintuitive though this may be, consider a scenario in which a child 
pretending that a banana is a phone is asked to go find the phone. She will be 
dumbfounded, as she has not assumed that there is a phone out there that the 
banana refers to. If this is the default interpretation, it might take children time 
to learn that representations can also be linked to actual states of affairs. Alter-
natively, the additional step of linking a representation to the real world may tax 
the child’s cognitive resources. While I favor the first option, the second possibil-
ity is supported by the prevalence of perseveration errors in DeLoache’s task. 
Suddendorf (2003) replicated 2-year-olds’ failure across several trials in the re-
trieval task found by DeLoache but noticed that they retrieved the object above 
chance on the first trial. Hypothesizing that performance on later trials may be 
impeded because children go back to the location from the first trial, Sudden-
dorf modified the paradigm and introduced separate target rooms for each trial. 
Consistent with the hypothesis, 2-year-olds were above chance in their average 
responses when the target room changed on each trial. But whichever cause un-
derlies children’s failures in DeLoache’s tasks, neither implies a failure to under-
stand representations. 

1.5.3. The Conceptual Deficit Account 

Alternatively, one could reject the claim that the phenomena under discussion 
involve representational understanding, from object substitution pretense to De-
Loache’s object retrieval tasks. This is the path Perner (1991) takes. He denies 
that pretend play should be treated as evidence of symbolic understanding. For 
him, one cannot attribute a cognitive system with understanding representations 
unless the representational relation between the medium and the content is it-
self represented. As young children do not possess this capacity yet, Perner opts 
for a behavioral account. For him, infants do not understand the banana as a 
symbol for a phone but create a separate representation with the content “the 
banana is a phone” and act as if the decoupled representation were accurate. 
I agree with Perner that the representational relation itself is not represented in 
early childhood, but this is not the litmus test for attributing a cognitive capacity 
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to an organism—depth perception does not require an explicit representation of 
depth. Analogously, STAND-FOR relations may be embedded in humans’ cognitive 
architecture without being explicitly represented by a standalone concept. Thus, 
singling out the behavioral as-if account as the only alternative to representa-
tional understanding poses a false dilemma. The explicit understanding account 
and the as-if account are not the only possible options.  

Moreover, the behavioral account has several drawbacks. The first two 
concern wrong predictions for pretense and have been rightly noted by Fried-
man and Leslie (2007). First, the account creates a double-edged sword for itself 
regarding pretense recognition. On the one hand, children driven by the percep-
tual similarity between actions will have difficulty distinguishing actual from as-if 
behavior. One might be tempted to invoke ostensive manner cues (e.g., smiling 
or exaggerated motion) as a guide to the distinction, but the behavioral account 
does not have this option. Manner cues will necessarily match the behavior to a 
lesser degree (e.g., smiling when pretending that the banana is a phone is not 
necessarily what one does when holding an actual phone), so pretense recogni-
tion should be hindered in these situations instead of aided. Second, pretense 
based on sound effects should not occur. A child observing an adult moving a 
pencil on the table while saying “vroom, vroom” could not interpret the pencil as 
a car because this is not what one would do if the pencil were a car. 

The remaining two problems stem from not linking pretend play to the 
larger class of external representations of which pretend play should be consid-
ered a subspecies. While the as-if account may explain a subset of pretend play 
scenarios, it stops making sense once other representational media are consid-
ered. Suppose the legend of a graph stipulates that the circle on the figure rep-
resents the mean of the depicted distribution. In that case, there is no sensible 
way to construe an interpretation under the as-if account. What would it even 
mean to behave as if the circle were the mean? Finally, I suspect an analogous 
developmental procession also holds for language. Interpreting words as sym-
bols and sentences as representations precedes metalinguistic awareness, yet 
there is no reason to postulate an analogous behavioral as-if account for early 
language understanding . 9

 I do not want to overstate the parallelism to language. STAND-FOR relations may not be needed in 9

word understanding because words cannot be tracked spatially. Symbol objects, on the other 
hand, must be tracked so that the predicates can be applied to the right arguments.
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Another argument pursued by Perner (1991) rests on toddlers’ seeming 
failure to understand that a single representation can have multiple meanings 
and that representations can misrepresent. Regarding the multiple-meanings is-
sue, Perner’s claim is ambiguous between two different readings, depending on 
whether time is taken into account. On the first reading, infants should not be 
able to assign multiple meanings to a single symbol across discourses but they 
are: two-year-olds are happy to use props as stand-ins for different entities 
across discourses (Harris & Kavanaugh, 1993; Wyman et al., 2009).  

On the second reading, which is probably closer to what Perner had in 
mind, infants should understand not only that a representation means something 
but also that it could have meant something else. Why this should be the case is 
far from clear. If communicators convey their intended meaning well, represen-
tations turn out unambiguous and thus have a single meaning, which the audi-
ence can retrieve. Whenever explicit stipulation is involved (e.g., in pretend play 
or in graph legends), one might not entertain multiple meanings because the in-
ferential work required for retrieving the meaning would considerably reduce. In 
the case of ambiguous symbols (e.g., a drawing that looks both like a lollipop 
and a balloon), multiple meanings may have to be entertained before bringing 
the discourse referent under a conceptual description. In those cases, younger 
children may fail to consider multiple meanings for unrelated reasons. Children 
at this age seem to sample one answer from a distribution instead of simultane-
ously entertaining multiple possibilities (Leahy & Carey, 2020). But even in such 
cases, the idea that multiple meanings should be considered seems misguided, 
as the interpretive process must eventually converge on a single meaning.  

As for misrepresentation, it may well be true that children realize only lat-
er that representations can misrepresent. This, however, might occur not be-
cause they do not understand representations but because the discourse refer-
ent layer (i.e., the content of the representation) is not linked to any real-world 
state of affairs, which would allow verification. At this point, representations 
cannot misrepresent by definition.  

1.5.4. The Linguistic Account 

Yet another possibility is to accept that pretend play, drawings, and scale mod-
els require representational understanding but to reject the notion that the un-
derlying capacity is a primitive of the cognitive system. Rakoczy et al. (2005) 
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start by distinguishing referring from non-referring symbols and acknowledge 
that pretend play requires a proto-symbolic capacity—not a fully symbolic one
—because the referents of props in pretense are not related to the world and 
because the symbolic operation that toddlers do when pretending is projecting a 
kind onto the prop. If semantic completeness is considered necessary for ascrib-
ing a fully symbolic capacity, this reduces to a terminological difference of little 
consequence. However, there are problems with the claim that pretend play 
amounts to projecting a kind property onto an object prop (e.g., in pretense, a 
banana does not represent a phone, but rather the generic phone-ness 
property). In some cases, this may be enough. If somebody tells you, “This is a 
great device”, while holding up their newest smartphone, you know that the 
predicated property is not restricted to that particular device but to the generic 
model that the device instantiates. In such cases, it has been argued that objects 
are symbols of their kinds (Csibra & Shamsudheen, 2015). However, problems 
will crop up when two different symbols stand for the same type of thing, in 
which case the two symbols will have the same meaning. In other words, types 
are not suited for the individuation required by STAND-FOR relations; only tokens 
are (Brody, 2020). In addition, 2-year-olds understand predicates that can only 
be applied at the token level, suggesting that they are beyond mere property 
projection. When pretending that a yellow block is a banana that has been fed to 
a toy gorilla (Harris & Kavanaugh, 1993), infants refrain from offering the same 
yellow block to the gorilla a second time. This would not be possible if the yel-
low block stands for the kind, as the property of being eaten can only be as-
cribed to a token of the kind. In sum, one of the reasons behind qualifying young 
children’s symbolic capacities as “proto” needs to be dropped. 

Rakoczy et al. (2005) go on to offer a cultural learning account for under-
standing representations built around shared enculturation, intentionality, and 
natural language acquisition. While enculturation may play a role in dictating 
which types of stimuli are to be used and interpreted as representations, I do 
not see how enculturation could create a cognitive architecture from scratch. 
I will thus focus on the cognitive preconditions for interpreting objects as sym-
bols that Rakoczy et al. (2005) put forth. 

On the one hand, Rakoczy et al. (2005) argue that understanding intentions 
must precede understanding symbols because symbolic objects have meaning 
only by virtue of their user’s intentions. While a thorough examination of the 
connection between symbol understanding and intention attribution goes be-
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yond the scope of the present chapter, I would like to note two points. First, 
Rakoczy et al.’s observation is probably true as a metaphysical statement. How-
ever, metaphysics and psychology need not overlap, so the move from meta-
physics to psychology cannot be made without further argument. While it is true 
that mass is a necessary condition for objecthood (as intentions may be for 
symbols), it does not follow that mass needs to be represented when reasoning 
about mid-sized objects, as indeed it is not (Spelke, 1990, 2022). Second, a self-
consistent psychological account of interpreting communication as a type of ac-
tion without resorting to intention ascription is both possible and developmen-
tally plausible (Mussavifard, 2023). If interpreting external symbols only requires 
establishing links between an object layer and a discourse referent layer (Sec-
tion 1.2), attributing intentions to the communicator will be superfluous, at least 
on some occasions. What will matter is learning which stimuli in the environment 
are to be interpreted this way, for which I  expect ostensive signals and adult 
scaffolding to play an important role (Csibra, 2010; Lillard & Witherington, 2004). 

On the other, Rakoczy et al. consider language a precondition for under-
standing objects as symbols. The central argument hinges on the fact that sym-
bols must always be brought under some description when interpreted. While 
this fits nicely with the notion that discourse referents are headed by descrip-
tions, the conclusion about the necessity of natural language is valid only if one 
denies preverbal infants the ability to generate such descriptions some other 
way. And there are at least two ways that bypass natural language. First, pre-
verbal infants might possess a language of thought—an internal, open-ended, 
and language-like system that combines primitive units into arbitrarily complex 
expressions (Fodor, 1975). An innate language of thought would render natural 
language unnecessary by generating the conceptual descriptions itself. Second, 
if concepts in core systems could be fed as inputs to the tokening function, this 
would be enough for the referents to be brought under a description (e.g., AGENT, 
OBJECT) even in the absence of a language of thought . 10

An additional argument against the notion that linguistic input is required 
comes from studies of deaf children born to hearing parents who are not ex-
posed to natural language in early development. However, these children invent 
their own gestures, which map neatly onto the distinctions in Section 1.2.5: they 

 Linguistic descriptions (e.g., “suppose this is my car”) may be required to connect symbols to 10

real-world particulars, especially when the referent is not present in the scene.
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invent gestures for discourse referents and for predicates that apply to the dis-
course referent arguments (Goldin-Meadow, 2005).  

Finally, Rakoczy et al. (2005) draw on training studies to argue that lan-
guage plays a crucial role in the development of pretense. In one study (Rakoczy 
et al., 2006), children exposed to explicit discourse for pretense (e.g., “I pretend 
that this stone is an apple, but really it is a stone”) outperformed a control group 
exposed to pretense without explicit discourse. This evidence is used to argue 
that language also plays a causal role outside the lab. But if “causal” means 
“necessary”, no such conclusion follows: words facilitate category formation 
(Waxman & Markow, 1995) without being necessary for category formation. 

Rakoczy et al. (2005) are not alone in assuming that understanding objects 
as symbols rests on natural language. Spelke (2022, Chapter 10) also opposes 
the idea that infants interpret nonlinguistic stimuli as representational, citing in-
fants’ seemingly non-symbolic behavior toward pictures as evidence. I have not-
ed the difficulty of interpreting these data (Section 1.4.1). Nevertheless, even if 
infants do not interpret pictures as symbols initially, the conclusion that the 
symbolic nature of pictures must be derived from language cannot be valid. By 
this token, if very young infants do not expect words to be symbolic, one should 
conclude that they derive this from language—not a promising avenue.  

Given that infants seem to be quite open to the types of entities that carry 
meaning (e.g., spoken language, signed gestures), an equally plausible story is 
that infants have a broad symbol concept but need to figure out what classes of 
stimuli around them are used as symbols, which should take time. Finally, sym-
bol objects may mask infants’ competence with symbols because, unlike words, 
objects trigger other core domains. But above all, I fail to see any plausible story 
about how infants would draw on the symbolic character of language to under-
stand the symbolic function of other kinds of stimuli. 

1.5.5. The Flagging Account 

The proposal closest in form to the one I  have defended is Harris and Ka-
vanaugh’s (1993) flagging model of pretense. According to them, children engag-
ing in object substitution pretense have two operations at their disposal. First, 
they can attach a flag to a mental representation of a prop to keep track of the 
make-believe identities (e.g., this yellow brick = make-believe banana). This cor-
responds to the assignment and tokening operations in the architecture outlined 
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in Section 1.2. Second, they can edit these flags to keep track of pretend action 
consequences on the action participants (e.g., this make-believe banana has 
been eaten). This corresponds to the predicate application procedure, which 
takes the actions performed on a given symbol and turns them into properties 
ascribed to the discourse referent.  

In addition, Harris and Kavanaugh explicitly linked pretense to story com-
prehension, which the introduction of discourse referents in my account also im-
plies. However, the flagging model has two shortcomings. On the one hand, the 
flagging operations were specifically introduced to account for object substitu-
tion pretense, not for external representations writ large. On the other, Harris 
and Kavanaugh (1993) failed to notice that the relevant relation is not a quaran-
tined identity relation (e.g., brick = banana) but a representational one (e.g., brick 
STANDS FOR banana). Thus, the flagging model introduces mechanisms that do not 
generalize to other communicative media, thereby overfitting the data to pre-
tend play. Moreover, Harris (2000) argued that pretend play is conducive to 
imagination, simulation, and counterfactual thought—capacities that need not 
be exercised in pretense, at least in setting up the relevant symbol–referent rela-
tions. Indeed, the creativity of children’s pretend play in production is quite lim-
ited initially, as they mostly imitate what they see adults doing (Adair & Car-
ruthers, 2022; Harris, 2021; Striano et al., 2001). 

1.5.6. Summary 

On the one hand, the accounts put forth specifically for pretense fail to ac-
knowledge how similar pretend play is to other representational media (Harris, 
2000; Leslie, 1987). Because of this, these accounts propose mechanisms such 
as decoupling, which become superfluous once recognizing that pretend play 
should be aligned with drawings, animations, and the like. On the other, the ac-
counts that attempt to explain representational understanding writ large suffer 
from not taking pretend play seriously enough (DeLoache, 2004; Perner, 1991) or 
from glossing it as a derived competence based on theory of mind or language 
(Rakoczy et al., 2005; Spelke, 2022). Based on the current data and theoretical 
considerations, there is no good reason to conclude that understanding nonlin-
guistic representations is a late achievement in human childhood, nor that it de-
pends on other cognitive faculties. Instead, the capacity emerges earlier than is 
usually assumed and covers a broader range of phenomena than is often ac-
knowledged.  
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1.6. Conclusion 
The ability to interpret STAND-FOR relations between object symbols and entities 
under discussion builds on two representational layers, object indexes and dis-
course referents, only one of which concerns objects in the here and now—the 
object indexing layer. On top of the two layers, two simple functions are at work: 
(i) tokening, which tags discourse referents with descriptions generated by the 
conceptual system; and (ii) assignment, which creates local relations between 
the symbol objects and the discourse referents. This cognitive structure is avail-
able early in development, at most by age two, when toddlers’ pretend play ex-
hibits all these architectural components.  

Carving the explanandum this way is parsimonious, as it brings several su-
perficially different phenomena under a single umbrella (drawings, diagrams, an-
imation, movies, graphs, assembly instructions, and memes). An explanation that 
posits a specialized cognitive architecture provides a more robust account of 
pretend play by allowing a distinction between its format and contents. As a re-
sult, quarantining is no longer required. Because the system uses a pointer archi-
tecture, the need for quarantining stipulations is lifted away. Because the dis-
course referents are spatiotemporally undefined by default, the need to quaran-
tine contents at the token level is also removed. And because pretend play is a 
representational activity, quarantining at the type level should not be expected 
either. Pretend play depictions can be used to teach and learn information about 
the world, just like language or any other representational system.  

From a theoretical perspective, this line of investigation can inform several 
central discussions on human cognition, among which human uniqueness (Dea-
con, 1997), the language of thought (Dehaene et al., 2022), and the possibility of 
a species-specific core knowledge of symbols (Spelke, 2022; Spelke & Kinzler, 
2007). From a methodological perspective, this research program is immediately 
relevant to psychology, as many experiments use stimuli that might be interpret-
ed via STAND-FOR relations: animations, pictures, and puppet shows. If this is 
right, care must be exercised. If a cognitive subsystem different from ordinary 
perception underlies humans’ interpretation of puppet shows, animations, and 
pictures, psychologists should explore the implications of using experimental 
stimuli that fall under its scope. This may have unintended effects both on par-
ticipants’ responses to such stimuli and on the scope of the theoretical models 
built on such data. 
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Chapter 2. For 19-Month-Olds, What 
Happens On-Screen Stays On-Screen 

2.1. Introduction 
Humans rely extensively on external representations in communication: draw-
ings for objects, maps for space, calendars for time, and language for virtually 
anything they can think of. This capacity allows humans to transcend their im-
mediate environment and gather information about distal states of affairs from 
proximal sources by decoupling incoming percepts, which necessarily reach the 
senses in the here and now, from the information carried by those percepts (It-
telson, 1996; Millikan, 2017). 

Representations can carry information about at least two types of content. 
On the one hand, humans use representations to convey information about indi-
viduals in the world: the proper name Barack Obama refers to the former Presi-
dent of the United States; a map of London represents the spatial layout of the 
same city; a child’s drawing of her teddy bear stands in for her favorite toy 
(while the toy itself does not represent any particular bear). On the other, the 
very same representational vehicles can be used to communicate about non-
specific or fictional entities too: the proper name Batman picks out a well-known 
fictional character; a map of Hogwarts represents spatial relations of a place 
that can never be visited; a child’s drawing of a house need not pick out any par-
ticular house outside her mind. By definition, these entities can be accessed via 
representations only. 

Consider Heider and Simmel’s (1944) short animations of geometrical 
shapes moving around. When adults are asked to describe such clips, they re-
spond as if they talked about real agents. They attribute to them goals, desires, 
and intentions: the big triangle is chasing the small triangle, the circle wants to 
exit the enclosing, and the three shapes together form a love triangle (Heider & 
Simmel, 1944; Oatley & Yuill, 1985). Regardless, they are not fooled into believing 
that these shapes do form romantic bonds in front of them. Adults know these 
are not fully-fledged agents: they are not afraid that the big bully triangle will 
chase them, and they do not consider interacting with the shapes. In other 
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words, they know that the shapes and movement patterns stand for various 
agents and interactions among them, even if they do not expect these events to 
have actually happened (absent additional information). I take the link between a 
spatiotemporally trackable object (e.g., a triangle) and a conceptually defined 
entity (e.g., an agent) to be constitutive of representational relations. 

Animations inspired by Heider and Simmel-like minimalist stimuli are rou-
tinely used in developmental research to tap into the emergence of conceptual 
understanding and, in many cases, there is substantive evidence that young in-
fants interpret them in an adult-like manner: they attribute instrumental and so-
cial goals to simple shapes (Gergely et al., 1995; Kuhlmeier et al., 2003; Liu et al., 
2017), they infer social relations from minimal interactions between these 
shapes (Powell & Spelke, 2013; Tatone et al., 2015), as well as ascribe mental 
states to them (Surian et al., 2007; Tauzin & Gergely, 2018). Undoubtedly, infants’ 
inferences are prompted by the cues they would use to detect agents outside 
the lab, such as face-like features, self-propelled movement, and contingent re-
activity (see Opfer & Gelman, 2011, for a review). But little is known about what 
infants make of these stimuli once the interpretive process has started.  

Assuming that infants do not possess a concept of representation as a null 
hypothesis (e.g., Perner, 1991), how do they interpret animations? I delineate four 
hypotheses for infants’ interpretation of animations as a broad stimulus catego-
ry. First, infants might find the animations fully opaque (Hypothesis 1) because 
the information therein is too sparse to interpret (i.e., they cannot see a circle as 
an agent because agents are three-dimensional entities with whom one can in-
teract contingently). On the opposite end, infants might be naïve realists with 
respect to animations and perceive them as spatiotemporally continuous with 
the surrounding environment (Hypothesis 2). If so, they should think that what-
ever is represented on-screen is happening here and now, in front of them. In 
between the two extremes, infants might believe that animations are temporally 
but not spatially continuous with the immediate environment. This will occur if 
infants know that screens have boundaries that objects cannot cross and per-
ceive screens as (spatially self-contained) aquaria (Hypothesis 3). Finally, infants 
may interpret animations as representations, though not necessarily of particu-
lar objects or states of affairs (Hypothesis 4). This would imply that infants (i) can 
establish a link between a symbol object (e.g., a coherent pixel constellation on 
the screen) and a spatiotemporally undefined referent (i.e., a fictional object); 
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and (ii) dissociate symbols from referents in a way that shows they have learned 
how the representational medium works (here, on-screen 2D animations). 

To test these hypotheses, I  investigated whether 19-month-olds expect a 
ball falling on the screen to land in boxes below the screen (Figure 2.1). First, 
I obtained a baseline for infants’ accuracy in tracking real balls falling (Experi-
ment 1: Reality Baseline). Second, I tested whether infants expect on-screen fall-
ing animated balls to land in boxes below the screen (Experiment 2: Crossover). 
Third, I ran a control version, in which both the ball and the boxes were part of 
the animation, to ensure that infants can follow the trajectory of the animated 
ball when everything happens on the screen (Experiment 3: Animation). Finally, 
I  tested whether infants think animations are tied to the screen on which they 
are presented (Experiment 4: Aquarium). The experiments were conducted with 
19-month-olds because I targeted an age at which infants are known to fail De-
Loache-type tasks but do not have problems understanding questions about ob-
jects’ locations. Experiment 1 was piloted with 12- and 15-month-olds as well, 
but these infants mostly ignored the experimenter’s questions. 

2.2. Experiment 1: Reality Baseline 
2.2.1. Methods 

TRANSPARENCY AND OPENNESS 

The hypotheses and methods for all experiments were preregistered at the 
Open Science Framework (Experiments 1 and 2: https://osf.io/bwu9p; Experi-
ment 3: https://osf.io/juerf/; Experiment 4: https://osf.io/gj5ys/). The experi-
ments were approved by United Ethical Review Committee for Research in Psy-
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chology (EPKEB) in Hungary, and informed consent was obtained from the partic-
ipants’ caregivers before the experimental session. 

PARTICIPANTS 

The final sample for Experiment 1 consisted of 16 typically developing 19-
month-olds (Mage = 19 months 14 days, SDage = 12.4 days). In the pilot run for Ex-
periment 1, 10 out of 10 babies answered the question on the first trial correct-
ly. Based on this data, I ran a power analysis for the binomial test against chance 
with an assumed effect size of 0.875. This effect is detected with 85% power with 
a sample size of 15, but 16 was chosen as the sample size for counterbalancing 
reasons. Based on this analysis, the sample sizes for Experiments 2 and 3 were 
selected to have equally sized samples across the three groups. 

APPARATUS AND MATERIALS 

Experiment 1 used a wooden seesaw (height = 40 cm; width = 60 cm) that could 
be inclined left and right (angle ≈ 25 degrees) via a 25-cm handle extending from 
the back of the seesaw, which allowed for the manipulation of the seesaw from 
behind a curtain (Figure 2.1, left). In addition, I used several identical-looking red 
sponge balls (radius = 2.5 cm) and two different-colored rectangular cardboard 
boxes (14 × 15 × 26 cm3) as containers for the balls dropped from the seesaw. A 
secret compartment was added to each box, which ensured that the balls in the 
box were not accessible to infants even if they tried to open the boxes. (This en-
sured that infants could not receive any feedback at test.) The compartments 
were padded with soft cloth to remove the acoustic cues produced by the falling 
ball. In addition, two black rectangular cardboards were attached on top of the 
boxes in Experiments 1 and 2 to cover the edge of the screen in Experiment 2. 
The experimenter used two plush toys (a cat and a bird), which she hid in the 
boxes to familiarize infants with the task of pointing to object locations, and a 
canvas bag for storing the toys and balls throughout the procedure. Three ceil-
ing-mounted video cameras recorded infants’ behavior from different angles. 

STIMULI 

A small loudspeaker, placed behind the seesaw, played a 1-second jingle before 
each test trial to prompt infants to attend the ball-falling event. The experi-
menter talked to the participants using infant-directed intonation and following a 
pre-specified script (see Procedure below). 
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PROCEDURE 

Infants were seated on their caregivers’ laps on a chair, approximately 40 cen-
timeters from the table on which the seesaw was placed. To familiarize the in-
fants with the setup, the experimenter drew the infant’s attention to the two 
boxes, showed them that they could be opened, and revealed their (empty) in-
sides. She then took a plush toy cat from a canvas bag and allowed the infant to 
inspect the toy for 10 seconds. Meanwhile, she pushed the inner compartments 
backward to be able to drop the toy into the boxes. She then asked the infant to 
hand the toy, moved behind the seesaw, drew the infant’s attention to herself 
(“[Infants’ name, ] look!”), and dropped the toy into one of the two boxes. She 
then slid the inner compartments back into place, pushed the boxes to the edge 
of the table, where the infant could reach them, and asked, “Where is it?”. If the 
infant failed to respond within 3 seconds, she asked them, “Where is the cat?” 
two more times (at 10-second intervals) before retrieving the toy from the box 
herself. If infants picked the correct box, the experimenter congratulated the 
infant and took the toy from the box. If infants picked the wrong one, the exper-
imenter showed them that the box they chose was empty and retrieved the toy 
from the box where it had been dropped. The next familiarization trial was iden-
tical, except that a toy bird replaced the cat and was dropped in the other box 
by the experimenter. When infants responded correctly for two trials in a row 
(out of a maximum of eight attempts), the experimenter put the toys away, 
pushed the boxes to the left and right of the seesaw, and pulled their inner com-
partments backward so the ball could fall from the seesaw into the boxes.  

The test trials started with the experimenter drawing the infant’s attention 
to the ball that had been placed in the middle of the seesaw before the session. 
While looking at the ball from behind the seesaw, she drew the infant’s attention 
to the red ball in the middle of the seesaw (“[Name, ] look at the ball!”). Immedi-
ately afterward, infants heard a 1-second jingle played by a loudspeaker behind 
the seesaw and saw the ball falling left or right into one of the boxes (the seesaw 
was manipulated from behind a curtain by a second experimenter). The experi-
menter did not follow the ball trajectory with her gaze but kept her eyes on the 
middle of the seesaw. After the ball fell, the seesaw was brought back into a hor-
izontal position. The experimenter then pushed the boxes to the table’s edge 
and asked the infant, “Where is it?”. Like in familiarization, infants received two 
more prompts before the trial ended. Unlike in familiarization, infants were given 
neutral feedback by being congratulated regardless of their choice, and the ball 
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was not removed from the box. No infant tried to open the boxes after express-
ing their choice. A trial ended when infants chose a box or after the third 
prompt. Infants were then handed one of the two toys used in familiarization 
and encouraged to play with it. In the meantime, the experimenter set up the 
next trial by pulling the boxes backward and placing a new ball in the middle of 
the seesaw. Each infant received four test trials. 

DESIGN 

The box where the object was placed alternated across familiarization and test 
such that the toy in the last familiarization trial and the ball in the first test trial 
always ended up in opposite boxes (AB-ABBA). The side with which the AB-ABBA 
alternation started (left vs. right), the side of the boxes (orange box on the right 
and blue box on the left vs. orange box on the left vs. blue box on the right), and 
the experimenter’s position during the test question (to the left vs. to the right of 
the seesaw) were counterbalanced.  

CODING 

There were two primary dependent measures: choice and correctness. Infants 
scored 1 for choice if they unambiguously reached, grasped, or pointed to one 
of the two boxes and 0 otherwise. Infants scored 1 for correctness if they chose 
the box on the same side as the falling event and 0 otherwise. One researcher 
recorded infants’ responses during the testing session. Another researcher,   
naïve to the ball’s location, double-coded them offline from the video recordings. 
Inter-rater reliability was very high (Cohen’s κ = .86); inconsistencies were solved 
by discussion. Based on piloting data, I preregistered that I would also code how 
often children pointed to the center of the seesaw when not choosing one of the 
two boxes. 

EXCLUSIONS 

Based on preregistered criteria, four additional infants who did not make two 
consecutive correct choices across eight familiarization trials were excluded. 
One other infant was excluded due to experimenter error. Trials were also ex-
cluded if infants did not follow the ball trajectory with their gaze based on video 
recordings (n = 2, out of 64 trials). One additional trial was excluded due to ex-
perimenter error. 
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DATA ANALYSIS 

Infants’ raw scores for each trial (0 or 1 for choice, 0 or 1 for correctness if in-
fants made a choice) were supplemented by two additional individual scores: the 
proportion of choices across valid trials and the proportion of correct respons-
es across trials in which a choice has been made. Since the balls that fell into the 
boxes throughout the test trials were not removed from the boxes, infants’ re-
sponses during later trials might be influenced by the fact that balls kept piling 
up in both boxes. Therefore, I also preregistered and ran a separate analysis for 
the first trial. All analyses were conducted in R 4.2.2 (R Core Team, 2022). 

2.2.2. Results and Discussion 

As expected, infants were able and motivated to solve the task. Most of them 
provided at least one response (87.5%, 14 out of 16 participants), and they did 
so in 72.1% of the trials (44 out of 61). When they chose, their responses were 
correct 83.3% of the time (median  =  100%, Wilcoxon signed rank, V  =  82.5, 
p =  .007, r = 0.66), well above the 50% chance level. Ten of the 16 infants per-
formed at ceiling, never choosing the wrong box. On the first trial, 11 of the 
12 infants who chose a box were correct (binomial exact test, p = .006). 

The purpose of Experiment 1 was twofold: (i) to make sure that infants can 
follow the trajectory of balls falling into boxes; and (ii) to get a quantitative base-
line of this capacity when the entire setup consists of real objects. The results 
indicate that 19-month-olds can answer questions about displaced objects reli-
ably and accurately. This allowed me to proceed to the study’s central question 
and investigate whether infants would do the same when screen events appear 
to extend into the surrounding environment.  

2.3. Experiment 2: Crossover 
This experiment provided infants with the same visual information about the lo-
cation of falling balls as Experiment 1, but the balls were animated and fell from 
a cartoon seesaw on a TV screen, while the target locations were the same real 
boxes as in Experiment 1. 

2.3.1. Methods 

Except where noted below, the methods were the same as in Experiment 1. 
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PARTICIPANTS 

The final sample consisted of 16 typically developing 19-month-old infants 
(Mage = 19 months 7 days, SDage = 13.9 days). 

APPARATUS AND MATERIALS 

The seesaw in Experiment 1 was replaced by an LCD TV screen (16:9, diagonal 
110 cm) to play animations in which a ball on the screen fell either to the left or 
the right. The same boxes used in Experiment 1 were placed under the screen to 
create the illusion that the ball lands into the boxes (Figure 2.1, center). 

STIMULI 

The events from Experiment 1 were transposed in a 2D-animated format, using 
Adobe Animate CC 2018: a red ball (more precisely, a red circle) falling off a see-
saw to the left or to the right. The dimensions of the animated ball and seesaw 
matched those of the real objects. To give the illusion that the animated ball fell 
into the box, the boxes were placed under the screen based on the ball’s trajec-
tory. Black sheets extending from the boxes were used to cover the screen 
bezels to make the endpoint of the ball falling event ambiguous.  

PROCEDURE 

The warmup phase was identical to Experiment 1: the experimenter dropped a 
(real) toy into one of the two boxes and asked the infant where the toy was. Test 
trials followed the same logic as those in Experiment 1. While behind the screen, 
the experimenter drew the infant’s attention to the red ball on the screen 
(“[Name, ] look at the ball!”), which then rolled to the left or the right of the see-
saw. The experimenter then pushed the boxes toward the infant and asked 
them, “Where is it?”. The trial ended if the infant chose one of the two boxes or 
if they did not respond to the third prompt.  

CODING 

The inter-rater reliability between the online and offline coders was substantial 
(Cohen’s κ = .76); inconsistencies were solved by discussion. 

EXCLUSIONS 

Four additional infants, who did not make two correct choices in a row during 
familiarization, were excluded. Four trials were excluded because infants did not 
look at the falling event (n = 2) or due to experimenter error (n = 2).  
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2.3.2. Results and Discussion 

Unlike in Experiment 1, only 50% of the infants chose a box at least once at test 
(8 out of 16 participants). Out of the 60 valid trials included in the final analysis, 
infants picked a box in 18 trials only (30%). This was not because infants were 
less motivated to provide an answer to the question in this version of the task. In 
24 out of the remaining 42 trials (57%), infants pointed to the screen when asked 
where the ball was. When infants did make a choice, they chose the box that 
was on the side of the falling event 45.8% of the time (median = 0.5, Wilcoxon 
signed rank, V = 3.5, p =  .71, r = 0.20). On the first trial, 4 of the 8 infants who 
chose a box were correct (binomial exact test, p = 1). 

In Experiment 2, infants behaved in a way that is inconsistent with the be-
lief that animations are spatiotemporally continuous with reality. In contrast to 
Experiment 1, they were less likely to choose a box when asked where the ball 
was and often preferred to point to the screen. When they did respond, howev-
er, they picked a box at random instead of basing their answers on the side 
where they saw the ball falling. 

2.4. Experiment 3: Animation 
It is possible that infants did not get the intended referent of the question 
“Where is the ball?” in Experiment 2 because they did not see the red animated 
circle as a potential candidate for “the ball”, and they may have pointed to the 
screen to request another animation. Experiment 3 moved the two boxes into 
the animated world to test this alternative explanation. If infants understand the 
question as intended, they should be able to point to the correct location when 
asked about the ball’s whereabouts.  

2.4.1. Methods 

Except where noted below, the methods were the same as in Experiment 1.  

PARTICIPANTS 

The final sample consisted of 16 typically developing 19-month-old infants 
(Mage = 19 months 3 days, SDage = 12.8 days). 
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PROCEDURE 

The procedure was the same as in Experiment 2, except for the boxes, which 
were also part of the animation (Figure 2.1, right). The familiarization trials were 
identical to the ones in Experiments 1 and 2, except that the cardboard boxes 
were removed from the table once infants passed the familiarization phase with 
the two plush toys. Unlike in the first two experiments, the animated boxes were 
not brought closer to the infant after the test question was asked. 

CODING 

The inter-rater reliability between the online and offline coders was substantial 
(Cohen’s κ = .80); inconsistencies were solved by discussion. 

EXCLUSIONS 

Eight additional infants were tested but not included because they did not pro-
vide two consecutive correct responses at familiarization (n = 5), because they 
did not look to the screen in any trial (n = 1), and because of experimenter error 
(n = 2). Two trials were excluded because the infant did not look at the screen 
during the falling event (n = 1) or because of experimenter error (n = 1). 

2.4.2. Results and Discussion 

Comparable to Experiment 1, 81.3% of infants chose a box at least once (13 out 
of 16 participants). Out of the 62 valid trials included in the final analysis, infants 
chose a box in 30 trials (48.4%). As for accuracy, infants chose the box that was 
on the same side of the animated ball far from chance levels: they pointed to the 
correct box in 93.6% of the trials in which they made a choice (median  =  1, 
Wilcoxon signed rank, V = 78, p < .001, r = 0.86). On the first trial, 10 of the 11 
infants who chose a box (out of 15: one participant’s first trial was excluded) 
were correct (binomial exact test, p = .012). 

While they made fewer choices compared to Experiment 1, infants over-
whelmingly pointed to the box into which they saw the ball fall on the trials 
where they made a choice. This suggests that the random pattern of pointing in 
Experiment 2 was due neither to infants’ inability to link the animated red circle 
to the intended referent of “the ball” nor to other differences between Experi-
ments 1 and 2 (e.g., the fact that the experimenter could not herself see the ball 
because she was standing behind the TV screen in Experiment 2). 
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Figure 2.2. Results of Experiments 1–3. Transparent dots indicate individual proportions 
across the four trials; opaque dots represent group medians. (A) How often infants 
pointed to one of the two boxes in response to the test question. (B) How often infants 
pointed either to one of the two boxes or to the center of the seesaw/screen. (C) How 
often infants responded correctly in the trials in which they chose one of the two boxes. 
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2.5. Comparisons Across Experiments 1–3 
2.5.1. Frequentist Analyses 

The experiment-wise box choice rates are shown in Figure 2.2A. Nonparametric 
analyses revealed that the frequencies with which infants chose a box in the 
three experiments were unlikely to come from the same distribution (Kruskal-
Wallis, χ2(2) = 9.36, p = .009). Planned pairwise comparisons with Holm’s correc-
tion indicated that the contrast between Experiments 1 and 2 drove this differ-
ence (Dunn’s test, z = 3.05, p = .007).  

However, the frequency of responses to the question “Where is the ball?” 
did not differ across the three experiments. If infants’ pointing to the center of 
the display is taken into account, the difference between response rates disap-
pears (Kruskal-Wallis, χ2(2) = 1.9, p = .386). Infants in Experiment 2 chose to point 
to the screen instead of the two boxes, even though they were made salient by 
the experimenter pushing them toward the infant before asking them where the 
ball was (Figure 2.2B). This strengthens the interpretation that they did not think 
the animated ball could have landed in the boxes below the screen.   

Like choice rates, accuracy rates across the experiments (Figure 2.2C) 
were unlikely to come from the same distribution (Kruskal-Wallis, χ2(2) = 13.66, 
p  =  .001). This difference was driven by Experiment 2, where infants were at 
chance when choosing between the two boxes (Experiment 1 vs. 2, Dunn’s test, 
z = 2.88, p =  .008; Experiment 2 vs. 3, Dunn’s test, z = 3.61, p < .001). When in-
fants chose a box in Experiments 1 and 3, they chose it based on the falling 
event they had just seen. By contrast, in Experiment 2, they completely disre-
garded the animated falling event and picked a box at random. 

2.5.2. Bayesian Analysis 

To model both choice and accuracy rates, I built a hierarchical Bayesian multin-
omial mixture model in STAN (Carpenter et al., 2017; Kruschke, 2014; McElreath, 
2020), which models both measures simultaneously (Figure 2.3). Using infants’ 
responses (no choice, correct choice, or incorrect choice), the model infers both 
(i) whether infants believed that falling balls ended up in the boxes; and 
(ii) whether their beliefs differed across experiments. I  use EXPERIMENT (ranging 
from 0 to 1) to denote infants’ beliefs about ball location in each experiment. 
The prior on the three -values is centered on 0.5 and skeptical of extreme val-
ues. I make three assumptions as to how beliefs and responses are linked. First, 

b
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I assume that infants are more likely to make a choice and to choose correctly if 
they believe that the ball is in one of the two boxes (indicated by the skewed 
priors on the left side of the tree). Second, I assume infants are equally likely to 
refrain or pick a box (at random) when they do not think the ball is in either of 
the two boxes (as shown by the balanced priors on the right side of the tree). 
Third, I  assume that the -parameters are sampled from the same underlying 
beta-distribution (parameterized by ω and κ) to avoid overfitting. The script for 
the analysis can be found on the Open Science Framework project page, acces-
sible at https://osf.io/s83qn/files/osfstorage. 

b
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Figure 2.3. Schematic representation of the data-generating process assumed to under-
lie infants’ choice and accuracy rates in Experiments 1–3. Infants’ beliefs that the ball is 
in the box are generated from the same overarching distribution parameterized by ω and 
κ. In each of the three experiments and in each trial, infants can either choose a box or 
not and, if they do, they can choose it correctly or not. From the observed behavior, the 
tree can be inverted via Bayes’ rule to obtain infants’ beliefs in each of the three experi-
ments. 
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Having constructed the data-generating model (from infants’ beliefs to 
their responses), I use Bayes’ rule and invert it to infer infants’ beliefs from their 
responses. If infants always choose and choose correctly, they probably think 
that the ball is in the box; if infants make a choice only half the time and are at 
chance when choosing, they probably do not believe that the ball is in the box. 
Thus, large -values (closer to 1) would indicate that infants believe there is a 
ball in the box into which they last saw it fall; conversely, small -values (closer 
to 0) would indicate that they do not entertain this belief. 

The posteriors on the overarching parameters EXPERIMENT are displayed in 
Figure 2.4. For Experiment 1, REALITY peaks close to 1, mode = 0.85, 89% credi-
ble interval [0.56, 0.97], suggesting that infants relied on the ball falling event 
when answering the test question. Similarly, ANIMATION also peaks toward the 
right end of the [0, 1] interval, but the estimate has higher uncertainty because 
infants made fewer choices than in Experiment 1, mode = 0.92, 89% credible in-
terval [0.41, 0.97]. By contrast, CROSSOVER shows the opposite trend toward 0, 
indicating that infants did not think that the animated ball ended up in the boxes, 
mode = 0.04, 89% credible interval [0.01, 0.31]. 

b
b

b
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Figure 2.4. Posterior distributions for the belief parameter in Experiments 1–3. Bold 
horizontal lines above the x-axis give the 89% credible interval of the distributions.

Posterior Distributions 
p(believe BALL-IN-BOX | Data)

C
E

U
eT

D
C

ol
le

ct
io

n



2.5.3. Discussion of Experiments 1–3 

The results obtained in Experiments 1 to 3 rule out two of the three hypotheses 
outlined in the Introduction. On the one hand, infants did not behave as the 
naïve realism account would predict (Hypothesis 2). When asked where the ball 
was in Experiment 2, they either pointed to the screen or chose one of the boxes 
at chance, indicating that they did not expect animated balls falling on-screen to 
end up in boxes below the screen. However, this was not because the animation 
was so opaque that it did not allow them to link the red circle on the screen to 
the noun phrase “the ball” (Hypothesis 1). Otherwise, they would have failed in 
Experiment 3, where everything was on the screen.  

However, it remains an open question whether infants have just learned 
that screens are spatially disconnected from their surroundings while still believ-
ing that the events depicted on the screen are happening in the here and now, 
just like in an aquarium (Hypothesis 3). If this is the case, infants should not ac-
cept that an event displayed on one screen can move to a different screen—un-
like adults, who can start watching a movie in the theater and end it on their lap-
tops at home without losing track of narrative continuity. This potential explana-

tion was tested in Experiment 4. 

2.6. Experiment 4: Aquarium 

Experiment 4 asked how infants would identify the protagonist of an animation 
when they get potentially conflicting information about its location. Infants were 
shown two animations on two screens placed side-by-side on a table. Each ani-
mation consisted of an animal (a bear and a rabbit, respectively) leaving its 
house and entering back in. The houses were identical, but the animation back-
grounds were different. After making sure that infants learned which animal lived 
on which screen, the two backgrounds were surreptitiously swapped, and the 
experimenter asked infants about the animals’ location again. Do infants individ-
uate the protagonists by their physical locations (the house in the screen on 
which the animation was presented) or by their virtual locations (the house in the 
animation scene of which the protagonist was part)? If they opt for the virtual 
location, the aquarium hypothesis can be ruled out: screens are not merely spa-
tially bounded physical containers for infants.  
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2.6.1. Methods 

PARTICIPANTS 

The final sample consisted of 32 typically developing 19-month-old infants 
(Mage = 19 months 17 days, SDage = 7.6 days). 

STIMULI 

Experiment 4 used two 15-second animations featuring two protagonists, a rab-
bit and a bear (Figure 2.5). In each animation, the protagonist came out of its 
house, walked around, fetched a piece of fruit, then went back inside. Crucially, 
the backgrounds of the two animated worlds were chosen to contrast as much 
as possible, but the animals’ houses were identical. In addition, there were also 
two 5-second backup animations, which showed the two animals exiting their 
house and entering back in (see Procedure below). 

DESIGN 

The experiment consisted of two between-subject conditions  and a single trial. 1

The two conditions differed in whether the animation backgrounds were 
swapped (Swap condition) or not swapped (No Swap condition) between moni-
tors from familiarization to test. A single trial was administered because subse-
quent trials would have been tainted by evidence (from the first trial) that anima-
tions can move from one screen to another. 

APPARATUS 

Two LCD monitors (16:9, diagonal 61 cm) were used to play the two animations. 
A VESA dual-mount arm held the monitors suspended above a table (Figure 2.5). 
To help infants keep track of the physical monitors, tapes of different colors 
were attached to the bezels of the two monitors. Two curtains were glued to the 
monitors to cover the monitors between familiarization and test. Because each 
monitor had its own curtain, infants could track the movement of both monitors 
individually. 

 A slightly different version of the same study was preregistered at the Open Science Framework 1

because I initially thought that running the Swap condition only would suffice to test the aquarium 
hypothesis (n = 32). After the preregistration, I realized that the results from the experimental con-
dition (Swap condition) would not be interpretable without a control condition, so I decided to split 
the sample into two equal (n = 16) groups.
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PROCEDURE 

Before the familiarization phase, infants were seated on their caregivers’ laps on 
a chair, approximately 40 cm from the table on which the monitors were placed. 
Caregivers were instructed at the beginning of the session to close their eyes 
during the test phase. The experimenter moved next to the infant and (in infant-
directed intonation) drew their attention to one of the two screens (“Oh, look, 
here is the bear’s house. Let’s see what’s going to happen!”). Then corresponding 
animation started playing, and the experimenter narrated the events unfolding 
on the screen (e.g., “Wow, look a bear! The bear comes out of the house. And 
look, he’s walking! Oh, and now the bear is collecting a raspberry and then he’s 
going back! He’s entering the house again!”). After the animation was over, the 
experimenter went behind the screen and asked infants where the animal was 
(e.g., “Where is the bear? Can you show me?”). If infants did not answer within 
3 seconds, the experimenter repeated the question twice. If infants did not an-
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Figure 2.5. Schematic representation of Experiment 4.

Study setup Familiarization 1 
Bear animation is 
played on left screen.

Familiarization 2 
Rabbit animation is 
played on right screen.

Pretest 
Screens are covered 
and aligned vertically.

Background swap 
Where is the rabbit?

No swap 
Where is the rabbit?
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swer or answered incorrectly, they were shown a 5-second clip showing the bear 
(rabbit) coming out of the house and going back in. The question was repeated, 
and the short clip was shown again if infants did not respond. If they answered 
by pointing to the screen on which they had just seen the animation, the experi-
menter congratulated them and repeated the same process with the second 
screen and animation. 

After passing the second familiarization question, infants were asked 
about the first animal again to ensure they had stored both animals’ locations. 
The familiarization phase was repeated once if they failed to answer the ques-
tion correctly. If infants responded correctly, they were congratulated, and the 
test phase started.  

The experimenter drew the curtains over the monitors and brought them 
from horizontal to vertical alignment (Figure 2.5, bottom row). This manipulation 
was meant to eliminate side and perseveration biases. During the re-
arrangement, the two monitors always remained visible so infants could track 
the individual screens through space. In the Swap condition, the two back-
grounds were surreptitiously swapped while the screens were covered; in the No 
Swap condition, nothing changed. Once the monitors were vertically aligned, the 
experimenter unveiled them by pulling the curtain backward, moved next to the 
child, and asked about one of the two animals’ whereabouts: “Look what’s hap-
pening! Let’s find the animals! Where is the bear (rabbit)?” If the infant did not 
provide a response within 3 seconds, the experimenter asked two more ques-
tions (“Can you show me the bear (rabbit)? In which house is the bear (rabbit)?”). 
Once infants pointed to one of the screens, they were asked the same question 
about the remaining animal. The answers to the second question were not ana-
lyzed because they were not independent of the answers to the first one. Still, 
they were included in the procedure to ensure that infants answered the loca-
tion questions consistently (if they think the bear is on screen A, they should also 
think that the rabbit is on screen B). Otherwise, it would be unclear whether their 
pointing was related to the test question (e.g., it could mean “I want to see that 
animation again”). Infants with inconsistent answers were therefore excluded. 

Which animation went on which screen (left vs. right), which animation was 
played first (bear vs. rabbit), the content of the test question (“Where is the 
bear?” vs. “Where is the rabbit?”), and the experimenter’s position during the 
test question (right vs. left) were counterbalanced across participants in both 
conditions.  
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CODING 

Responses (upper vs. lower screen choice) were recorded by one researcher 
during the testing session and double-coded from video by a second researcher 
naïve to the animals’ locations. Inter-rater reliability was very high (Cohen’s 
κ = .812); inconsistencies were solved by discussion. 

EXCLUSIONS 

There were two main criteria for inclusion in the final sample. First, infants had 
to provide three consecutive alternating answers during familiarization to make 
sure that they stored both animals’ locations in memory before the screens were 
covered. Second, infants had to provide contrastive answers at test. If they 
pointed to one screen in response to the bear question, they had to point to the 
other screen in response to the rabbit question. Even though only the first an-
swer entered the analysis, I wanted to ensure they answered the test question 
based on location and not something else. If they point to the same screen when 
asked about the two different animals, this might express a preference for one of 
the two animations instead of reflecting their beliefs about the animals’ loca-
tions. 

Despite almost no dropout during piloting, 28 infants had to be excluded 
from the final sample based on these preregistered criteria because they did not 
pass familiarization (n = 14: six in the Swap condition, eight in the No Swap con-
dition), did not provide a contrastive answer at test (n = 10), or did not answer at 
all (n = 4). In addition, 13 infants were excluded due to experimenter and techni-
cal errors (n = 8), fussiness (n = 4), or parental interference (n = 1).  

2.6.2. Results 

Before data analysis, infants’ up-down scores for each trial were recoded to rep-
resent infants’ strategy at test. They received a score of 1 if they pointed to the 
same physical screen they pointed to at familiarization and 0 if they pointed to 
the other screen than the one chosen in familiarization. By this coding scheme 
and assuming that virtual location is the correct answer, 1 is the correct re-
sponse in the No Swap condition, while 0 is the correct response in the Swap 
condition. 

In the Swap condition, 12 out of 16 babies pointed to a different screen 
from the one they pointed to at familiarization—they went for the virtual loca-
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tion instead of the physical one. In the No Swap condition, where there were no 
conflicting location cues, 13 out of 16 babies pointed to the same screen as dur-
ing familiarization. The observed effect of condition was unlikely under the null 
hypothesis (Fisher’s exact test, p =  .004). When adding the responses of infants 
who were excluded because they had not provided a contrastive answer to the 
control question (n = 14), the effect of condition does not change: 14 of 20 par-
ticipants chose the different screen in the Swap condition, and 17 of 21 partici-
pants chose the same screen in the No Swap condition (Fisher’s exact test, 
p = .002). 

I used a Bayesian logistic regression model to obtain the probability of 
choosing the same screen in each condition separately and the difference be-
tween the two conditions. The details of the model and the scripts to replicate 
the analyses can be found on the Open Science Framework project page 
(https://osf.io/s83qn/files/osfstorage). The posterior distributions of the proba-
bility of choosing the same screen in the Swap vs. No Swap condition are shown 
in Figure 2.6A. In the No Swap condition, the posterior mean for this parameter 
was .78, 89% credible interval [0.6, 0.92], while in the Swap condition, it was .27, 
89% credible interval [0.11, 0.46]. Figure 2.6B depicts the posterior of differ-
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Figure 2.6. (A) Estimated probabilities of choosing the same screen as in familiarization, 
by condition. In the No Swap condition, infants chose the same screen as in familiariza-
tion. In the Swap condition, infants chose the other screen, indicating that they individu-
ated the animated animals by background. (B) Posterior difference between the distribu-
tions in (A). Black horizontal lines above the x-axis give the 89% credible interval of the 
distributions. 
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ences between conditions as estimated by the model. The histogram indicates 
that infants’ responses are influenced by whether the backgrounds are swapped 
(89% credible interval excludes 0 as a plausible value). 

2.6.3. Discussion 

The results of Experiment 4 rule out a potential explanation (Hypothesis 3) for 
the results in Experiments 1 to 3. According to this explanation, infants rejected 
the apparent screen–reality crossover in Experiment 2 because screens are con-
tainers with rigid boundaries that do not allow objects to pass through. This ac-
count predicts that infants should identify animated characters based on the 
screen on which they are presented. However, infants linked the two protago-
nists to their virtual environments, not physical locations, when the two possible 
locations were pitted against each other.  

2.7. General Discussion 

Investigating how infants interpret animated stimuli is relevant for both theoreti-
cal and methodological reasons. One way in which humans communicate is by 
using symbols to represent entities they want to communicate about. Symbols 
and the actions performed on them are used to create physical scenes through 
which events, relations, and properties of distal objects are depicted (Clark, 
2016). Beyond animations, the same setup can be found in graphs, assembly in-
structions, and joint pretend play—representations where the visual and con-
ceptual systems of the interlocutor are recruited for interpretation. The capacity 
to set up these links is central to gathering information about distal states of af-
fairs from proximal sources, enabling humans to widen the range of things they 
can learn about without firsthand experience. Thus, the ability to grasp and ex-
ploit representations lies at the intersection of communication and learning, and 
therefore understanding how it develops can inform debates on both topics. 

In addition, representations are relevant to methodology because they are 
pervasively used to elicit infants’ and children’s inferences (e.g., animations, 
puppet shows, games) in the lab. Moreover, experimental setups involving TV–
reality crossovers are used in developmental research, under the assumption 
that infants are naïve realists (e.g., Kinzler et al., 2007; Lucca et al., 2018; Ma & 
Lillard, 2006). The experiments reported here brought this assumption to the 
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surface and provided a straightforward way of testing it. The results do not nec-
essarily invalidate studies that use screen–reality crossovers in their designs but 
highlight the need to test any assumption underlying methodological decisions. 

I outlined four hypotheses in the Introduction (Table 2.1), three of which 
are incompatible with the results in Experiments 1–4. The full opacity account 
predicts that infants would not be able to understand animated falling events as 
such and would thus fail in both Experiments 2 and 3. But infants had no prob-
lems tracking the trajectory of animated balls within the confines of the screen 
(Experiment 3). If the naïve realism account were true, infants would represent 
animation and reality as a spatial continuum, and the first three experiments 
would have produced the same pattern of results. This is not what happened. 
When infants faced an animation that appeared to continue beyond the screen, 
they were not fooled into thinking that the boundary could be crossed (Experi-
ment 2). When asked where the ball was, infants either picked a box at random 
or ignored the boxes and pointed to the screen instead. Finally, while the aquar-
ium account can accommodate the results from the first three experiments, it 
cannot explain why infants identified animated characters by the background of 
the animation, as opposed to their physical location in Experiment 4. 
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FULL OPACITY NAÏVE REALISM AQUARIUM REPRESENTATION OBSERVED

EXPERIMENT 1:  
REALITY BASELINE

    

EXPERIMENT 2:  
CROSSOVER

×  × × ×

EXPERIMENT 3:  
ANIMATION

×    

EXPERIMENT 4:  
AQUARIUM

× × ×  

Table 2.1. An overview of the predictions made by the four different accounts for 
Experiments 1–4 and the observed results. Checkmarks represent above-chance 
performance (Experiments 1–3) or a difference between conditions (Experiment 4); 
crosses represent chance levels (Experiments 1–3) or no difference between condi-
tions (Experiment 4). The observed results support the Representation Account. 
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While the results reported here do not provide direct evidence that infants 
at this age interpret animations as representations of (real or fictional) states of 
affairs, the findings are compatible with an early concept of representation. To 
recapitulate, I do not think representations are defined by reference to the world 
but by the STAND-FOR relation between a physical symbol—unitary pixel constel-
lation on the screen, marks on paper, props—and a conceptually defined entity 
about which information is conveyed. This formulation renders the format of 
representation (X stands for Y) independent of the content (Y may or may not 
exist in the world). In a typical pretend play scenario, for instance, when 2-year-
olds pretend that a wooden block is a carrot (Harris & Kavanaugh, 1993), they do 
not take the block to stand for a particular carrot in the world. Instead, they use 
their conceptual system to generate a new carrot token for the occasion. By 
contrast, in the tasks used by DeLoache and colleagues (reviewed in DeLoache, 
2004), relying on this mechanism will not do, as the symbol object represents 
another particular object in the world, not merely a conceptually defined entity. 

The dual representation explanation (DeLoache, 2004) cannot account for 
the contrast between infants’ behavior in the present experiments (or their early 
proficiency with pretend play) and their failures in the tasks used by DeLoache 
and colleagues. The dual representation account attributes the failures to a de-
ficiency in the representation of the symbol object (both an object and a stand-in 
for something else). However, animations and pretend play build on the same 
duality (both a 2D circle and a stand-in for a ball; both a block and a stand-in for 
a carrot), yet infants and young toddlers respond appropriately in these scenar-
ios. I speculate that the nature of the referent underlies this difference instead. 
When the referent is not a particular object, infants set up the appropriate 
STAND-FOR relation between a physical symbol and a conceptually defined entity. 
When the referent is a particular object, they struggle with the tasks because 
they fail to make the additional link from the conceptually defined entity to the 
particular object they need to retrieve.  

This observation can also be used as an argument against the possibility 
that infants interpreted the on-screen events not as representations but as 
events they perceived from a distance via the screen, similar to videos captured 
by surveillance cameras. If infants were capable of interpreting screens in this 
way, their performance in DeLoache’s tasks should be much better. 

If infants set up STAND-FOR relations between a visual object and a concep-
tually defined entity, their responses in these experiments would be naturally 
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accounted for. In Experiments 2 and 3, infants linked the definite noun phrase 
“the ball” to the on-screen red circle (without explicit instruction). They were 
then able to answer questions about the ball by tracking the trajectory of the 
red circle. Since animated objects do not exit screens, infants’ responses di-
verged from the crossover to the fully animated setup. However, this was not 
merely due to the physical screen boundary, or else they would have rejected 
the possibility that the bear and rabbit swapped locations in Experiment 4. But 
since animated bears and rabbits are not actual agents, infants did not individu-
ate them based on physical location. Instead, they tracked the visual cues to the 
symbols presented in familiarization instead (i.e., the animated backgrounds). 

It goes without saying that experience with animations and screens, with 
which the infants tested here had extensive contact before their lab visit, is nec-
essary to understand (i) that this particular class of stimuli is (potentially) repre-
sentational; and (ii) how the representational medium works. There is no reason 
to expect that sampling from a population of infants without experience with 
animations would have produced the same results as the ones presented here. 
Participants’ prior experience with animations was a precondition for testing 
whether infants interpret certain classes of stimuli as representations of entities 
belonging to familiar classes (balls, animals). Note, however, that experience with 
screens is not enough to pass the task. The Crossover Experiment 2 was recent-
ly replicated in a population of parrots, Nestor notabilis, well familiarized with 
screens (Bastos et al., 2021). Nevertheless, despite extensive screen experience, 
the parrots behaved in line with the naïve realism hypothesis and expected to 
find the virtual objects in the real boxes under the screen. 

Finally, I would like to highlight two questions the present study does not 
answer. The first open question concerns the role of the experimenter. While 
she did not explicitly link symbols (e.g., the red circle) and referents (e.g., the 
ball), the experimenter did scaffold infants’ interpretations by providing labels 
that could be mapped onto the visual objects on the screen (e.g., “ball”, “rabbit”, 
“bear”). It is thus unclear whether infants would interpret animations in the same 
way if left to their own devices, and it remains an open question what scaffolding 
elements infants need to interpret animations as they did here.  

The second open question concerns the interpretation infants would give 
to other classes of stimuli, such as videos, which were not tested in the current 
studies. I cannot exclude the possibility that a setup like the one in Experiment 
2, but with video recordings instead of animations, might fool infants into accept-
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ing the screen–reality crossover. However, a direct comparison with other class-
es of stimuli would go beyond the scope of the current project. The findings 
should be taken as a proof of concept that the interpretation of certain stimuli 
(i.e., animations) is compatible with an early understanding of representations, 
not as evidence that infants have mastered the entire ontology of their environ-
ment. Even if infants were to reject a video–reality crossover in a setup such as 
the one in Experiment 2, virtual reality or realistic holograms would most likely 
lead them into error. The goal, however, was not to fool infants but to investi-
gate their responses to stimuli that do not fool them. 

2.8. Conclusion 
The data in this chapter point to several conclusions. First, the world of infants 
is not a continuous spatiotemporal hodgepodge, as they do not confuse anima-
tions with their immediate environment. By 19 months, they have figured out that 
what happens on-screen stays on-screen and can answer questions about the 
location of objects appropriately based on this knowledge. Second, they have 
also figured out that animations are independent of the physical location they 
are presented at. That is, they dissociate medium and content, just like adults 
do. I  take this as evidence for the claim that infants of this age—and, it goes 
without saying, from an industrialized population—might already interpret ani-
mated objects and events as representations. 
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Chapter 3. 15-Month-Olds Know That 
Arbitrary Objects Can Stand For Familiar 
Kind Tokens 

3.1. Introduction 
Humans often set up arbitrary and local mappings between visual objects and 
entities they want to communicate about. These objects are sometimes immedi-
ately available in the environment, in which case one can manipulate them to 
depict a relevant scene (e.g., bottles on the table rearranged to convey a distal 
spatial configuration). Alternatively, the objects themselves can be created for 
the occasion, as in graphs or maps (e.g., circles used to represent the size of the 
average lion).  

What these objects represent often cannot be retrieved from their visual 
or behavioral features. In such cases, the identity of the referent must be con-
veyed via linguistic stipulation, either orally (e.g., “This pencil is the car, and the 
pin is the pedestrian”) or in a legend appended to the representation (e.g., 
 = lion). Taken literally, these predicative expressions would give rise to confu-

sion since pencils are not cars and nor are circles lions. Yet the literal interpreta-
tion does not even seem to be even considered. In such cases, human adults in-
tuitively infer that “is a” and the equality sign are shorthand for “stands for” and 
follow the content of the depiction without being confused about the literal falsi-
ty of the predication. Moreover, adults are also aware that these mappings are 
local. Outside of the current communicative context, they do not assume that 
the objects will continue to stand for the referents they happened to stand for 
previously. 

In this chapter, I ask, first, whether human infants can set up STAND-FOR re-
lations between arbitrary visual objects (e.g., a triangle) and discourse referents  1

belonging to kinds that infants are familiar with (e.g., a dog) based on linguistic 
stipulation (e.g., “This is your spine”: Figure 3.1). 

◯

 Strictly speaking, discourse referents are mental representations of entities under discussion. For 1

ease of exposition, I will use “discourse referents” to refer to both the entities under discussion 
and their associated mental representations, except when context does not allow disambiguation.

62

C
E

U
eT

D
C

ol
le

ct
io

n



Second, I test whether the relation between object indexes and discourse 
referents is a one-to-one function. In Chapter 1, I hypothesized that each symbol 
in a representation should stand for only one referent within a discourse. If true, 
there arises an alternative account for children’s mutual exclusivity inferences 
(Halberda, 2003; Markman & Wachtel, 1988) that does not involve postulating 
inbuilt lexical assumptions. When presented with two objects, a familiar one 
(e.g., a toy car) and an unfamiliar one (e.g., a cocktail strainer), children may in-
terpret both objects as symbols. For the familiar one, they rely on iconicity to 
infer what it stands for (e.g., a car). They assume that the unfamiliar one stands 
for something as well. Still, they do not yet represent the concept under which it 
falls, so its referent is semantically unspecified. When asked about the “blicket”, 
children infer that they are supposed to point to the strainer because of the as-
sumption that symbols and referents are in a one-to-one relation and because 
the strainer is the only symbol that is currently unsaturated. 

Third, I  test whether the STAND-FOR relations between object indexes and 
discourse referents are local to the discourse. Recall that STAND-FOR relations 
are restricted to the discourse in which they are embedded. While there are no 
precise criteria that specify how discourses are individuated, it is reasonable to 
assume that discourses are individuated by speakers, all else equal. This as-
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Figure 3.1. US anti-drugs campaign poster from the 1980s (left) and internet meme (right), 
illustrating that predicative expressions can be used to introduce STAND-FOR relations.
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sumption is driven by evidence research on both pretend play, in which toddlers 
do not assume that pretend stipulations generalize across speakers (Andrasi et 
al., 2022; Wyman et al., 2009), and discourse referents in infancy (Brody, 2020). 
Testing the locality of the mappings also allows me to tease apart the IS-A and 
the STAND-FOR interpretations, as only the latter should be local and speaker-de-
pendent. Presumably, a dog is a dog in a context-independent way. 

Fourth, I test whether infants are sensitive to the conceptual identity of the 
discourse referents. In Chapter 1, I hypothesized that the interpretation of sym-
bols relies on the conceptual system to generate descriptions (e.g., this object 
stands for a dog; that object stands for a house) that contribute to the individua-
tion of discourse referents. If this is correct, infants should distinguish not only 
between different referent types (e.g., between a dog and a spoon) but also be-
tween the predicates that can be felicitously applied to the discourse referents 
(e.g., dogs move, but spoons do not). 

3.2. Experiment 1: Different Symbols 
The primary motivation for the current series of experiments was to explore 
whether 15-month-old infants understand STAND-FOR relations between percep-
tually available objects and discourse referents. I chose this age range to target 
infants who are yet to engage in object substitution pretense themselves (this 
starts around 18 months: Leslie, 1987; Piaget, 1945/1962). Even though there are 
a couple of studies suggesting that 15-month-olds understand some aspects of 
pretense (Bosco et al., 2006; Onishi et al., 2007), there is, as far as I know, none 
that tested the STAND-FOR relations directly. In addition, unlike pretend play stud-
ies, the present paradigm gives infants no cue that what they are shown is not to 
be taken literally. The second reason I tested 15-month-olds was to increase the 
number of basic-level nouns known by the participants. This way, multiple dis-
tinct conceptual identities could be assigned to the discourse referents without 
repeating them across trials. At the same time, this reduces the risk that infants 
interpret the linguistic stipulation events as a word-learning game. If infants pre-
sented with a picture of a geometric shape are told, “A book!” long after learning 
that “book” refers to books, they would be less likely to assume that a geo-
metric shape is a book than before understanding the meaning of “book”. Final-
ly, I chose a wider age range (14 months 0 days–16 months 30 days) because 
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I did not think that the capacity to set up STAND-FOR relations would develop sig-
nificantly in this interval . 2

Experiment 1 tested whether infants can represent STAND-FOR relations 
between visual objects and discourse referents in a looking-while-listening par-
adigm, based on Pomiechowska et al. (2021). If they can, they should be able to 
accept objects as symbols for discourse referents even when those objects do 
not belong to the kind to which the discourse referent belongs—just like they do 
in pretense. Infants were exposed to geometric shapes (e.g., an octagon and a 
triangle), one of which received a label familiar to infants of this age (e.g., “car” 
applied to an octagon). Infants were then asked a question containing the same 
word used at stipulation (e.g., “Where is the car?”) or a different word, not heard 
previously in the trial (e.g., “Where is the spoon?”).  

I predicted that, upon hearing the same word at test, infants (i) would look 
above chance at the labeled object; and (ii) would look longer at it than when 
hearing a different word. In this sense, trials in which infants hear a different 
word act as a control condition, ensuring that infants do not orient to the object 
merely because their attention is drawn to it. In another sense, however, these 
trials are also mutual exclusivity tests. If STAND-FOR relations are one-to-one, and 
if one of the visual objects already stands for a discourse referent, only the re-
maining object qualifies as a potential symbol for the different-word referent. 
This hypothesis predicts that infants will look at the labeled object at below-
chance levels on trials in which they hear a different word at test. 

3.2.1. Methods 

TRANSPARENCY AND OPENNESS 

The hypotheses and methods for Experiment 1 were preregistered at the Open 
Science Framework (https://osf.io/5gs48). In the Data Analysis section below, I 
note where and why I deviated from the preregistration in the primary analyses. 
The stimuli, sample trial videos, anonymized data, and analysis scripts are avail-
able on the project’s online Open Science Framework repository, accessible at 
https://osf.io/x3naq/. The local ethical committee approved all experiments re-
ported here, and informed consent was obtained from the participants’ care-
givers before the testing session. Participants were gifted a toy at the end of the 
testing session. 

 The results support this conjecture (see Appendix A).2
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PARTICIPANTS 

The final sample consisted of 32 typically developing German-speaking 14–16-
month-old infants (Mage = 15 months 9 days, SDage = 22.3 days). An additional 
four infants were tested and excluded due to fussiness (n = 2) or due to not pro-
viding sufficient valid data (n = 2; see Data processing and exclusion below). The 
sample size was set based on a pilot experiment with 10 participants analyzed 
with a growth curve analysis model that I  eventually discarded. However, the 
sample size is large enough to detect a mid-sized effect with 80% power and is 
above average for infant studies. 

APPARATUS 

Infants’ gaze was recorded using a Tobii Pro Spectrum Eye Tracker with an inte-
grated 23.8-inch-diagonal monitor (resolution: 1920 × 1080; refresh rate: 60 Hz). 
External speakers delivered the sound. A custom-made Python program building 
on PsychoPy 2021.1.3 (Peirce et al., 2019) was used to calibrate the infants, 
present the stimuli, and collect the eye data. 

STIMULI 

Two sets of visual stimuli were used: color photographs representing 12 kinds of 
objects (Figure 3.2, top) that are familiar to German-speaking infants of this age 
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Photo 
Stimuli

Shape 
Stimuli 
(Symbols)

Figure 3.2. Visual stimuli used in Experiment 1. Top: 12 photographs of objects belong-
ing to kinds that are familiar to 15-month-old infants. Bottom: eight pairs of symbol 
stimuli. In each pair, the stimuli differ in both shape and color for maximum discrim-
inability. Possible color pairings are orange–green and blue–red.
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(Grimm & Doil, 2019) and eight pairs of geometric shapes (Figure 3.2, bottom). 
The objects’ bounding boxes were matched in height and, whenever possible, in 
wdith; their display size was approximately 330  ×  330 pixels (Figure 3.3). The 
stimuli also included an image of a pointing hand, displayed at 213 × 366 pixels.  

Audio stimuli were the 12 nouns corresponding to the familiar kinds de-
picted by the photographs, embedded in different carrier phrases: “Hi baby! 
Look! An X! Here’s an X! Wow, an X!”, “Where is the X? X!”. The sound stimuli 
were recorded by a female native speaker of Austrian German in infant-directed 
speech. 

PROCEDURE 

Infants were shown animated clips while seated on their caregivers’ laps. The 
caregivers wore opaque glasses that did not allow them to see what was shown 
to the infants on-screen. The experiment consisted of 14 trials, split into four 
Training, four Experimental, and six Word Knowledge trials. 

Training trials (Figure 3.3, top) were meant to familiarize infants with the 
general procedure and to give them evidence (i) that the voice they heard is con-
nected to what is happening on the screen; and (ii) that the speaker speaks the 
same language as them. A Training trial consisted of three parts: baseline, high-
light, and test. All trials started with a blue curtain covering the entire display. 
An attention-getter appeared in the center of the screen and rotated until the 
infant oriented to it for 500 ms. The curtain then went up to reveal a static dis-
play of two object photographs, one on the left and one on the right of the 
screen (e.g., a cat and a spoon). In the baseline part, the static display was 
shown to infants for 2 seconds in silence. After this period, the highlight part 
started. An animated hand appeared above one of the two objects (e.g., the cat), 
pointing to it. The hand moved up and down while the infant was greeted (“Hi 
baby! Look!”) to draw their attention to the object. The hand stopped above the 
object, and infants heard the word typically used to refer to it three times in dif-
ferent carrier phrases (“A cat! Here’s a cat! Wow, a cat!”). The highlight part last-
ed approximately 10 seconds and was followed by a 750-ms break, in which 
nothing happened. 
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WORD KNOWLEDGE TRIALS × 6

Hi baby, look!  
Where is the dog? Dog!

Hi baby, look! A dog! 
Here is a dog!  
Wow, a dog!

Look! Where is the dog?

Look! Where is the shoe?

Dog!

Shoe!

Different Word

Test Question 
≈5 seconds

Baseline 
2 seconds

Highlight 
≈10 seconds

Measurement 
3.5 seconds 

(label repeated at  
t = 1 s)

Hi baby, look! A cat! 
Here is a cat!  
Wow, a cat!

Look! Where is the cat?

Look! Where is the spoon?

Cat!

Spoon!

TRAINING TRIALS × 4
Same Word

Different Word

EXPERIMENTAL TRIALS × 4 Same Word

Figure 3.3. Trial sequence for each phase and trial type. Bounding boxes around the ob-
jects in the last column indicate areas of interest. Each trial started with a 2-second base-
line, in which the objects were presented in silence. Training and Experimental trials con-
tain a highlight event, in which one of the objects was pointed to and labeled. The highlight 
event was followed by a 750-ms break (not displayed). In all trial types, an attention-getter 
drew infants’ attention to the center of the screen. The test question was played, then the 
attention-getter disappeared, and infants’ looking behavior was measured. The test word 
was repeated one second into the measurement period.
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The test event started with a colored rotating spiral in the center of the 
screen to draw infants’ attention to the middle of the display. Once the infant 
oriented to it for 500 ms, the spiral started expanding and contracting cyclically 
while the test question was played. Depending on the trial type, the test ques-
tion contained the same word used during the highlight event (e.g., “Where is the 
cat?”) or the word typically referring to the other object on-screen (e.g., “Where 
is the spoon?”). The attention-getter disappeared at the offset of the test ques-
tion, which coincided with the start of the measurement period. One second into 
the measurement period, infants heard the test word one more time (e.g., “Cat!”/
“Spoon!”). The measurement period ended after 3.5 seconds, when the blue cur-
tain went down to cover the entire display. Each trial lasted approximately 22 
seconds. 

Experimental trials were identical to Training trials except that the two ob-
ject images were replaced by geometric shapes (Figure 3.3, middle). Word 
Knowledge trials were identical to Training trials, except that the highlight event 
was removed. The two-second silent period at the beginning of the trial was im-
mediately followed by the test question (Figure 3.3, bottom). 

DESIGN 

The experiment had a within-subjects design with one independent variable, Tri-
al type, which was two-leveled: Same Word and Different Word. For each infant, 
the first eight trials alternated according to the ABAB-ABBA pattern (Training–
Experimental), with type of first trial (Same Word or Different Word) counterbal-
anced across subjects. The side of the object that was pointed to and labeled 
during the highlight event was alternated according to an ABBA-ABAB pattern, 
with first side (left or right) counterbalanced across subjects. For the six Word 
Knowledge trials, the side of the correct response followed the ABBABA struc-
ture, with first side (left or right) counter-balanced across subjects. 

The object pairings were randomly sampled for each subject. First, eight of 
the 12 object photographs were sampled and grouped into four pairs to create 
the Training trials (1–4). In each pair, the two objects were not allowed to belong 
to the same superordinate kind (e.g., agents: dog–duck), and the two words re-
ferring to them were not allowed to start with the same phoneme (e.g., “Buch 
[book]”–“Banane [banana]”). Within each pair, one object was the target of label-
ing in the highlight phase. Note that six words are needed to create four trials 
(one for each Same Word trial, two for each Different Word trial). 
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For the Experimental trials (5–8), I  sampled four of the eight geometric 
shape pairings and assigned the remaining six words for the highlight phase. 
There was thus no overlap between the words used in the Training trials and 
those used in the Experimental trials. After the Experimental trials, infants saw a 
30-second animated movie. 

The Word Knowledge trials (9–14) tested whether infants knew the words 
used during the Experimental trials. In each trial, an object photograph denoted 
by a noun previously applied to the geometric shapes was paired with an object 
photograph from the Training phase. See Table A1 in Appendix A for an example 
of a randomization list for one participant. 

DATA PROCESSING AND EXCLUSION 

At the end of each testing session, the Python script outputted a data file con-
taining the infant’s gaze information on each sample (every 16.67 ms). The gaze 
coordinates were averaged across eyes along both horizontal and vertical axes. 
The screen was divided into three regions, depending on whether the infant was 
looking at the left-object area of interest (AOI), the right-object AOI, or elsewhere 
on the screen (Figure 3.3, last column). A gaze data point was considered valid if 
the eye-tracker registered the gaze for at least one eye. As preregistered, an Ex-
perimental trial was excluded from the analysis if infants provided less than 
60% valid data during baseline (n = 3 trials) or test (n = 6 trials). Infants were ex-
cluded if they failed to provide at least one valid trial of each type in the Exper-
imental phase (n = 2). 

After this preprocessing step, two new variables were derived. The first 
variable, Highlighted Object, which applies only to Training and Experimental Tri-
als, received a score of 1 if infants’ gaze fell into the AOI of the highlighted ob-
ject, 0 if infants looked to the AOI of the other object, and NA if infants looked 
elsewhere on the screen. The second variable, Target Object, applied only to 
Word Knowledge trials (where no object was highlighted) and measured whether 
infants looked at the object they were asked about at test. The samples ob-
tained during the test period of each trial were grouped into 50-ms bins (70 bins 
in total, corresponding to the 3.5-second test period). For each bin, I computed 
the variable PLH, representing the proportion of gaze samples that fell into the 
region of the highlighted object (in the Training and Experimental trials) or target 
object (in Word Knowledge trials) out of the samples that fell into the regions of 
both objects.  
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MISSING DATA 

Due to the structure of the task, there were several types of missing data: 
(i) missing gaze data due to eye tracker signal loss (e.g., because infants looked 
away from the screen)—these data were removed from the analysis; (ii) missing 
AOI gaze data (e.g., because infants looked to other parts of the screen during a 
particular bin)—these data were removed from the analysis; (iii) missing Training 
and Experimental trials (e.g., because the infant did not provide enough valid 
data for that trial)—these trials were removed from the analysis; and (iv) missing 
Word Knowledge trials (because the infant did not provide data in a Word 
Knowledge trial)—I used the joint posterior probability distribution of a Bayesian 
model to impute the missing values (n = 2; see Appendix A for a complete speci-
fication of the model). Finally, for the Training and Word Knowledge trials in 
which infants’ baseline preference between the two objects could not be esti-
mated (n = 5 trials), their preference was imputed as neutral (i.e., as 0.5). 

DATA ANALYSIS 

I  initially preregistered a Bayesian growth curve analysis model on infants’ pro-
portion of looks at the highlighted object in each test time bin, with participant, 
trial type, baseline PLH, test label knowledge (as measured in Word Knowledge 
trials), and time polynomials as predictors. Ultimately, I  decided against this 
model due to the high false-positive rate of growth curve models (Huang & 
Snedeker, 2020) and the lack of interpretability of time polynomials. Instead, 
I report two-tailed paired t-tests on PLH trial averages for all predictions. Even 
though this analysis deviates from the preregistration, the model considering 
only trial averages is more conservative than a growth curve model. This makes 
it more likely to falsify the predictions than to confirm them.  

I also conducted a Bayesian generalized linear model analysis, identical in 
structure to the preregistered one, except that trial average PLH scores were 
used instead of PLHs at each time point. Again, this analysis is more conservative 
than the preregistered one. To mitigate overfitting, I ran a single model on Exper-
iments 1–3, whose results I report in Section 3.6. 

The data for all experiments were analyzed using R 4.2.2 (R Core Team, 
2022), and the packages  ggplot 3.4.2 (Wickham, 2016), and rethinking 2.01 
(McElreath, 2020). The reproducible code for the data analysis has been up-
loaded to the Open Science Framework repository of the project and can be ac-
cessed at https://osf.io/x3naq/files/osfstorage. 
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3.2.2. Results 

PROPORTION OF LOOKING AT THE HIGHLIGHTED OBJECT AT TEST 

Figure 3.4 plots infants’ proportions of looking at the highlighted object at test 
(PLH), averaged by trial type and phase. In the Training phase, infants looked at 
the highlighted object above chance on Same Word trials, M =  .70; t(31) = 4.68, 
p < .001, Cohen’s d = .83, 95% CI [.61, .78]. On Different Word trials, infants’ PLH 
scores were not different from chance, M =  .5; t(31) = 0.003, p =  .997, Cohen’s 
d = 0.001, 95% CI [.394, .606]. Infants looked longer at the highlighted object on 
Same Word than on Different Word trials, Mdifference = 0.2, t(31) = 2.72, p =  .011, 
Cohen’s d = 0.48, 95% CI [0.05, 0.34]. 

In the Experimental phase, infants behaved similarly. They looked at the 
highlighted object above chance on Same Word trials, M  =  .66; t(31)  =  3.78, 
p =  .001, Cohen’s d = 0.67, 95% CI  [.57, .75]. On Different Word trials, infants’ 
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Figure 3.4. Results of Experiment 1, split by trial type and phase. The y-axis plots the pro-
portion of looking at the highlighted object (Training and Experimental phases) or at the 
target object (Word Knowledge phase) at test. Black circles and the lines connecting them 
represent individual averages as a function of trial type and phase; black diamonds depict 
group averages ±1 SEM; boxplots indicate the median and interquartile range. The dashed 
horizontal line marks the chance level.
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PLH scores did not differ from chance, M =  .57; t(31) = 1.41, p =  .169, Cohen’s 
d = 0.25, 95% CI [.47, .66]. While they looked longer at the highlighted object on 
Same Word than on Different Word trials, the extent of the difference does not 
exclude the null hypothesis, Mdifference  =  0.09, t(31)  =  1.55, p  =  .132, Cohen’s 
d = 0.27, 95% CI [−0.03, 0.22].  

Finally, the Word Knowledge phase results show that infants were familiar 
with the labels that were applied to the geometric shapes in the Experimental 
phase, M = .63; t(31) = 4.28, p < .001, Cohen’s d = 0.76, 95% CI [.57, .69]. 

EXPLORATORY: DIRECTION OF THE FIRST SACCADE AT TEST (PREREGISTERED) 

As an exploratory measure, I analyzed which of the two objects infants oriented 
first at test. For each trial, infants received a score of 1 if their first gaze in one 
of the two object AOIs went to the side of the highlighted object and 0 if it went 
to the one not highlighted. Infants oriented to the highlighted object at above-
chance levels on Same Word trials, t(31)  =  3.26, p  =  .003, Cohen’s d  =  0.58, 
95% CI [.58, .86], but not on Different Word trials, t(31) = 1.94, p = .062, Cohen’s 
d = 0.34, 95% CI [.49, .74]. 

EXPLORATORY: BILINGUALS (NOT PREREGISTERED) 

Because I did not expect bilingualism to play a role in this experiment, the sam-
ple included both monolinguals and bilinguals. However, I noticed upon analyzing 
the data that the five bilingual participants responded differently from their 
monolingual counterparts in all experiment phases. Notably, their proportions of 
looking at the target object on Word Knowledge trials were not different from 
chance, M = .53, t(4) = 0.34, p = .75, Cohen’s d = 0.14, 95% CI [.30, .77]. While this 
could have been a fluke, I decided to restrict the sample to monolingual children 
for the following set of experiments . If bilingual infants do not recognize the 3

words used in the Experimental phase, the measurement will be confounded be-
cause these infants might interpret the labeling events as kind membership 
predication. In this case, they would look longer at the highlighted object at test 
not because they take the shape as a symbol of a kind token but because they 
think the shape belongs to the kind denoted by the label. 

 The effect of trial type in the Experimental phase is stronger in the monolingual subsample, 3

t(25) = 1.92, p =  .066. This was an additional reason for which I decided to restrict the sample to 
monolingual participants in Experiments 2–4.
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3.2.3. Discussion 

To test the hypothesis that 15-month-old infants understand that objects can be 
symbols of various things, I asked whether they accept the assignments of famil-
iar conceptual identities (e.g., dog) to arbitrary visual objects (e.g., a triangle) 
based on language (e.g., “Look! A dog!” while pointing to the triangle). The results 
partly show that they do. Infants looked at the highlighted object reliably—and 
oriented to it first—only when asked about the word applied to the object during 
the highlight phase. By contrast, when asked about a different word, infants did 
not distinguish between the two objects either in their looking times or in the 
direction of the first saccade. As for the lack of a statistical difference between 
Same Word and Different Word trials, this may be driven by two factors. First, 
the sample size was set based on a growth curve model, which probably overes-
timated the magnitude of the effect. Second, the inclusion of bilinguals may have 
increased measurement noise. 

Experiment 1 also tested whether the relations between symbols and dis-
course referents are one-to-one. If this assumption is embedded in the cognitive 
system dealing with STAND-FOR relations, infants should look at the non-highlight-
ed object when hearing a different word at test. This was not the case. Infants 
were at chance between the two objects when asked about a different word in 
the Experimental phase. However, infants showed the same pattern with pho-
tographs of familiar objects, which suggests that the labeling and pointing have 
an additive effect on infants’ gaze behavior at test. This interpretation is 
strengthened by the differences in infants’ scores between Training Same Word 
trials and Word Knowledge trials (70% vs. 63%) and in line with previous findings 
on the effect of labeling on attention (Baldwin & Markman, 1989).  

Thus, two possibilities cannot be teased apart with the current design. On 
the one hand, infants may not make any assumption concerning the one-to-one 
nature of STAND-FOR relations. If a triangle stands for a dog, infants will not as-
sume that the remaining octagon must stand for a shoe if a speaker asks about 
one. On the other, infants may have made the mutual exclusivity inference, but 
this was masked by the asymmetric effect that pointing to and labeling an object 
have on infants’ subsequent attention to that object.  

However, testing the assumption that STAND-FOR relations are one-to-one 
was secondary to the main goal of the present study. After all, different Word 
trials also serve as a control for the study’s primary question, which asks 
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whether infants can set up assignments between arbitrary objects and discourse 
referents. If they are, they should be able to map a familiar noun phrase onto a 
geometric shape, which they are. At the same time, there are several alternative 
accounts that can explain the data in Experiment 1 (even though, as far as I can 
tell, none that would have predicted it). 

The first alternative to the STAND-FOR interpretation is an associative ac-
count according to which infants did not interpret the labeling event at all. In-
stead, infants associated a meaningless phonological string (e.g., “dog”) with the 
shape that was highlighted while they heard the string (e.g., the blue blob).  

The second family of alternatives is that infants interpreted the predicative 
expression literally, that is, as referring to a property that truly applies to the 
labeled shape. In turn, this version comes in two flavors. On the one hand, in-
fants may have accepted that the blue blob is, despite appearances, actually a 
dog and recategorized it as such (e.g., Jaswal & Markman, 2007). I will refer to 
this as the recategorization account. On the other hand, infants may have ac-
cepted that the blob is a “dog” not because it is a dog but because “dog” is a 
homonym that means either dog or blob. Older children seemingly struggle with 
incorporating homonyms into their lexicon (e.g., Mazzocco, 1997), but this re-
mains a logical possibility. I will call this the new lexical entry account. 

The third family of alternatives involves attributing a property to the 
speaker to accommodate the fact that she labeled a blue blob as a “dog”. Again, 
there are several versions in which this can be construed. First, infants could 
have taken the speaker to be incompetent, as is typically assumed in mislabeling 
studies (e.g., Koenig & Echols, 2003), either ontologically (e.g., she falsely be-
lieves the blob is a dog) or linguistically (e.g., she falsely believes “dog” means 
blob; she speaks a foreign language in which “dog” means blob; she has an idio-
syncratic lexicon in which “dog” means blob). I will refer to this option as the in-
competent speaker account. Second, infants may have taken the speaker to in-
tentionally mislead them into believing that the blob is a dog. Although this 
seems a stretch, given that children seem to understand lying much later (e.g., 
Mascaro & Sperber, 2009), I  list it as a possibility worth considering. I  refer to 
this as the malevolent speaker account.  

One final possibility is that infants interpret the labeling event as a refer-
ential pact (Brennan & Clark, 1996; Matthews et al., 2010). In other words, they 
interpret that “dog” applied to the blue blob as a stipulation, just not of the 
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STAND-FOR kind. Instead, infants take the stipulation to introduce a local conven-
tion between themselves and the speaker, whereby “dog” is the label that they 
will now use to refer to the blue blob.  

To tease apart between the associative account and the other alterna-
tives, Experiment 2 exposed infants to identical-looking geometric shapes (e.g., 
two blue blobs). Like in Experiment 1, only one of the two shapes was pointed to 
and labeled. If infants passed the task in Experiment 1 by associating a noun to 
a feature set, there should be no difference between Same Word and Different 
Word trials. By contrast, if infants interpret the labeling event as connecting only 
the highlighted object to the referent denoted by the label, infants should look 
longer at the highlighted object at test in Same Word trials, as in Experiment 1. 

3.3. Experiment 2: Identical Symbols 
Experiment 2 was identical to Experiment 1, except that the two shapes on the 
screen looked identical in the Experimental phase. If infants associated a noun 
with visual features in Experiment 1, they should look at the highlighted object 
equally and at chance levels in both trial types. If, on the other hand, the stipula-
tion induces infants to connect one visual object to one discourse referent, Ex-
periment 2 should produce the same pattern of results as Experiment 1. This is 
based on the hypothesis that STAND-FOR stipulations operate at the level of indi-
vidual objects, not object kinds. In turn, this rests on the assumption that the 
object indexing system used for tracking symbol identity uses location as the 
primary individuation criterion. 

3.3.1. Methods 

Except where noted, the methods were identical to those of Experiment 1. The 
Open Science Framework preregistration can be accessed at https://osf.io/
m9uer. 

PARTICIPANTS 

The final sample consisted of 32 typically developing monolingual German-
speaking 14–16-month-olds (Mage = 15 months 14 days, SDage = 26 days). An addi-
tional nine subjects were tested and excluded because of fussiness (n = 6), be-
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cause of a technical error (n = 1), or because they did not provide enough valid 
data (n = 2). 

DESIGN 

Experiment 2 differed from Experiment 1 only in the Experimental phase, where 
infants were presented with two identical-looking shapes (Figure 3.5). This could 
not be done in the Training phase, as the Different Word trials would have be-
come infelicitous (e.g., asking about a spoon when there are two duck images on-
screen), and infants were not supposed to infer that the speaker is unreliable. 

DATA ANALYSIS 

The same preregistered exclusion criteria as in Experiment 1 were used. Exper-
imental trials were excluded if infants provided less than 60% on-screen data 
during baseline (n = 2 trials) or test (n = 6 trials). Infants who did not provide at 
least one trial for each trial type (n = 2) were also excluded. In addition, there 
were five trials in the Training and Word Knowledge phases in which infants’ 
preference between the two objects could not be estimated (imputed as neutral 
preference), and two Word Knowledge trials in which infants did not provide 
data at test (imputed via the Bayesian vocabulary model). 
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Figure 3.5. Schematic structure of Experimental trials in Experiment 2.
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3.3.2. Results 

PROPORTION OF LOOKING AT THE HIGHLIGHTED OBJECT AT TEST 

Figure 3.6 plots infants’ proportions of looking at the highlighted object at test, 
averaged by trial type and phase. The Training phase replicated Experiment 1. 
Infants looked at the highlighted object above chance on Same Word trials, 
M =  .64; t(31) = 3.82, p =  .001, Cohen’s d =  .68, 95% CI  [.57, .72]. On Different 
Word trials, infants’ PLHs did not differ from chance, M  =  .46; t(31)  =  −0.87, 
p =  .391, Cohen’s d = −0.15, 95% CI [.38,  .55]. Infants looked longer at the high-
lighted object on Same Word than on Different Word trials, Mdifference  =  0.18, 
t(31) = 3.29, p = .003, Cohen’s d = 0.58, 95% CI [0.07, 0.29]. 

In the Experimental phase, infants’ looking behavior was markedly differ-
ent. They looked at the highlighted object above chance on both Same Word tri-
als, M = .63; t(31) = 4.11, p < .001, Cohen’s d = .73, 95% CI [.57, .69], and Different 
Word trials, M =  .63; t(31) = 2.73, p =  .014, Cohen’s d = 0.46, 95% CI  [.53, .73]. 
There was no effect of trial type, Mdifference = 0, t(31) = 0.003, p =  .997, Cohen’s 
d = 0.001, 95% CI [−0.11, 0.11]. 
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Finally, the Word Knowledge phase results show that infants were familiar 
with the labels that were applied to the geometric shapes in the Experimental 
phase, M = .63; t(31) = 4.61, p < .001, Cohen’s d = 0.814, 95% CI [.57, .69]. 

EXPLORATORY: DIRECTION OF THE FIRST SACCADE AT TEST (PREREGISTERED) 

As in Experiment 1, I also analyzed which of the two objects infants oriented first 
at test. Similarly to Experiment 1, infants oriented to the highlighted object 
above chance in Same Word trials, t(31)  =  3.70, p = .001, Cohen’s d  =  0.65, 
95% CI  [.61, .86], but not in Different Word trials, t(31) = 0.68, p =  .5, Cohen’s 
d = 0.12, 95% CI [.41, .69].  

3.3.3. Discussion 

Infants looked at the highlighted object in both Same Word and Different Word 
trials at above-chance levels. At first glance, these results seem uninterpretable, 
as they seem to imply that infants shown two identical-looking shapes, one of 
which is given a familiar label (e.g., “dog”), consider that shape as a good candi-
date for being the referent of any label (e.g., “dog” and “shoe”). 

However, there are at least two other possibilities that are more sensible. 
First, infants could have rejected the stipulation to begin with, due to the lack of 
contrast between the two shapes. In that case, the above-chance levels in both 
trial types would have been driven only by the asymmetric highlighting of one of 
the two objects. In other words, the additive effect of pointing and labeling may 
have operated independently of the test label, which infants ignored altogether, 
and may have been so strong as to raise infants’ preference for the highlighted 
object in both conditions. The drawback of this interpretation is that it cannot 
explain the effect on the direction of the first saccade. 

Alternatively, infants may have accepted the labeling but generalized it to 
the non-highlighted same-looking shape. On Same Word trials, infants looked at 
the highlighted object at test not based on the noun only (e.g., “duck”) but on the 
definiteness of the noun phrase (e.g., “the duck”), which could have only selected 
the previously introduced discourse referent. On Different Word trials, infants 
looked at the non-highlighted object below chance because they rejected it as a 
candidate for a new noun and returned to the highlighted object, possibly ex-
pecting that more events will happen on the side where communication oc-
curred. This interpretation explains the effect on the direction of the first sac-
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cade but requires positing an early sensitivity to definiteness—for which there is 
no evidence, as far as I know—and offers different explanations for the same 
behavior (i.e., looking at the highlighted object above chance) in the two trial 
types. 

Whichever explanation is true, Experiment 2 failed to rule out alternative 
explanations for Experiment 1. If infants rejected the mappings altogether, Ex-
periment 2 was not a good test of the association and literal interpretation ac-
counts against the STAND-FOR hypothesis. If infants generalized the mapping from 
one shape to the other and were sensitive to the definiteness of noun phrases, 
this would be evidence against the association account—since infants do inter-
pret the linguistic input—but not against the literal interpretation account. In-
fants could have extended their kind representations to include the new shapes 
(e.g., “dog” includes blobs in its extension) or created a new lexical entry for the 
known words (e.g., “dog” is a homonym and also means blob). In this case, in-
fants would have generalized the word applied to the highlighted object to the 
other object because it had the same shape (Landau et al., 1988). 

At the same time, Experiment 2 does not, on its own, falsify the STAND-FOR 
account. It remains possible that infants interpreted the highlight event as stipu-
lating a STAND-FOR mapping, but one that they rejected or generalized to the oth-
er-looking shape based on reasons that the model in Chapter 1 failed to take 
into account (e.g., stipulation may operate at the level of symbol kinds, not to-
kens). What Experiment 2 did falsify is the assumption that the system used for 
tracking symbols prioritizes location over visual features. I return to this in the 
General Discussion. 

To further look into alternative accounts for the results in Experiment 1, 
Experiment 3A  introduces a second speaker, which tests the associative ac-
count and the literal interpretation accounts simultaneously. If infants represent 
the STAND-FOR relations as assignments local to a discourse, and if discourses 
are indexed by speakers, they should not generalize them to a different speaker. 
On the other hand, if infants associate a string and a visual object, recategorize 
the shape based on the label, or create a new lexical entry for the familiar noun, 
the identity of the speaker probing the association or representation should be 
irrelevant. Infants in the age range tested here should be able to distinguish be-
tween different speakers (Werchan et al., 2015) and generalize new words to 
new speakers (Buresh & Woodward, 2007) if they interpret the situation as a 
word-learning one. 
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3.4. Experiment 3A: Different Speakers 

3.4.1. Methods 

Except where noted, the methods were identical to Experiment 1. The Open Sci-
ence Framework preregistration can be accessed at https://osf.io/ys57v. 

PARTICIPANTS 

The final sample consisted of 32 typically developing monolingual German-
speaking 14–16-month-olds (Mage = 15 months 14 days, SDage = 28.7 days). An 
additional seven subjects were tested and excluded due to fussiness (n  =  4), 
parental intervention (n = 1), or failure to provide sufficient valid data (n = 2). 

STIMULI 

The audio stimuli recorded by the female speaker in Experiment 1 were doubled 
by a new set of stimuli recorded by a male native speaker. The recordings from 
the two speakers were closely matched in duration (r = .98; Mdifference = 33.8 ms; 
SDdifference = 120.9 ms). 

DESIGN 

Experiment 3A differed from Experiment 1 in the introduction of a new speaker. 
Training trials were identical to Experiments 1 and 2, except that two were de-
livered by the female speaker and two by the male speaker. This was done to 
accustom infants to both speakers. Because infants were not supposed to infer 
that the speakers were part of the same scene, within the Training trials, the 
same speaker delivered both the stipulation and the test question. 

To replicate Experiment 1, Experiment 3A contained two Experimental 
blocks. The blocks were presented in a fixed order. In the Different Speaker 
block (Trials 5–8), one speaker delivered the stipulation, and the other asked the 
test question. In the Same Speaker block (Trials 15–18, after the Word Knowl-
edge block), the same speaker delivered the stipulation and test question. This 
block replicates Experiment 1. To further minimize the evidence that both 
speakers are present in the scene in the Different Speaker block, the test ques-
tion was prefaced by another greeting of the infant (e.g., Speaker 1: “Hi baby! 
Look! A dog! (…)”; Speaker 2: “Hi baby! Look! Where is the dog/spoon?”). The 
same was done for the Same Speaker block (e.g., Speaker 1 or 2: “Hi baby! Look! 
A dog! (…) Hi baby! Look! Where is the dog/spoon?”). 
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For the Training and Different Speaker trials (Trials 1–8), the speaker deliv-
ering the stipulation alternated in an ABBA-ABAB pattern for half the subjects 
and in an ABAB-ABBA pattern for the other half (Male vs. Female on the first trial 
counterbalanced). Trial type, speaker identity, and side of the highlighted object 
were counterbalanced across subjects. In the Word Knowledge trials (Trials 9–
14), half the subjects were tested by the male speaker and half by the female 
speaker. The Same Speaker block (Trials 15–18) was identical to the Different 
Speaker block, except that the same speaker delivered both the stipulation and 
the test question. 

DATA ANALYSIS 

The same preregistered exclusion criteria as in Experiment 1 were applied to the 
Different Speaker block. The trials in which infants provided less than 60% on-
screen data during baseline (n = 0 trials) or test (n = 12 trials) were excluded. In-
fants were excluded from the analysis if they did not provide at least one valid 
trial for each trial type in this block (n = 2). The same exclusion criteria were ap-
plied in the Same Speaker block, which came last (n  =  17 trials). In addition, 
three infants fussed out before reaching this phase and did not provide any data 
in the Same Speaker block. These infants were included in the analysis because 
they provided sufficient data in the Different Speaker block. 

There were four trials in the Training and Word Knowledge phases in which 
infants’ preference between the two objects could not be estimated (imputed as 
neutral preference) and five trials in which infants’ word knowledge could not be 
assessed (imputed from the Bayesian vocabulary model). 

3.4.2. Results 

PROPORTION OF LOOKING AT THE HIGHLIGHTED OBJECT AT TEST 

Figure 3.7 plots infants’ average proportions of looking at the highlighted object 
at test by trial type and phase. In the Training phase, as in Experiments 1 and 2, 
infants looked at the highlighted object above chance on Same Word trials, 
M =  .70; t(31) = 5.08, p < .001, Cohen’s d =  .90, 95% CI  [.62, .78]. On Different 
Word trials, infants’ PLH scores did not differ from chance, M = .51; t(31) = 0.37, 
p = .72, Cohen’s d = 0.07, 95% CI [.44, .59]. Infants looked longer at the highlight-
ed object on Same Word than on Different Word trials, Mdifference  =  0.19, 
t(31) = 3.69, p = .001, Cohen’s d = 0.65, 95% CI [0.09, 0.29]. 
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In the Different Speaker block, infants’ behavior differed. They did not look 
at the highlighted object above chance either in Same Word trials, M  =  .52; 
t(31) = 0.55, p = .584, Cohen’s d = 0.1, 95% CI [.44, .61], or in Different Word tri-
als, M =  .56; t(31) = 1.38, p =  .179, Cohen’s d = 0.24, 95% CI  [.47,  .64]. Infants 
looked equally at the highlighted object in Same Word and Different Word trials, 
Mdifference = −0.03, t(31) = −0.7, p = .489, Cohen’s d = −0.12, 95% CI [−0.13, 0.06]. 

By contrast, in the Same Speaker block, infants looked at the highlighted 
object above chance in Same Word trials, M =  .61; t(27 ) = 2.44, p =  .022, Co4 -
hen’s d = 0.46, 95% CI [.52, .70], but not in Different Word trials, M = .45; t(27) = −
1.37, p =  .18, Cohen’s d = −0.26, 95% CI  [.37, .53]. The effect of trial type was 
higher than in Experiment 1 and incompatible with the null hypothesis, 
Mdifference = 0.15, t(26) = 2.21, p = .036, Cohen’s d = 0.43, 95% CI [0.01, 0.28].  

A 2 × 2 repeated-measures Anova on the subset of subjects who provided 
at least one valid trial of each type in both blocks (n = 27) revealed no main ef-
fects of block or trial type (block: F(1, 26) = 0.24, p =  .63, ηp2 =  .01; trial type: 
F(1, 26) = 1.33, p = .259, ηp2 = .05) but an interaction between block and trial type, 
F(1, 26) = 5.63, p = .025, ηp2 = .18. 

Finally, the Word Knowledge phase results demonstrate that infants knew 
the labels that were applied to the geometric shapes in the Experimental phase, 
M = .63; t(31) = 4.12, p < .001, Cohen’s d = 0.73, 95% CI [.57, .70]. 

 There are fewer degrees of freedom in this block because three infants fussed out before the 4

Same Speaker block started.
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EXPLORATORY: DIRECTION OF THE FIRST SACCADE AT TEST (PREREGISTERED) 

I also analyzed which of the two objects infants oriented first at test. In the Dif-
ferent Speaker block, infants did not orient to the highlighted object above 
chance in any trial type (Same Word trials: t(31)  =  1.49, p  =  .147, Cohen’s 
d = 0.26, 95% CI  [.46, .76]; Different Word trials: t(31) = 1.22, p =  .23, Cohen’s 
d = 0.22, 95% CI  [.45, .71]). By contrast, in the Same Speaker block, infants ori-
ented to the highlighted object above chance in Same Word trials, t(27) = 2.08, 
p =  .048, Cohen’s d = 0.39, 95% CI  [.502, .82], but not on Different Word trials, 
t(27) = 1, p = .326, Cohen’s d = 0.19, 95% CI [.43, .72], like in Experiments 1 and 2. 

3.4.3. Discussion 

In Experiment 3A, infants’ looking behavior at test varied systematically depend-
ing on whether the same or a different speaker asked the test question. In the 
Same Speaker block, infants looked at the highlighted object above chance only 
on Same Word trials and longer on Same Word trials than on Different Word tri-
als. In the Different Speaker block, infants did not look longer at the highlighted 
object, irrespective of trial type. This is evidence against both the association 
account and the literal interpretation accounts, as associations, as well as re-
categorization and lexical entry creation, are speaker-independent processes. 

Incidentally, the results also suggest that the effect that pointing and label-
ing have on infants’ attention to the object at test does not stem from a rudi-
mentary attentional mechanism. In the Different Speaker block, infants were at 
chance between the two objects. This suggests that, in Experiment 2, they ori-
ented to the highlighted object not merely because it was highlighted but due to 
an expectation targeting the speaker that drew their attention to that side. 

Even though I preregistered that I would only run a version with the re-
verse order of blocks if there were no effect of trial type in the Same Speaker 
block in Experiment 3A, I wanted to make sure that the effect is robust and to 
test for a possible order effect (e.g., perhaps infants take longer to adjust to the 
task when there are two speakers involved, thereby showing a trial type effect in 
the second but not in the first block). Therefore, I ran a variant of Experiment 3A 
that switched the order of the Experimental blocks. 
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3.5. Experiment 3B: Different Speakers Reversed 

3.5.1. Methods 

The methods were identical to those in Experiment 3A, except that the Same 
Speaker block (Trials 5–8) came before the Different Speaker block (Trials 15–
18). Because of the high similarity, I did not create an additional preregistration. 

PARTICIPANTS 

The final sample consisted of 32 typically developing monolingual German-
speaking 14–16-month-olds (Mage = 15 months 5 days, SDage = 25.4 days). An ad-
ditional nine subjects were tested and excluded due to fussiness (n = 5) or for 
not providing enough valid data (n = 4). 

DATA ANALYSIS 

The criteria for trial exclusion were identical to Experiments 1–3A. Five trials 
were excluded in the Same Speaker block because infants provided less than 
60% on-screen data during baseline (n = 1) or test (n = 4). Infants were excluded 
from the analysis if they did not provide at least one valid trial for each trial type 
in this block (n = 4). The same exclusion criteria were applied in the Different 
Speaker block, which came last (n = 19 trials). In addition, two infants fussed out 
before reaching the Different Speaker block but were included in the analysis 
because they provided sufficient data in the Same Speaker block. There were 
four trials in the Training and Word Knowledge phases in which infants’ prefer-
ence between the two objects could not be estimated (imputed as neutral pref-
erence) and nine Word Knowledge trials in which infants did not provide data at 
test (imputed via the Bayesian vocabulary model). 

3.5.2. Results 

PROPORTION OF LOOKING AT THE HIGHLIGHTED OBJECT AT TEST 

Figure 3.8 plots infants’ average proportions of looking at the highlighted object 
at test by trial type and phase. In the Training phase, similarly to Experiments 1–
3A, infants looked at the highlighted object above chance on Same Word trials, 
M = .69; t(31) = 5.99, p < .001, Cohen’s d = 1.06, 95% CI [.63, 76], but not on Dif-
ferent Word trials, M = .59; t(31) = 1.92, p = .056, Cohen’s d = 0.35, 95% CI [.497, 
0.69]. The effect of trial type was smaller than in Experiments 1–3A and not 
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large enough to reject the null hypothesis, Mdifference = 0.10, t(31) = 1.90, p = .067, 
Cohen’s d = 0.34, 95% CI [−0.007, 0.21]. 

In the Same Speaker block, the results replicate Experiment 1 and, in part, 
Experiment 3A. Infants looked at the highlighted object above chance on Same 
Word trials, M = .60, t(31) = 2.77, p = .009, Cohen’s d = 0.49, 95% CI [.53, .67], but 
not on Different Word trials, M =  .57; t(31) = 1.80, p =  .083, Cohen’s d = 0.32, 
95% CI [.49, .654]. The times spent looking at the highlighted object did not differ 
between Same Word and Different Word trials, Mdifference  =  0.03, t(31)  =  0.57, 
p = .571, Cohen’s d = 0.10, 95% CI [−0.07, 0.12]. 

In the Different Speaker block, the results are similar to the results in the 
Different Speaker block in Experiment 3A. Infants did not look at the highlighted 
object above chance either on Same Word trials, M = .58; t(29) = 1.76, p = .088, 
Cohen’s d  =  0.32, 95%  CI  [.49, .68], or on Different Word trials, M  =  .50; 
t(28) = −0.12, p =  .91, Cohen’s d = 0.02, 95% CI  [.41, .58]. Also as in Experiment 
3A, trial type had no effect, Mdifference  =  0.07, t(28)  =  1.07, p  =  .295, Cohen’s 
d = 0.20, 95% CI [−0.07, 0.21]. A 2 × 2 repeated-measures Anova on the subset of 
subjects who provided at least one valid trial of each type in both blocks (n = 29) 
revealed no main effects of block or trial type (block: F(1, 28) = 2.82, p =  .104, 

86

Figure 3.8. Results of Experiment 3B, by trial type and phase.

C
E

U
eT

D
C

ol
le

ct
io

n



ηp2 = .09; trial type: F(1, 28) = 1.65, p = .21, ηp2 = .06) and no interaction between 
block and trial type, F(1, 28) = 0.008, p = .684, ηp2 = .006.  

The results in the Word Knowledge phase indicate that infants knew the 
words applied to the geometric shapes in the Experimental phase, M  =  .61; 
t(31) = 3.56, p = .001, Cohen’s d = 0.63, 95% CI [.55, .67]. 

EXPLORATORY: DIRECTION OF THE FIRST SACCADE AT TEST (PREREGISTERED) 

As in Experiments 1, 2, and 3A, I also analyzed which of the two objects infants 
first oriented to at test. In the Same Speaker block, infants oriented first to the 
highlighted object above chance in Same Word trials, t(31) = 3.09, p =  .004, Co-
hen’s d = 0.55, 95% CI  [.56, .78], but not on Different Word trials, t(31) = 0.94, 
p =  .354, Cohen’s d = 0.17, 95% CI  [.43, .70]. In the Different Speaker block, in-
fants did not orient first to the highlighted object above chance in any of the two 
trial types (Same Word trials: t(29) = 1.53, p = .136, Cohen’s d = 0.28, 95% CI [.47, 
.73]; Different Word trials: t(28) = 0, p = 1, Cohen’s d = 0, 95% CI [.35, .65]). 

EXPERIMENTS 3A AND 3B TOGETHER 

Analyzing the data from Experiments 3A and 3B together (henceforth, Experi-
ment 3) reveals no three-way interaction (Trial Type × Block × Order: p = .058), no 
two-way interactions (ps > .144), and no main effects (ps > .091). Note, however, 
that interactions require much higher sample sizes than main effects (Gelman, 
2018), especially as the effect in the Different Speaker block is not expected to 
flip but to be at chance. 

Splitting the results by speaker identity (Figure 3.9) reveals that infants 
looked at the highlighted object above chance only on the Same Word trials of 
the Same Speaker block, M = .60, t(59) = 3.70, Cohen’s d = .48, 95% CI [.55, .66] 
(all other trial types: ps ≥ .1). Trial type played a role in the Same Speaker block, 
Mdifference = 0.08, t(58) = 2.03, p = .046, Cohen’s d = .27, 95% CI [0.001, 0.16] , but 5

not in the Different Speaker block, where there was virtually no difference be-
tween the two trial types, Mdifference  =  0.02, t(60)  =  0.43, p  =  .666, Cohen’s 
d = 0.06, 95% CI [−0.06, 0.10]. 

 Experiment 3 replicates the trial type effect results in Experiment 1, Mdifference = 0.09, t(31) = 1.55, 5

p = .132, Cohen’s d = 0.27, 95% CI [−0.03, 0.22], almost perfectly. This is evidence for the conjec-
ture, raised in the Discussion to Experiment 1, that the reason there was no significant effect in 
Experiment 1 was insufficient power. 
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RELATION BETWEEN SPEAKER BLOCKS IN EXPERIMENT 3 

As an additional analysis meant to investigate whether infants behaved in any 
way similarly in the Same Speaker and Different Speaker blocks, I obtained the 
trial type effects (Same Word − Different Word) for each infant in each of the two 
blocks. Figure 3.10 shows that even though the trials in the two blocks were 
identical (except for the identity of the speaker at test), there is no correlation 
between them, not even at the level of individual subjects (r = .09, p = .497). This 
provides additional evidence that infants did not treat the two blocks as equiva-
lent. 
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Figure 3.10. Correlation between trial type effects in Experiment 3 (x-axis: Same 
Speaker effects; y-axis: Different Speaker effects). Each dot represents trial type 
effects produced by individual subjects. The gray-shaded area represents the 95% 
confidence interval around the regression line. 

Figure 3.9. Results of Experiment 3, by trial type and speaker block (Experimental phase).
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3.5.3. Discussion 

Experiment 3B, which presented infants with the Same Speaker block first, part-
ly replicated Experiment 3A in that infants looked above chance at the highlight-
ed object overall and in terms of their first saccade only in Same Speaker–Same 
Word trials. Where Experiment 3B differed was the absence of a difference be-
tween trial types in the Same Speaker block, suggesting that the order of blocks 
may have played a small role in infants’ behavior. However, order alone did not 
drive the different results in Experiments 3A and 3B. If it had, infants’ PLH scores 
in Experiment 3B would have been above chance on Same Word trials in the Dif-
ferent Speaker block, and there would have been a trial type difference in the 
second block, neither of which was the case. When analyzed together, the Same 
Speaker block in Experiments 3A and 3B replicated Experiment 1 almost exact-
ly. By contrast, there was no difference between trial types in the Different 
Speaker block.  

This pattern of results speaks against several alternative accounts for in-
fants’ interpretation of the predicative expression applied to the geometric 
shapes. First, if infants associated an uninterpreted phonological string with a 
shape, they should not have restricted this association to a single speaker. Sec-
ond, if infants interpreted the predicative expression literally and learned, for 
instance, that the blue blob was, despite appearances, a dog, they should have 
had access to this information regardless of the person who queried it. Finally, 
the same argument can be leveraged against the hypothesis that infants created 
a new lexical entry for the known nouns. Infants did not infer, for instance, that 
“dog” is a homonym because there is no reason not to generalize a new lexical 
entry to a new speaker. 

3.6. Comparisons Across Experiments 1–3 
3.6.1. Bayesian Analysis 

Bayesian modeling has two main advantages compared to frequentist ap-
proaches. First, it loses less information since there is no need to average over 
multiple trials within a subject. Second, because the models are generative, the 
posterior distributions can be queried indefinitely, and, therefore, the multiple 
comparisons problem in frequentist statistics no longer arises (McElreath, 2020).  
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As already noted, I  preregistered a Bayesian growth curve analysis that 
incorporated information about infants’ knowledge of the noun used during the 
highlight phase and their baseline preferences for the highlighted object (mea-
sured at the beginning of the trial, before stipulation took place). In the end, 
I dropped the anti-conservative growth curve model; instead, I devised several 
variations of a Bayesian linear model with the same structure but with PLH trial 
averages as the dependent variable—instead of gaze samples at multiple con-
secutive time points. The models assume that a test PLH data point on a given 
trial is a function of the experiment (1, 2, or 3), the trial type (Same Word or Dif-
ferent Word), and the block (Same Speaker or Different Speaker) on which it was 
produced, of the infant who produced it, of the infant’s baseline PLH on that tri-
al, and of the infant’s knowledge of the label used during stipulation (as mea-
sured on Word Knowledge trials).  

A model comparison based on the Widely Applicable Information Criterion 
(Watanabe, 2010) indicated that the best-fitting model, whose results I report in 
this section, is the one that groups condition into six levels: two for the Same 
Speaker block in Experiments 1 and 3 (one per trial type); two for Experiment 2 
(one per trial type), and two for the Different Speaker block in Experiment 3 (one 
per trial type). The details of the modeling process can be found in Appendix A. 
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Figure 3.11. Posterior estimates for the average marginal effect of trial type (Same Word 
− Different Word) by condition. Points represent the means of the posterior distributions; 
horizontal lines depict the 89% credible interval around the mean. Dashed vertical lines 
mark the null value for ease of legibility.
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Figure 3.11 plots the effect of trial type in each condition, averaged over 
all possible values for baseline preference and word knowledge. As predicted, 
trial type matters when the speaker delivering the test question is the same one 
who performed the stipulation and when the on-screen shapes look different 
(Experiment 1 and Experiment 3 Same Speaker block), Mdifference  =  0.08, 89% 
credible interval [0.03, 0.13]. There is no effect of trial type either in Experiment 
2, Mdifference = −0.02, 89% credible interval [−0.10, 0.07], or in the Different Speak-
er block of Experiment 3, Mdifference = 0.01, 89% credible interval [−0.06, 0.07]. 

The posteriors for the word knowledge and baseline coefficients for all six 
conditions are plotted in Figure 3.12. Word knowledge does not play a significant 
role in any condition (all 89% credible intervals include 0), whereas baseline 
preferences matter only in the conditions where infants were at chance. Baseline 
preferences moderately influence test PLHs in Experiment 1–Different Word tri-
als, and strongly influence test PLHs in the Different Speaker block of Experi-
ment 3, in both trial types. This indicates that infants revert to their baseline 
preferences when not knowing what to look at in response to the test question. 
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Figure 3.12. Posterior estimates for the Baseline PLH and Word Knowl-
edge coefficients by condition. Points represent the means of the poste-
rior distributions; line intervals depict the 89% credible interval around 
the mean. Dashed vertical lines mark the null value for ease of legibility.

Posterior Estimates of Coefficients  
for Baseline PLH and Word Knowledge 
By Condition
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Figure 3.13. Predictions implied by the posterior distributions obtained for Experiments 1–3. 
Top: Predicted test PLH (left) and predicted effect of trial type (right) as a function of baseline 
PLH. Bottom: Predicted test PLH (left) and predicted effect of trial type (right) as a function of 
Word Knowledge score.
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To better grasp the influence of these predictors, I simulated data from the 
posterior distributions for the entire range of values that baseline preference 
and word knowledge could take (i.e., the 0–1 interval). I then computed the pre-
dicted test PLHs and the predicted effects of trial type across that range. The 
results are plotted in Figure 3.13 and exhibit an elegant pattern. In the Same 
Speaker block of Experiments 1 and 3, the predicted above-chance test PLHs on 
Same Word trials and the trial type effect are robust to fluctuations in baseline 
preferences and word knowledge scores. It is only when the baseline preference 
for the highlighted object is very high that the effect of trial type is masked (Fig-
ure 3.13, top right). This differs from the Different Speaker block, where these 
factors strongly influence both measures. In addition, trial type has no effect in 
the Different Speaker block, regardless of baseline preferences and word 
knowledge (Figure 3.13, top and bottom right). 

3.6.2. Discussion of Experiments 1–3 

Experiments 1–3 show that infants have no problem assigning familiar nouns to 
visual objects that do not belong to the kinds denoted by the nouns. One possi-
ble exception is Experiment 2, which could be taken to show that infants reject 
the stipulation when there is no contrast between the two shapes. Alternatively, 
infants may have accepted the stipulation in Experiment 2 as well but general-
ized it to the other, same-looking symbol. I come back to this in the General Dis-
cussion. 

The Different Speaker block in Experiment 3 shows that the assignment is 
restricted to the speaker who stipulated it. In addition, the effect holds regard-
less of whether the infant knows the word, further indicating that they do not 
interpret the experimental situation as a word-learning one. Finally, in all condi-
tions in which infants looked at the highlighted object at chance levels, baseline 
preferences predicted their looking behavior at test better than in the conditions 
in which they looked at the highlighted object above chance. 

Experiments 1–3 thus rule out several alternative explanations for infants’ 
interpretation of the stipulation events in the current paradigm. However, there 
are still several accounts that the data cannot yet adjudicate between. Infants 
may still interpret the labeling events as revealing an underlying property of the 
speaker (incompetence or malevolence) or as introducing the speaker-specific 
stipulation that the shapes should be referred to by the labels applied to them 
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(referential pact). Both of these can explain why infants did not generalize the 
mapping to a new speaker. To test these accounts, Experiment 4 asked whether 
infants interpret the nouns under their ordinary meanings. That is, Experiment 4 
investigated whether infants interpret “a dog” applied to a blue blob as inducing 
certain expectations about the subsequent behavior of the blue blob. If infants 
think the speaker is incompetent or malevolent, they should not generate any 
kind-related expectations. If infants believe the speaker is stipulating a referen-
tial pact (e.g., the local convention that blue blobs are to be called “dogs”), they 
should not have any such expectation either . 6

3.7. Experiment 4: Moving Symbols 
One of the first distinctions that arise in infants’ developing ontology is the dis-
tinction between agents and inert objects (e.g., Bonatti et al., 2002), and it is 
widely believed that representations of agents and representations of objects 
reside in separate cognitive mechanisms (for a review, see Carey, 2009). In short, 
agents are entities that act efficiently on the world to bring about goal changes 
(Gergely et al., 1995; Liu et al., 2017), while objects are mid-sized bodies that 
travel on continuous paths, preserve cohesion in motion, and cause changes in 
other objects only upon contact (for a review, see Spelke, 2022). 

Experiment 4 asked whether infants recruit conceptual knowledge when 
setting up local assignments between symbol objects and discourse referents. 
To test this, infants were shown displays of the same shapes as in Experiments 
1–3, except both shapes were highlighted. One of the shapes was labeled with a 
noun denoting an animate kind (e.g., “dog”), while the other was labeled with a 
noun denoting an inanimate kind (e.g., “shoe”). After the two stipulations, one of 
the shapes moved toward the other until reaching it. If infants distinguish the 
shapes based on the nouns heard during the stipulation, they should distinguish 
the trials in which animate referents move toward inanimate referents from the 
trials in which the opposite occurs. 

If infants’ conceptual system includes information about the animacy of 
entities in their environment and if infants recruit this information when inter-
preting external representations, they should have different expectations de-

 Experiment 4 also tests a variant of the association account, whereby the labeling events in Ex6 -
periments 1–3 give rise to three-way associations between a label, an object, and a speaker.
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pending on whether a symbol stands for an animate versus an inanimate entity. 
Previous work indicates (i) that infants younger than those tested here possess 
an early superordinate animal concept (Mandler & McDonough, 1993); (ii) that 
they expect animals, but not vehicles, to move on a straight path to their goals 
(Baker et al., 2014); and (iii) that they prefer to model movement actions on ani-
mals over vehicles (Rakison et al., 2007). 

3.7.1. Methods  

TRANSPARENCY AND OPENNESS 

The hypotheses, methods, and data analysis for Experiment 4 were preregis-
tered at the Open Science Framework (https://osf.io/jv79e). 

PARTICIPANTS 

The final sample consisted of 32 typically developing Hungarian-speaking  14–7

16-month-old monolingual infants (Mage = 15 months 23 days, SDage = 24.3 days). 
Results from a pilot with eight participants (first looks: Cohen’s d = 1.35; total 
looking time: Cohen’s d = .56) indicated that 28 participants would be enough to 
detect an effect of looking time with 80% power. An additional eight infants were 
tested and excluded due to fussiness (n = 6), technical error (n = 1), or maxing 
out on seven out of the eight trials (n = 1). 

APPARATUS 

Infants’ gaze was collected using a Tobii T60XL with an integrated 23.8-inch-di-
agonal monitor (resolution: 1920 × 1080; refresh rate: 60 Hz). External speakers 
delivered the sound. A custom-made Python program building on PsychoPy 
2021.1.3 (Peirce et al., 2019) was used to calibrate the infants, present the stim-
uli, and collect the eye data.  

STIMULI 

Two sets of visual stimuli were used: eight color photographs representing eight 
kinds of objects (Figure 3.14, top) that are familiar to Hungarian-speaking infants 
of this age (Parise & Csibra, 2012; Pomiechowska et al., 2021) and four pairs of 
geometric shapes (Figure 3.14, bottom). Each of the four photographs depicting 
animate entities (duck, bear, dog, and cat) had a horizontally flipped counterpart, 

 The switch from an Austrian to a Hungarian sample was made for logistic reasons: it is easier to 7

find monolingual infants in Budapest than in Vienna.
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to have the eyes of the agent oriented toward the other object on the screen. As 
in Experiments 1–3, the objects’ bounding boxes were matched in height and, 
whenever possible, in width; their display size was approximately 330 × 330 pix-
els. The stimuli also included an image of a pointing hand, displayed at 213 × 366 
pixels, as in Experiments 1–3. 

Audio stimuli were the eight nouns corresponding to the familiar kinds in 
the photographs, embedded in different carrier phrases: “Hi baby! Look! An X! 
Here’s an X! Wow, an X!”, “Where is the X? X!”. A female native speaker of Hun-
garian recorded the sound stimuli in infant-directed speech. 

PROCEDURE 

Infants were shown animated clips while seated on their caregivers’ laps, as in 
Experiments 1–3. The experiment consisted of eight trials, split into four Training 
and four Experimental trials. 

As in Experiments 1–3, Training trials (1–4) were meant to familiarize the 
infant with the general procedure and to give them evidence that the voice they 
hear is connected to what is happening on the screen. The overall structure of a 
trial was very close to that in Experiments 1–3 (Figure 3.15). A trial consisted of 
four parts: Stipulation 1, Stipulation 2, Movement, and Test Measurement. Each 
trial started with a blue curtain covering the entire display. An attention-getter 
appeared in the center of the screen and rotated until the infant oriented to it 
for 500 ms. The curtain then went up to reveal a static display of two object 
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Figure 3.14. Visual stimuli used in Experiment 4. Top: eight photographs of objects 
belonging to kinds that are familiar to 15-month-old infants. Bottom: four pairs of 
symbol stimuli sampled from the ones in Experiment 1. The animate-inanimate pairs 
were fixed, as were the pairings between photo and symbol couplets. Which symbol 
stood for which entity within a given pair was counterbalanced across subjects.
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photographs, one on the left and one on the right of the screen (e.g., a cat and a 
banana). After 2 seconds of silence, the first Stipulation part started and unfold-
ed as in Experiments 1–3. An animated hand appeared above one of the two ob-
jects (e.g., the cat), pointing to it. The hand moved up and down while the infant 
was greeted (“Hello baby! Look!”) to draw their attention to the object. The hand 
stopped above the object, and infants heard the word typically used to refer to 
it three times in different carrier phrases (“A cat! Here’s a cat! Wow, a cat!”). Af-
ter another 2 seconds of silence, the second Stipulation part started, and the 
procedure was repeated on the other object on the screen.  

After another two-second break, the infants’ attention was drawn to the 
screen by the speaker (“Look!”), after which one of the objects started moving 
toward the other object, on a straight path and at uniform velocity. On Congru-
ent trials, the moving object belonged to the animate kind. On Incongruent trials, 
it belonged to the inanimate kind. After reaching the stationary object, a ding 
sound played, and the moving object wiggled for 666 ms (by rotating left and 
right around its vertical axis in two cycles). After the wiggling stopped, looking 
times were measured until infants looked away from the screen for 2 seconds 
without looking back to the screen or until 30 seconds passed. Each trial lasted 
between 30 seconds (without the test period) and a minute (with the test period). 

Experimental trials were identical to Training trials except that the two ob-
ject images were replaced by geometric shapes (Figure 3.15, bottom). Experi-
ment 4 did not include the Word Knowledge phase in Experiments 1–3 because 
previous work already showed that Hungarian infants in this age range are famil-
iar with the nouns used here (Parise & Csibra, 2012; Pomiechowska et al., 2021) 
and because the duration of the trials in Experiment 4 was up to twice as long as 
that of Experiments 1–3. 

DESIGN 

The experiment had a within-subjects design with one independent variable, Tri-
al type, and two levels, Congruent and Incongruent. Each infant was adminis-
tered the following trial alternation: ABBA-BAAB (Training–Experimental), with 
type of first trial (Congruent or Incongruent) counterbalanced across subjects. 
This alternation implies that an Incongruent trial in the Training part becomes a 
Congruent trial in the Experimental part. Several reasons drove this choice. 
First, because looking times often exhibit order effects, trial type alternated ac-

cording to the ABBA pattern. Second, exposing infants to Congruent trials in the 
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Training phase was undesirable because an effect in the Experimental phase 
could have been attributed to the Incongruent trials being flipped across the two 
phases. Alternatively, Experiment 4 could have used two animate objects in the 
Training trials and two different animate objects in the Experimental trials. But in 
that case, it would have lost the power given by having four trials in the Experi-
mental phase. In the Results section, I show that this counterbalancing choice 
does not affect the results. 

The side of the object labeled with an animate noun and the side of the 
object labeled first were counterbalanced across subjects. The animate–inani-
mate object pairings and the visual symbol pairings were fixed (Figure 3.14), but 
the symbol–label pairings within each pair of symbols were counterbalanced 
(e.g., for half of the participants, the octagon was labeled as a duck, and the tri-
angle as a shoe; for the remaining half, the mapping was reversed). The pair suc-
cession cycle was fixed across subjects (duck–shoe, bear–spoon, cat–banana, 
dog–sippy cup), but the identity of the pairing shown in the first trial was coun-
terbalanced across subjects. Thus, across subjects, each pair appeared an equal 
number of times in each of the eight serial positions. 

CODING 

Infants’ looking times were coded online by the experimenter who tested them, 
naïve to the research hypothesis. The experimenter pressed a key whenever the 
infant looked away from the screen (if the key was pressed for 2 seconds unin-
terruptedly, the trial ended). The key presses were recorded in the data file ob-
tained for each infant at the end of the test session. Looking times were also 
coded offline based on the test session video recordings by myself. Inter-rater 
reliability was substantial (total looking time: Spearman’s ρ  =  .96; first looks: 
Spearman’s ρ = .89). I double-checked all the trials (naïve to trial type) in the Ex-
perimental phase for which the coding difference was higher than 2 seconds. 
Without these trials (which turned out to have been wrongly coded online), inter-
rater reliability exceeded .95 for both measures. The analyses are based on the 
offline coding. 

DATA EXCLUSION 

The data exclusion criteria were preregistered. Experimental trials were exclud-
ed if infants attended the screen less than 40% of the time during the movement 
phase (n = 4: two Training and two Experimental trials). Two Experimental and 
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two Training trials were ended too early by the experimenter and also had to be 
excluded. Finally, two Training trials were compromised by a script error and 
were excluded as well. All infants who made it to the Experimental phase with-
out fussing out at Training completed the experiment. 
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Hi baby, look! A dog! 
Here is a dog!  
Wow, a dog!

Hi baby, look! A cup! 
Here is a cup!  
Wow, a cup!

Congruent

Incongruent

EXPERIMENTAL TRIALS × 4

Stipulation 1 
(12 seconds)

Stipulation 2 
(12 seconds)

Movement 
(6 seconds)

Congruent

Incongruent

TRAINING TRIALS × 4

Hi baby, look! A banana! 
Here is a banana!  
Wow, a banana!

Hi baby, look! A cat! 
Here is a cat!  
Wow, a cat!

Figure 3.15. Trial sequence for each phase and trial type. In each trial, both objects on 
the screen were labeled with an animate-kind and an inanimate-kind denoting noun, re-
spectively. On Congruent trials, the animate object moved toward the inanimate one 
until reaching it; on Incongruent trials, the opposite occurred. Once movement ceased, 
infants’ looking time measurement began.
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MEASURES 

I preregistered two main analyses, both for the Experimental phase: paired two-
tailed t-tests for total looking times and first looks (Manea et al., 2023; New-
combe et al., 1999; Yoon et al., 2008). Total looking time measures the amount 
infants spent looking anywhere on the screen from the first frame after move-
ment stopped until they looked away for 2 seconds without looking back to the 
screen or until 30 seconds passed. First looks measure the amount infants 
spend uninterruptedly looking on-screen before disengaging the first time. Look-
ing times were log10-transformed before the analysis (Csibra et al., 2016). 

I predicted that infants would look longer to the screen on Congruent than 
on Incongruent trials. This predicted direction of the effect may seem counterin-
tuitive, given that infants often look longer at incongruent stimuli (although not 
always: Hernik et al., 2014). However, the pilot showed the effect to hold in this 
direction rather robustly, in both the Training and Experimental phases and for 
both total and first looks. I come back to this reversal in the Discussion. 

3.7.2. Results 

LOOKING TIMES 

Figure 3.16 plots total looking times and first looks by trial type and phase. As 
predicted, infants looked longer at the screen on Congruent trials than on In-
congruent trials in the Experimental phase. However, this effect was significant 
only on first looks, Mdifference  =  0.08 (1.8 seconds on the original scale), 
t(31) = 2.53, p =  .021, Cohen’s d = 0.43, 95% CI  [0.01, 0.15]. Total looking times 
exhibited a similar but not as strong a pattern, Mdifference = 0.05 (1.5 seconds on 
the original scale), t(31) = 1.45, p = .157, Cohen’s d = 0.26, 95% CI [−0.02, 0.13]. In 
the Training phase, infants did not exhibit an effect of trial type on either looking-
time measure (first looks: Mdifference = 0.01, t(31) = 0.11, p = .914, Cohen’s d = 0.02, 
95% CI  [−0.08, 0.09]; total looking time: Mdifference = 0.015, t(31) = 0.31, p =  .76, 
Cohen’s d = 0.05, 95% CI [−0.08, 0.11]).  

EXPLORATORY: BAYESIAN MODEL (PREREGISTERED) 

As an additional exploratory analysis, I preregistered a Bayesian generalized lin-
ear model for analyzing infants’ looking times, identical to the one used in 
Manea et al. (2023). The model assumes that log-transformed and standardized 
first looks are sampled from a noisy normal distribution, whose mean is a linear 
function of the subject providing that data point, the phase and trial type from 
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which that data point came, the trial pair (1—for Trials 1–2 and 5–6; 2—for Trials 
3–4 and 7–8) and the trial type order in that pair (Congruent-first versus Incon-
gruent-first). The details of the model can be found in Appendix A; the fully re-
producible code can be accessed at https://osf.io/x3naq/files/osfstorage. The 
model confirms that infants looked longer to the screen in Congruent than in In-
congruent trials, Meffect = 0.25, 89% credible interval [0.02, 0.49]. 
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Figure 3.16. Results of Experiment 4, split by trial type and phase. The y-axis plots 
log10-transformed millisecond looking times. A score of 4 on the log-scale corre-
sponds to a looking time of 10 seconds. Black circles and the lines connecting them 
represent individual averages as a function of trial type and phase; black diamonds 
depict group averages ±1 SEM; boxplots indicate the median and interquartile range.
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In addition, I  tested whether the choice to flip congruency for each pair 
from the Training to the Experimental phase might explain the results. Suppose 
there was an effect of trial type in the Training phase (e.g., Incongruent > Con-
gruent). Suppose infants also remembered which object in a pair moved toward 
the other at Training. In that case, the effect may have carried over to the Exper-
imental phase simply because of the movement reversal, which would have sur-
prised infants equally in both trial types. Thus, a preference for one type of trial 
at Training and an additive effect of movement reversal might have caused a 
spurious effect in the Experimental phase. 

To test this, I added the first looks obtained in the Training phase for all 
object pairs as a predictor to the Bayesian model above (e.g., looking time to the 
Training cat-banana trial was added as a predictor for the Experimental cat-ba-
nana trial). The posterior distribution of the effect in the Experimental phase 
continues to exclude 0 as a plausible value, Meffect = 0.26, 89% credible interval 
[0.03, 0.48]. By contrast, the posterior distribution of the coefficient of Training 
first looks does not, Mtraining coefficient = −0.07, 89% credible interval [−0.22, 0.08]. 

EXPLORATORY: LOOKING TIMES BY PAIR (PREREGISTERED) 

Splitting the data by phase and trial pair (1 versus 2) reveals an effect of trial 
type only in the second pair, in both phases: first looks in the Experimental 
phase (Congruent > Incongruent), Mdifference = 0.11, t(29 ) = 2.28, p = .03, Cohen’s 8

d  =  0.42, 95%  CI  [0.01, 0.20]; total looking times in the Training phase 
(Congruent  >  Incongruent), Mdifference  =  0.11, t(29)  =  2.09, p  =  .046, Cohen’s 
d = 0.40, 95% CI  [0.002, 0.22]. No other comparison was statistically significant 
(all ps > .15). 

EXPLORATORY: PUPIL SIZE (PREREGISTERED) 

I also analyzed infants’ pupil sizes in the Experimental phase during the move-
ment part of a trial to check for additional evidence that infants process the 
scene differently depending on the type of entity that moved in a self-propelled 
way (animate vs. inanimate). There was no effect of trial type, t(31)  =  0.54, 
p = .593, Cohen’s d = 0.10, 95% CI [−0.03, 0.06]. 

 There are fewer degrees of freedom because not all infants provided data for both trials in the 8

second pair.
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EXPLORATORY: ADDITIONAL SUBJECTS 

Seven additional babies were overbooked and were tested with counter-bal-
anced experimental orders. To check the robustness of the first-looks effect in 
the Experimental phase, I  reran the first-looks analysis on a dataset including 
these babies. The effect of trial type increased, Mdifference  =  0.09, t(29)  =  3.10, 
p =  .004, Cohen’s d = 0.50, 95% CI  [0.03, 0.16], indicating that the finding ob-
tained with the main sample was not a spurious one. 

3.7.3. Discussion 

In the Experimental phase, infants looked longer at the screen without interrup-
tion when the animate-labeled geometric shape moved toward the inanimate-
labeled geometric shape than when the opposite movement occurred. The re-
sults of Experiment 4 thus indicate that 15-month-old infants recruit their con-
ceptual knowledge when faced with stipulation events, such that they distin-
guish symbols that stand for animate entities from symbols that stand for inani-
mate ones. The results also go a long way in ruling out several alternative expla-
nations for the data in Experiment 1. Experiment 4 suggests that infants do not 
consider the speaker incompetent or malevolent and do not interpret the pred-
icative expression as a referential pact. Nevertheless, two aspects of the find-
ings in Experiment 4 are intriguing. I discuss them in turn.  

THE DIRECTION OF THE EFFECT 

First, there is the direction of the effect, which goes in the opposite direction 
from what is usually found in infant looking-time studies. While the direction of 
the effect was predicted, I admit that the prediction was based solely on the pi-
lot, for which I also expected longer looking times on Incongruent trials. Never-
theless, both the pilot and the main experiment showed the effect in the same 
direction, suggesting that the directionality is robust. Why would it go this way? 
Unfortunately, I know of no comparable looking-time paradigm that I could draw 
on in answering this question, so I can do no better than speculate.  

Attending a stimulus, for which looking time is a proxy, primarily reflects 
the cognitive utility of that stimulus (Kidd et al., 2012; Sperber & Wilson, 1995). 
In turn, while cognitive utility sometimes covaries with surprise (Sim & Xu, 2019), 
especially in creatures who must learn so much about their environment, it may 
also reflect other internal variables, such as the anticipation of forthcoming 
events (e.g., Hernik et al., 2014). In this case, infants may have expected that 
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more events would occur when agents moved toward inanimate objects (e.g., if 
the dog moved toward the spoon, it might do something with it, but not vice ver-
sa) and therefore looked longer on Congruent trials. Infants could also have ex-
pected that representations consistent with reality would convey more relevant 
information than inconsistent ones. 

Alternatively, infants’ preference for Congruent trials is related to stimulus 
complexity. Computational work on infants’ looking behavior indicates that in-
fants’ probability of losing interest in a stimulus takes a U-shaped form as a 
function of stimulus complexity (Kidd et al., 2012). Thus, infants’ probability of 
looking away is high for simple and complex stimuli and low for stimuli of inter-
mediate complexity. In addition, the model predicts that infants will look longer 
at familiar/congruent stimuli when the stimuli are of low or high complexity and 
at novel/incongruent stimuli when the stimuli are of intermediate complexity.  

I do not know of any metric that could measure the complexity of the 
stimuli in Experiment 4. However, it seems possible that infants showed a pref-
erence for Congruent trials due to the higher complexity of Incongruent trials in 
the Experimental phase. Specifically, keeping track of two STAND-FOR relations—
and thus of four items—may have overtaxed infants’ working memory. Unlike in 
the Training part, where visual cues sufficed for tracking the identities of the ob-
jects, infants could only rely on their memory to do this in the Experimental 
phase. Because the stipulation and the motion conflicted in Incongruent trials, 
infants may have been confused about which symbol stood for which referent, 
causing them to disengage faster.  

The only study I know that investigated a question comparable to the one 
tested in Experiment 4 is Onishi et al.’s (2007) series of experiments, which test-
ed whether 15-month-old infants detect violations in pretense actions. Onishi et 
al. exposed infants to a live actor pretending to pour a liquid from an empty jug 
into a cup. At test, infants looked longer when the actor pretended to drink from 
another cup (incongruent trials) than when she pretended to drink from the one 
she pretended to pour liquid into (congruent trials). I do not have a good expla-
nation for this contrast. There are several differences between Onishi et al.’s 
(2007) study and Experiment 4 (e.g., the presence of a live experimenter, the ex-
perimenter’s active role in the pretend world, the use of imaginary substances), 
but none that would explain the contrast in a principled way. 
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Regardless of which of these accounts turns out to be true, infants must 
have interpreted the noun phrases under their regular meanings and linked them 
to the visual shapes, as guided by the pointing hand. Otherwise, they would not 
have distinguished between the two trial types in the Experimental phase. 

THE LACK OF AN EFFECT IN THE TRAINING PHASE 

The second puzzling aspect concerns the Training phase. Although this part was 
meant to familiarize infants with the general procedure and although I did not 
preregister an analysis for it, the absence of an effect is worth discussing. Again, 
this is consistent with the pattern of results found in the Pilot, where the effect 
was more robust in the Experimental phase (first looks: Cohen’s d = 1.35; total 
looking times: Cohen’s d = 0.57) than in the Training phase (first looks: Cohen’s 
d = 0.13; total looking times: Cohen’s d = 0.56). 

One possibility is that the lack of an effect stems from a practice effect. 
The paradigm did not include any pre-familiarization stage, so the task plunged 
infants into the Training trials. Because of this, it may have taken them a while to 
figure out what was going on in the animations, which could have masked the 
effect of trial type. Two pieces of evidence support this account. First, there was 
an effect on looking times in the second pair of trials in the Training phase (Trials 
3 and 4) in the same direction as the one found in the Experimental phase. Sec-
ond, even in the Experimental phase, the effect on looking times is only found in 
the second pair (Trials 7 and 8). This suggests that infants need time to habituate 
to the stimuli (to the overall pattern in the Training phase and to the novel geo-
metric shapes in the Experimental phase) before differentiating between Con-
gruent and Incongruent trials.  

An experiment that switches the order of phases or one augmented with 
pre-familiarization trials with the stipulation part removed could test this expla-
nation. However, neither suggestion is unproblematic. If the Experimental phase 
comes first (without any pre-familiarization stage), infants may take the speaker 
to be unconnected to the visual events on the screen or speak a different lan-
guage. (This was why a Training phase prefaced all experiments reported here.) If 
that were the case, a null result would be impossible to interpret. If, on the other 
hand, a pre-familiarization stage using moving photos were included, one would 
either need to augment the set of visual stimuli (and 15-month-olds may not 
know many more animate entities than the ones tested here) or recycle the 
stimuli used during pre-familiarization in the Training phase, which may bias the 
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measurement (e.g., infants may look longer on Congruent trials because they are 
similar to the ones they saw in pre-familiarization). 

The more interesting possibility for the lack of an effect in the Training part 
involves not the order of presentation but the difference between photographs 
and shapes. Except for the cat, the photographs used for the animate entities 
were not photographs of real animate beings but of toys. I was aware that this 
might be problematic, but two reasons weighed toward this decision. First, pre-
vious work has shown that Hungarian infants recognize the same stimuli used 
here by their labels (Parise & Csibra, 2012; Pomiechowska et al., 2021). Second, 
I assumed it was more likely for infants to have experienced rubber ducks than 
real ducks and (hopefully) teddy bears than real bears and thus to recognize 
them on-screen. Since infants encountered these entities only in their inert, sym-
bolic form, they may not have learned yet that these entities are animate. How-
ever, if infants interpret them as symbols and if they assume that toys represent 
their referents iconically, the agency cues that these toys possess (e.g., eyes) 
may be enough for infants to infer that bears belong to an animate kind even 
though they learned the noun for bears in the context of teddy bears.  

The result in the Experimental phase confirms that they did. This is surpris-
ing, given how much infants can learn from picture books without any contact 
with the entities the picture books depict (e.g., Simcock & DeLoache, 2006). Nev-
ertheless, toy photographs are ambiguous (see Chapter 4), and infants could 
have interpreted the photographs as standing for toys. Because infants know 
that toys are inert objects, they might not have expected them to move either . 9

Unfortunately, any statistical analysis would have lost the within-subjects com-
parison because three out of four object pairs contained toys. 

A further problem could have been the mechanics of movement, which 
consisted of animating the images such that they appeared to move in a straight 
line. This may have been odd in the photograph trials because this is not how 
these entities actually move. For instance, infants may have been dumbfounded 
by the fact that agents moved while their limbs were static or that agents ap-
proached the other object without reorienting their gaze to it. Shapes, on the 

 Note, however, that this explanation requires positing one of two post-hoc assumption that need 9

independent testing. As infants did show an effect in the Experimental phase, this explanation 
must assume either that visual cues trump linguistic stipulation when setting up STAND-FOR rela-
tions or that linguistic stipulation works differently depending on the nature of the symbol (“bear” 
means teddy bear when applied to a teddy bear but bear when applied to a shape). 
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other hand, may be better suited to convey motion in this minimal way precisely 
because they abstract away from these details. 

So far, I have considered reasons for which infants could have found the 
movement of the animate-labeled entities unexpected. Alternatively, it could be 
that the movement of the inanimate-labeled entities was, for some reason, more 
expected in the Training phase than in the Experimental phase. While infants 
may know that only bananas, shoes, sippy cups, and spoons are inert objects, 
they have experienced the motion of all object types instantiated by the stimuli 
(e.g., when their caregivers bring these objects to the infants ). On trials with 10

photographs, if infants’ cognitive processes driven by conceptual knowledge 
(e.g., only animate beings self-propel) are active in tandem with other processes 
relying on infants’ perceptual experience (which includes motion of both types of 
objects), the latter could mask the effect of trial type. By contrast, in trials with 
shapes, previous perceptual experience plays no role, which might allow the in-
fants to focus on the discrepancy between what they see and their conceptual 
knowledge. This aligns with previous research findings indicating that it is some-
times easier for infants to interpret schematic stimuli than realistic ones (Cohen 
& Amsel, 1998; Oakes & Cohen, 1990). 

Finally, it is possible that infants disengaged faster only on Experimental 
Incongruent trials because that was the only trial type in which they could not 
keep track of the on-screen object identities. As already noted, infants had sev-
eral ways to track identity in the Training phase (label and photo), as opposed to 
the Experimental phase (label only). This ties back to the discussion of the direc-
tionality of the effect and can explain both puzzles at once. A version of this ex-
periment, in which the moving object returns to its original position after reach-
ing the stationary object, could test this by asking the infants where one of the 
objects is, as in Experiments 1–3. If infants were at chance on Incongruent trials 
with geometric shapes but not with photographs, this would show that infants 
cannot track the identities of the shapes if their behavior is incongruent with the 
labels they received during stipulation. 

That said, the account for the lack of an effect in the Training phase that 
turns out to be correct bears no issue on the finding from the Experimental 
phase, which the pilot data, the main experiment, and the additionally tested 
subjects show to be robust. Infants look longer to animations in which animate 

 I am indebted to Laura Schlingloff for this point.10
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discourse referents move toward inanimate ones than vice versa. In the absence 
of an alternative explanation for this result, I interpret the data as showing that 
infants interpret the spatiotemporal relations that discourse referents enter in a 
way that takes into account the identities of the referents along with infants’ 
conceptual knowledge about the kinds to which the discourse referents belong.  

3.8. General Discussion 
Across five experiments that tested a large number of subjects (n = 160), I inves-
tigated whether 15-month-old infants understand that arbitrary geometric 
shapes can stand for familiar discourse referents. The results suggest that in-
fants can set up STAND-FOR relations between a visual object and an instance of 
a familiar kind (Experiments 1, 3, and 4). These relations are local to the dis-
course, as they are not generalized across speakers (Experiment 3), but they are 
not merely referential pacts, as they recruit infants’ conceptual knowledge in 
interpretation (Experiment 4). 

IMPLICATIONS FOR EXISTING WORK 

In retrospect, one might take the findings reported in this chapter as a foregone 
conclusion. After all, this is precisely what 15-month-olds will start doing only 
three months later when engaging in object substitution pretense themselves. In 
another sense, however, the fact that infants understood the task in a manner 
akin to pretend play even when the context was stripped down of many of the 
cues that accompany pretense is remarkable. This suggests that the cognitive 
mechanism underlying the representation of STAND-FOR relations is not only 
available but also easily activated. 

The results have theoretical and methodological implications for the inves-
tigation of other cognitive phenomena in development. First, they seem to indi-
cate (i) that object substitution pretense does not require the cues that have 
been proposed to help toddlers distinguish pretend from other kinds of behavior 
(e.g., smiling: Lillard & Witherington, 2004); and (ii) that object substitution pre-
tense is not a special cognitive capacity (Harris & Kavanaugh, 1993; Leslie, 1987). 
Instead, infants (at least from 14–16 months onward) can set up local assign-
ments between arbitrary objects and familiar discourse referents, and this ca-
pacity manifests itself under many guises, one of which is pretend play. 
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Second, the findings speak to how infants’ and children’s interpretation of 
labeling events has been characterized in the literature. Take the nature of ref-
erence, for instance. It is widely assumed that infants understand at some point 
that words refer to objects, and there are several proposals for how this comes 
about (e.g., Frank et al., 2009; Luchkina & Waxman, 2021). For instance, accord-
ing to a recent theoretical proposal (Luchkina & Waxman, 2021), reference is a 
three-way link between a word (e.g., “a dog”), a mental representation (e.g., of a 
dog), and a mind-external object (e.g., the dog in question). The findings present-
ed here suggest that the story is bound to be more complex.  

On the one hand, infants can interpret predicative expressions as estab-
lishing a relation between a mind-external object (e.g., the blue blob on the 
screen) and a distal discourse referent belonging to the kind denoted by the 
noun (e.g., a dog). Instead of a three-way link between a word, a mental repre-
sentation, and a mind-external object, there is a two-way relation between a 
perceptually available object (the blue blob) and a distal discourse referent (the 
dog) whose existence in the world is not at issue. In these cases, the external 
object is the one that refers to something else rather than the one that is being 
referred to. Moreover, infants can interpret nouns (e.g., “A dog!”) as referring not 
to external objects but to properties that infants have concepts for  (e.g., the 11

property of being a dog). And they use these concepts to generate descriptions 
under which the referents are brought. Modeling reference as a three-way link 
between words, objects, and mental representations fails to capture these 
niceties. 

Third, there are two experimental paradigms for which these findings are 
directly relevant: mislabeling events (e.g., Csink et al., 2021; Dautriche et al., 
2021; Koenig & Woodward, 2010) and referential pacts (e.g., Matthews et al., 
2006; Matthews et al., 2010). I  illustrate this point with mislabeling studies, but 
the same argument applies to referential pacts. In experiments investigating mis-
labeling, infants or children are exposed to an adult speaker who consistently 
mislabels everyday objects, and researchers measure infants’ and children’s 
subsequent inferences about the speaker (e.g., whether they refrain from learn-
ing new words from unreliable speakers). In the present experiments, mislabeling 
occurred as well, yet infants did not make any inference about speaker reliabili-

 It is of course possible that 15-month-olds thought the shapes stood for actual objects in the 11

world, but this seems unlikely given that they succeed at connecting representations to particular 
states of affairs much later (e.g., DeLoache, 1987).
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ty. Else, they would have rejected the mappings altogether and would not have 
shown a preference for trials in which animate entities move in Experiment 4.  

Given the present findings, mislabeling events (and referential pacts) may 
often be interpreted as stipulating STAND-FOR relations. This would explain why 
children are less likely to learn a new word in these contexts. They know they 
are not in a word-learning situation, so they will restrict the mappings to the cur-
rent discourse without inferring anything about speaker reliability. I also think 
infants and children may sometimes interpret the mislabeling events not as lin-
guistic or ontological shortcomings on the speaker’s behalf but as pragmatic 
ones—by relying on inferences about the felicity of symbol–referent links. A pilot 
experiment that motivated the use of geometric shapes in the present study 
suggested that infants do not accept that a shoe photo can stand for a dog if a 
dog photo is next to it. If infants are sensitive to the pragmatics of the stipulation 
or if they think that iconic and linguistic cues should match, infants might not ac-
cept such cross-mappings. In these cases, mislabeling will be interpreted—and 
rejected—as mis-stipulation. 

DIRECTIONS FOR FUTURE WORK 

There are also several questions that Experiments 1–4 leave open and that 
could be addressed in future research. The first concerns infants’ behavior in 
Experiment 2, where infants looked at the highlighted object even when the 
question involved a new noun. I can think of two possibilities for why this may 
have been the case. First, infants may have rejected the stipulations because the 
shapes looked the same. In this case, the observed above-chance levels in both 
trial types of Experiment 2 would have been driven by the asymmetric highlight-
ing only. This would mean that infants in this age range need distinctive visual 
features when assigning object symbols to discourse referents and that location 
is not prioritized as an individuation criterion. One way to test this possibility is 
to run a version of Experiment 2 in which the second, same-looking shape is not 
displayed on the screen during the stipulation phase. 

Second, infants may have accepted the stipulations but generalized them 
because stipulations operate over symbol kinds instead of tokens: if one blue 
blob stands for a dog, another blue blob will stand for another dog, all else be-
ing equal. Kind-level stipulations would be in line with other proposals in the lit-
erature (Walton, 1990), are supported by experiments in which toddlers general-
ize stipulations at the kind level (Harris & Kavanaugh, 1993), and are often used 
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in legends (e.g.,  = lions). However, the possibility that the indexing system used 
for tracking symbols prioritizes visual features over location becomes again rel-
evant. Instead of generalizing the mapping to symbol kinds, infants may have 
forgotten which of the two same-looking objects was the one entering the STAND-
FOR relation because location faded away as the trial unfolded. One way to as-
sess the different weights infants place on location and visual features would be 
to run a version of Experiment 1 in which the different-looking shapes are sur-
reptitiously swapped before the test question. 

The second open question involves the formal properties of STAND-FOR re-
lations. As things stand, all that can be concluded is (i) that STAND-FOR relations 
are functions, as infants map the highlighted symbol to one discourse referent 
only (otherwise, infants would have looked at it on Different Word trials, too); 
and (ii) that STAND-FOR relations are injective, as infants map only the highlighted 
symbol to the discourse referent (otherwise, infants would have been at chance 
on Same Word trials, too). However, based on the data, I cannot discern whether 
STAND-FOR relations are total (i.e., whether each object in a visual scene must be 
a symbol) and whether they are surjective (i.e., whether each referent in the uni-
verse of discourse is assigned an object symbol). While infants were consistently 
at chance in Different Word trials, when the display consisted of two different 
objects, it is unclear how to interpret this result. Since infants behaved the same 
way in the Training phase across all experiments, this can only mean that point-
ing and labeling have an additional effect on infants’ behavior at test. This effect 
is not a simple attentional mechanism—since it is speaker-dependent—but it 
introduced measurement noise and may have masked a mutual exclusivity infer-
ence. Therefore, whether infants expect STAND-FOR relations to be one-to-one 
functions remains unknown. Future work could address this shortcoming by hav-
ing both objects pointed to before the test (while still labeling only one) and by 
leaving a longer break between the stipulation and the test question. 

The third question concerns the interpretation of predicative expressions. 
The results indicate that 15-month-old infants can interpret predicative expres-
sions as introducing STAND-FOR relations. Still, it is unclear whether this is the de-
fault interpretation or whether infants used contextual cues Experiments 1–4 to 
figure out that the IS-A interpretation could not have been correct (e.g., the blue 
blob is clearly not a dog, so it must stand for one). Future work could address 
this through a version of Experiment 3 in which the familiar nouns are replaced 
by unfamiliar ones (e.g., “Look! A blicket!”). If infants generalize the unfamiliar 
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nouns to a different speaker (e.g., Buresh & Woodward, 2007), this will establish 
that they can access both interpretations and select the one that fits best in the 
context. 

Finally, the lack of an effect in the Training phase in Experiment 4 raises 
potential questions about the ease with which infants set up STAND-FOR relations 
based on the visual features of the symbols. While the lack of an effect with 
photos is probably best explained by the fact that these trials were presented 
first (as suggested by the effect on looking times in the second pair of the Train-
ing trials), the rich perceptual features and/or high amounts of iconicity may 
have hindered infants from drawing the appropriate inferences. This would be in 
line with findings suggesting that high similarity may actually defeat the purpose 
of symbols (DeLoache & Sharon, 2005). Infants may have been distracted by the 
fact that the photographs depicted real objects (and did not care about anything 
else) or because they interpreted the toys as toys—and toys do not move. Fu-
ture work could address this by reversing the Training–Experimental block or-
der, by exposing infants to pre-familiarization events that are similar to the test 
trials, or by using photographs of real animals instead of toys. In addition, the 
results of Experiment 4 suggest that infants may struggle with iconicity more 
than with language when setting up STAND-FOR relations. Future experiments 
could stipulate the identity of the discourse referents by other types of iconic 
features, such as movement or acoustic ones (e.g., barking). Language would 
then be only used at test to check whether infants mapped the shapes to the 
referents in a way consistent with the stipulations. 

3.9. Conclusion 
The experiments in this chapter support three claims. First, infants understand 
that visual objects can be used as symbols for other things. Second, infants 
know that the relations between the symbols and the referents they stand for 
are local to the speaker that stipulated them. This implies that they understand 
that the symbols are not the referents. Third, infants interpret the referents and 
the predicates applied to them based on conceptual knowledge. I  take these 
findings as evidence for a cognitive mechanism dedicated to the representation 
and interpretation of STAND-FOR relations that can be activated without rich con-
textual cues and that emerges early and reliably in human ontogeny. 
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Chapter 4. Adults Interpret Images as 
Symbols: The Case of Automatic Size 
Measurement 

4.1. Introduction 
While many cognitive psychologists agree that pictures are representations of 
objects and scenes, they rarely consider the possibility that this fact contributes 
to adults’ behavior in their experiments. Many times, this is not relevant, but 
sometimes it can be. While studying how infants understand screen-based de-
pictions of events (Chapter 2), I realized that this aspect of the experimental sit-
uation is under-appreciated and under-researched even outside developmental 
research. 

In this chapter, I focus on two properties of symbols. First, unlike ordinary 
objects, symbols require a referent that they can stand for. That is, after all, 
what a symbol is for: to carry information about another entity. This implies that 
one must interpret external symbols to determine what they currently stand for. 
Second, the interpretation assigned to symbols is generally achieved only with 
respect to the communicative context in which they are used. Consider a blue 
and red proportional bar graph without a legend and labels—one could not tell 
what the graph stands for only by looking at it. The interpretation of the graph is 
only possible in response to a perceived context, like an explanation, a legend, 
or a previously established expectation about its communicative content. This 
implies that the nature of the referent that a given symbol stands for cannot al-
ways be determined based on the perceptible properties of the symbol. While 
there is little doubt that ad-hoc, arbitrary symbols (e.g., blue and red bars) re-
quire more than just visual information for interpretation, it is often assumed 
that iconic symbols, such as images of objects, have a more direct link to the 
objects they stand for by virtue of their iconicity. However, even iconic symbols 
do not always elicit an appropriate mapping in a context-independent way. 
While an image of a green olive may be interpreted by default as standing for a 
green olive, the very same image can stand for olives in general (in a grocery 
store), for olive oil (on a bottle), or for an olive tree plantation (on a map). 
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Such symbolic communication beyond natural language is ubiquitous, ef-
fortless, and quick in human adults’ everyday lives. For instance, movies, graphic 
novels, or video games are often fast-paced and still understood instantaneous-
ly, with rich meaning attributed to them beyond what is visually encoded (e.g., 
Hochberg, 1986). While these art pieces are created and consumed as commu-
nicative media, understanding their content rarely requires reasoning over par-
ticular interlocutors (e.g., movie directors or game designers). 

In short, human adults often find themselves in communicative situations in 
which they have to (i) figure out what the symbols in front of them stand for; and 
(ii) use these assignments to interpret the messages that the symbols help con-
vey. Nonetheless, many experiments in cognitive psychology present partici-
pants with pictures or animations on a screen, glossing over the possibility that 
participants might interpret these stimuli as symbols that are part of a commu-
nicative context (but see, e.g., Politzer, 2004; Snow & Culham, 2021). However, 
the very fact that participants are ostensively shown something (by the experi-
menters) may prompt them to interpret such stimuli as part of a communicative 
act (Sperber & Wilson, 1995). In addition, screens themselves are widely used as 
representational devices outside the psychology lab, which may be sufficient to 
trigger a communicative interpretation of the situation (Ittelson, 1996; but see 
Millikan, 2017). If symbolic interpretations were triggered upon encountering ex-
perimental stimuli, this would carry both methodological and theoretical impli-
cations. Methodologically, it might prompt researchers to control for unintended 
effects of communicative inferences that their stimuli might induce. Theoretical-
ly, it would provide evidence that external symbols gain a communicative inter-
pretation rapidly and automatically. 

Are experimental stimuli presented on a screen interpreted as communica-
tive symbols? The case study I will focus on in this chapter is the familiar-size 
Stroop effect reported by Konkle & Oliva (2012). Konkle and Oliva (2012) had 
participants judge which of two images was displayed smaller or larger on the 
screen. They found that participants slowed down and made more errors on tri-
als in which the size difference direction between the two images was opposite 
to the real-world size difference direction of the depicted objects. For instance, 
participants responded slower when presented with a large image of a palm leaf 
and a small image of an elephant compared to a display of a small image of a 
palm leaf and a large image of an elephant. The fact that elephants are larger in 
the world than palm leaves interfered with judgments of image sizes, even 
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though participants did not need to interpret the image contents for the task. 
This suggests that the process of encoding image contents is automatic. Howev-
er, this conclusion leaves open several possibilities regarding the nature of this 
encoding process. 

Here I consider two accounts that might underlie the familiar-size Stroop 
effect. The first possibility is that the interfering size measurement is an outcome 
of the perceptual processes that identify the category or the features of the ob-
jects depicted by the images. If this is the case, automatic size computation re-
flects the previous experience of encountering such features and objects and/or 
computations internal to the visual system that use featural information as cues 
for object size. There is work suggesting that object features, rather than object 
categories, may drive the effect on the automatic size measurements that give 
rise to the size Stroop effect. Long and Konkle (2017) ran the familiar-size Stroop 
task using distorted images of objects (called “texforms”), which preserved only 
mid-level featural information (e.g., curvature). Even though the basic kinds to 
which these objects belonged were no longer recognizable, a Stroop effect was 
still present, implying that the mid-level features carry sufficient information 
about the size of objects. While these findings show that  accurate basic-level 
recognition is not necessary for the Stroop effect to occur, they do not entirely 
rule out a category-based explanation. It remains possible that participants in-
advertently attempted to categorize the images at the basic level based on the 
mid-level features they were presented with. Even if these categorization at-
tempts did not correctly identify the basic level kind of the underlying objects, 
the categories identified by the participants could still have been in the right 
ballpark in terms of size (e.g., they could have been more likely to guess “build-
ing” or “statue” when shown a texform of a vending machine than when shown a 
texform of a perfume bottle).  

Thus, based on the available evidence, neither object features nor object 
category can be conclusively ruled out as the causal factor. For the current 
purposes, though, these options are equivalent because both assume that the 
Stroop effect is driven by the mismatch between what is perceived on the screen 
and the perceptually similar individuals in the world (Konkle & Oliva, 2012; Long 
& Konkle, 2017). I will thus group these explanations (categories and features) 
under a single general account, which I will refer to as the object recognition ac-
count. 
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The second option is that the familiar-size Stroop effect arises because of 
communicative inferences derived from the images. Under this account, one can 
construe each trial as a mini-discourse consisting of a question (e.g., “Which one 
is larger on the screen?”) with two possible answers (the two images/response 
buttons). If participants interpret the images on the screen as symbols, they may 
inadvertently encode what entities these images might be conveying information 
about. Under this account, the incongruency comes from the mismatch between 
the images’ relative sizes and the interpreted referents’ relative sizes (e.g., a 
horse image conventionally refers to a horse). 

This account implies that the real-world size of the on-screen object mat-
ters less than the real-world size of the referent that the on-screen object cur-
rently stands for (e.g., an image of a toy horse may activate the HORSE concept 
just as well as an image of an actual horse). Moreover, the interpretation as-
signed to the images should be a function not only of the image features but also 
of the context in which the image is embedded (e.g., it might be influenced by 
other symbols on the screen). Under this account, there is no one-to-one map-
ping between pictures of objects and corresponding representations of size. For 
example, an image of a toy horse will sometimes be taken to stand for a horse, 
sometimes for a toy, depending on what other image accompanies it. I refer to 
this as the symbol interpretation account. 

I designed three experiments to evaluate the relative likelihoods of the hy-
potheses outlined above. Experiment 1 is a replication of the familiar-size Stroop 
effect (Konkle & Oliva, 2012, Experiment 1a) with new stimuli (Figure 4.1, left and 
middle column). Experiment 2 introduces miniature objects, such as toys, which 
are ideally suited to tease the two hypotheses apart because they are small in 
the real world but also typically used to stand for entities that are large in the 
real world (Figure 4.1, middle and right column). If the familiar-size Stroop effect 
is driven by object recognition, a small image of a toy horse next to a large im-
age of a watermelon should not slow down image size judgments, as toy horses 
are much smaller than watermelons. However, if the toy horse (and, consequent-
ly, the image depicting it) is taken to stand for an actual horse, the opposite pat-
tern should obtain. Participants’ judgments will be slower when a small image of 
a toy horse is presented next to a large image of a watermelon, even though this 
configuration preserves the real-world size difference between the objects de-
picted on the screen.  
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Note that the symbol interpretation account does not predict that an im-
age of a toy will necessarily be interpreted as standing for its non-toy counter-
part. Instead, it predicts that some pictures—due to what they stand for in the 
context—give rise to a contrast between the real-world size of the depicted ob-
ject and the perceived object size if participants interpret the depicted object to 
stand for a different referent. This prediction does not apply, a priori, to toys. 
Indeed, an image of a toy horse is ambiguous between a toy-horse interpretation 
and a horse interpretation. If participants opt for the toy interpretations when 
seeing images of toys, Experiment 2 will not be able to adjudicate between the 
object recognition and the symbol interpretation accounts. But if they opt for 
the toy referents interpretation, Experiment 2 would undermine the object 
recognition account, as this would show a dissociation between the object and 
the size measurement. 

Finally, Experiment 3 asks whether the relationship between an object and 
its size measurement would be modulated by the identity of the second object. 
I  investigate this question by comparing images of toy objects to images of the 
larger objects that the same toys typically represent (Figure 4.1, left and right 
columns). Should the very same image (e.g., a toy horse) be interpreted as a large 
object in Experiment 2 but as a small toy in Experiment 3 (due to the explicit 
within-category contrast), this would suggest that participants interpret the two 
pictures presented on a screen in an integrated rather than piecemeal fashion. 
This pattern would provide evidence in favor of the symbol interpretation ac-
count, as external symbols should be interpreted as constituent parts of the 
scene they are embedded in. On the other hand, the object recognition ac-
count—in its current formulation—takes perception to output size measure-
ments of individual object images, for which the identity of the second object on 
the screen should be irrelevant. I return to this issue in the General Discussion, 
where I discuss several ways the object recognition account could be expanded 
to accommodate such contextual effects in light of the data I present. 
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alligator–
skateboard

LARGE OBJECT MID-SIZED OBJECT SYMBOL OF LARGE OBJECT

bear–
drumset

horse–
cardboard box

train– 
fountain

car– 
sofa

armchair– 
ski boot

castle–
baseball bat

tree–
backpack

football player–
trunk

Figure 4.1. Sample object images used across the Experiments 1–3. Experiment 1 consisted 
of comparisons between images in the first two columns (large object versus mid-sized ob-
ject). Experiment 2 consisted of comparisons between the last two columns (mid-sized ob-
ject versus small symbol of large object). Experiment 3 consisted of comparisons between 
the first and the last column (large object versus small symbol of large object).
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4.2. Experiment 1: Replication 
4.2.1. Methods 

Experiment 1 was closely modeled on Experiment 1a of Konkle and Oliva (2012). 
Participants were presented with displays consisting of two different-sized im-
ages of real-world objects. Their task was to judge which of the two images was 
larger or smaller on the screen. In Congruent trials, the larger image depicted 
the object that is larger also in the real world; in Incongruent trials, the larger 
image depicted the smaller object (Figure 4.2, top row). 

TRANSPARENCY AND OPENNESS 
I report how I determined the sample size, data exclusions, manipulations, and 
measures of the study. The design of the study and the analyses were not pre-
registered, as all Experiments closely followed the design and analyses of Exper-
iment 1a in Konkle and Oliva (2012). All stimuli, anonymized data, analysis code, 
and research materials are available on the Open Science Framework repository 
of the project, accessible at https://osf.io/q2yzc/. Data for all experiments were 
analyzed using R 4.2.2 (R Core Team, 2022), and the packages  ggplot 3.4.2 
(Wickham, 2016) and effectsize 0.6.0 (Ben-Shachar et al., 2020). 

PARTICIPANTS 

The sample consisted of 50 English-speaking participants (rangeage  =  19–70 
years, Mage = 29.9 years, SDage = 12 years) recruited via the Testable Minds plat-
form from all over the world. The sample size was chosen based on a pilot with 
12 subjects to detect an effect of trial type with 99.9% power at significance lev-
el α = .05 (pilot Cohen’s d = 0.73). All participants gave informed consent before 
completing the experiment. 

STIMULI 

For Experiments 1–3, I gathered 36 triplets of objects, each of which contained a 
large object X, a small toy object X, and a different object Y, whose size lay be-
tween that of the real object X and that of the toy object X (Figure 4.1). In addi-
tion, for each of the three triplet pairs (X–Y in Experiment 1, toy X–Y in Experi-
ment 2, X–toy X in Experiment 3), the absolute difference between the aspect 
ratios of the bounding boxes was at most 0.25, based on (2012, Experiment 1a), 
but with a slightly wider margin because the constraint had to hold across 
triplets rather than pairs. The triplet items were not matched in terms of filled 
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areas (proportions of filled space in the corresponding bounding boxes), but 
I controlled for these differences statistically when analyzing the data (see Ap-
pendix B). The 108 object images were then resized to create two different-sized 
versions for each image. The large versions were resized such that the diagonal 
of the object’s bounding box was approximately 1,000 pixels; the small versions 
were created by scaling the large images down by a factor of 0.6. In Congruent 
pairs, the size difference between the images was in the same direction as the 
real-world size difference of the depicted objects; in Incongruent pairs, the size 
difference between the images was in the opposite direction to the real-world 
size difference of the depicted objects (Figure 4.2).   
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Experiment 1: 
Replication

Congruent Trial Incongruent Trial

Task: Which is smaller/larger on the screen?

Experiment 2: 
Symbol Objects

Congruent Trial Incongruent Trial

Experiment 3: 
Contrastive 
Displays

Congruent Trial Incongruent Trial

Figure 4.2. Schematic design of Experiments 1–3. Left: the size difference between the im-
ages is in the same direction as the real-world size difference of the objects (Congruent tri-
als). Right: the size difference between images is in the opposite direction to the real-world 
size difference (Incongruent trials). In Experiment 2, congruency is defined based on the ac-
tual size of the objects depicted in the images.
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PROCEDURE 
Participants were told that they would see two images on each trial and were 
instructed to press the F-key on their keyboard to select the image on the left or 
the J-key for the one on the right. They were also instructed that in one block of 
trials, they would have to judge which of the two images was smaller on the 
screen, while in another block of trials, they would have to judge which of the 
two images was larger on the screen. Participants underwent two short practice 
blocks (eight trials in total), in which they had to select which of two colored cir-
cles was smaller/larger on the screen, to get familiarized with the task and the 
two response keys. The test phase began once participants answered correctly 
to four consecutive practice trials in both blocks. 

Each of the two test blocks (Larger vs. Smaller, order randomized across 
participants) consisted of 144 trials (36 Pairs × 2 Trial Types [Congruent vs. In-
congruent] × 2 Sides [Left vs. Right of the screen]). Thus, the entire experiment 
consisted of 288 trials. Each trial started with a fixation cross for 700 ms, fol-
lowed by the image comparison display. Correct responses were immediately 
followed by the next trial. In contrast, incorrect responses received error feed-
back (“Oops, this is incorrect! Remember, choose the one which is smaller/larg-
er on the screen.”) and by a 5-second interval before the next trial began. The 
order of trials was randomized for each participant. Once participants finished 
the first block, they were congratulated and told which task they would have to 
solve in the remaining block (Smaller or Larger, depending on the first block). 

4.2.2. Results 

REACTION TIMES 

As in Konkle and Oliva (2012, Experiment 1), I excluded trials with incorrect an-
swers and trials in which reaction times were shorter than 200 ms or longer than 
1500 ms from the analysis. After these exclusions, each participant produced 
273.3 valid trials, on average, out of a possible 288. To investigate reaction 
times, I obtained a Stroop effect for each participant by subtracting the average 
reaction times on Congruent trials from those on Incongruent trials. A positive 
Stroop score would mean that participants take longer to answer on Incongru-
ent trials; a negative Stroop score would imply that participants take longer to 
respond on Congruent trials. To consult the results by task (Larger vs. Smaller), 
see Appendix B.  
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The overall effect of real-world size congruency replicated the original 
finding (Figure 4.3A). It took participants longer to make a visual size judgment 
on two images when the image sizes were incongruent with the real-life sizes of 
the objects depicted in the images (MCongruent = 625.8 ms, MIncongruent = 650.0 ms; 
t(49) = 5.24, p < .001, Cohen’s d = 0.74, 95% CI [0.43, 1.06]). 

ERROR RATES 
Following Konkle and Oliva (2012), I also compared error rates across trial types 
within each condition (Figure 4.3B). While participants were, on average, 98% ac-
curate, they were more likely to err in Incongruent trials than in Congruent trials, 
t(49) = 5.31, p < .001, Cohen’s d = 0.75, 95% CI [0.44, 1.07]. 
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A B

Figure 4.3. Results of Experiment 1. (A) Stroop effects. Transparent circles represent 
within-subject Stroop effects (Incongruent − Congruent reaction times); black diamond 
shows average Stroop effect ±1 SEM. (B) Error rates. Transparent circles and the lines 
connecting them represent individual error rates as a function of trial type; opaque di-
amonds depict group averages ±1 SEM; boxplots indicate the median and interquartile 
range. 
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4.2.3. Discussion 
Experiment 1 replicated the size Stroop effect reported by Konkle and Oliva 
(2012): (i) participants were slower to make a visual size judgment in Incongruent 
trials, i.e., when the size relation of two on-screen images did not align with the 
size relation of the depicted objects; and (ii) participants were less accurate in 
Incongruent than in Congruent trials. As noted in the Introduction, however, the 
results are ambiguous as to the nature of the process that gives rise to this ef-
fect. Is it simply the case that the category and/or the perceptual features of the 
objects in the images are associated with a previous encoding of such features 
and objects? Or do participants compute what these images stand for? I  ad-
dressed this question in Experiment 2. 

4.3. Experiment 2: Symbol Objects 
To determine whether the familiar-size Stroop effect is driven by object recogni-
tion or symbol interpretation, I replaced the large objects in Experiment 1 with 
miniature versions of the same objects (Figure 4.1, right column). When partici-
pants compare images of watermelons to images of toy horses, which of the two 
size differences will they take longer to judge? Since toy objects are small, the 
visual object recognition account predicts that participants will take longer if 
the toy/miniature objects are depicted as larger than the mid-sized objects from 
Experiment 1. By contrast, only the symbol interpretation hypothesis can ac-
count for the possibility that participants will find those trials easier in which the 
toy/miniature objects are depicted as larger than the same mid-sized objects.  

4.3.1. Methods 

The methods were identical to Experiment 1 except that the large objects were 
replaced by small symbol objects that represent them (e.g., horse → toy horse). 
Thus, in Experiment 2, participants had to compare displays of mid-sized objects 
versus small objects that typically stand for large objects (Figure 4.2, middle 
row). Importantly, I define congruency based on the actual size of the objects 
depicted. For instance, a large image of a toy horse next to a small image of a 
watermelon is an Incongruent trial, as toy horses are typically smaller than wa-
termelons. This choice is, of course, arbitrary. After all, this experiment aimed to 
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determine which of the two trial types would be incongruent for participants. 
Still, it is important to keep in mind for interpreting the results.  

PARTICIPANTS 

The sample consisted of 50 participants (rangeage =  18–67 years, Mage  =  31.9 
years, SDage = 11.7 years) recruited via the Testable Minds platform. The sample 
size was chosen based on a new pilot with 12 subjects to detect an effect of trial 
type with 99.9% power at significance level α =  .05 (pilot Cohen’s d = 0.74). All 
participants gave informed consent before completing the experiment. 

4.3.2. Results 

REACTION TIMES 

As in Experiment 1, trials with incorrect answers and trials with reaction times 
shorter than 200 ms or longer than 1500 ms were removed from the analysis. 
Based on these criteria, participants provided, on average, 280.2 valid trials. 
I obtained a Stroop effect for each participant by subtracting the average reac-
tion times on Congruent trials from those on Incongruent trials. Because con-
gruency is defined based on the actual size of the objects depicted by the im-
ages, a positive Stroop score would indicate that slower responses were pro-
duced when miniature object images were large (e.g., large toy horse versus 
small watermelon). In contrast, a negative score would indicate slower respons-
es when miniature object images were small (e.g., small toy horse versus large 
watermelon). 

Unlike in Experiment 1, there was an overall negative Stroop effect 
(Figure  4.4A): participants’ reaction times were higher on Congruent trials, in 
which the visual size of the images on the screen matched the sizes of the ob-
jects that were depicted on-screen (MCongruent = 568.5 ms, MIncongruent = 561.1 ms; 
t(49) = −2.46, p = .017, Cohen’s d = 0.35, 95% CI [0.06, 0.64]). 

ERROR RATES 

Consistent with the reaction times results, participants were more likely to make 
a mistake on Congruent than on Incongruent trials (Figure 4.4B), t(49) =  −4.28, 
p < .001, Cohen’s d = 0.61, 95% CI [0.30, 0.91]. 
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BIMODALITY 

The smaller Stroop effect in Experiment 2, combined with the observation that 
one-third of the participants seem to have exhibited the opposite effect, could 
be driven by an underlying bimodal distribution. The bimodality would arise be-
cause some participants would take the size measurements of toys, whereas 
others would take the size measurements of the large objects represented by 
the toys. This was not the case. First, this smaller effect size compared to Exper-
iment 1 is only apparent in the reaction times but not in the error rates. If error 
rates and reaction times resulted from the same incongruence, the effect size 
differences should go hand in hand, but they do not. Second, the statistical 
analysis for multimodality on reaction time difference scores does not reject the 
null hypothesis (Hartigan’s dip test for bimodality, D = .04, p = .944). 
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Figure 4.4. Results of Experiment 2. (A) Stroop effects. (B) Error rates.
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4.3.3. Experiments 1 and 2: Contrast 
REACTION TIMES ACROSS EXPERIMENTS 1 AND 2 
To compare the results of the first two experiments, I  aggregated the two 
datasets and analyzed reaction times by trial type (Congruent vs. Incongruent, 
within-subjects) and experiment (1 vs. 2, between-subjects). A 2 × 2 mixed ANO-
VA revealed a main effect of experiment, F(1, 98) = 8.87, p =  .004, ηp2   =  .083; a 
main effect of trial type, F(1, 98) = 9.33, p = .003, ηp2 = .09; and a Trial Type × Ex-
periment interaction, F(1, 98) = 32.93, p < .001, ηp2 = .25. 

ITEM-BASED COMPARISON ACROSS EXPERIMENTS 1 AND 2 
As an additional exploratory measure, I  grouped the data by image pair (e.g., 
train–fountain, bear–drumset) and calculated the item-wise correlation of Stroop 
effects across the two conditions (Figure 4.5). There was a strong negative corre-
lation, r(34) = −.65, p < .001, indicating that Stroop effects tended to be driven by 
the same pairs across conditions. If, for instance, there was a processing advan-
tage for Congruent truck–hairdryer trials in Experiment 1, there was a similar 
but opposite effect in Experiment 2 despite the many differences between 
trucks and toy trucks. (The correlation is negative because congruency is de-
fined at the level of the depicted objects.) 
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Figure 4.5. Correlation between Stroop effects in Experiments 1 and 2 across items (x-
axis: Experiment 1; y-axis: Experiment 2). The gray-shaded area represents the 95% con-
fidence interval around the regression line. 
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4.3.4. Discussion 

Experiment 2 produced a different pattern of results from that of Experiment 1. 
Participants were slower and more error-prone on Congruent trials even though 
the difference in size between the two on-screen images went in the same direc-
tion as the real-world difference. Moreover, the Stroop effects by stimuli pair in 
the two conditions were strongly correlated, indicating that size judgments were 
similarly slowed down when the large object (e.g., a zebra) was depicted in a 
small image, irrespective of whether it was directly represented by a member of 
the kind (an image of a real zebra) or indirectly by an object that is often used to 
refer to it (an image of a toy zebra). Taken together, the results of Experiments 1 
and 2 suggest that the Stroop size effect is not driven primarily by object recog-
nition (e.g., toy zebra → small or toy zebra features → small) but by the inferred 
referent of the image (toy zebra → zebra → large). 

Compared to Experiment 1, more participants in Experiment 2 exhibited a 
positive Stroop effect in reaction times (but not error rates). The participants 
who produced a positive Stroop effect may have interpreted the toy objects as 
toys (rather than as the objects they were toys of). If so, this would provide fur-
ther evidence for the symbol interpretation account. Under this account, com-
municative inferences on the visual input are responsible for the size measure-
ments underlying the Stroop effect. Due to the ambiguity of toy images, some 
participants could have had different assumptions about what the images com-
municate. On the object recognition account, these results would require auxil-
iary hypotheses. How could the same visual input drive different effects across 
trials and across participants? Are toy objects visually bistable between toy and 
non-toy objects? Or do people have different visual systems to such an extreme 
degree? Neither of these explanations seems promising. In short, whether the 
true distribution of the Stroop effect in Experiment 2 was bimodal remains un-
clear. But if it were, it would support the symbol interpretation account better 
than its alternative. 

Two concerns remain, however. First, the features attended to in the visual 
processing of the images may be orthogonal to the toy–real distinction. If this 
were the case, images of toys and images of real things would end up in identical 
outputs (e.g., both a zebra image and a toy zebra image output ZEBRA). That is, 
participants in Experiment 2 might have, in some sense, mistaken the toys for 
the objects the toys stood for. Second, it is possible to modify the object recog-
nition account to accommodate the results even if participants did not mistake 
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the toys for real objects. If the size Stroop effect is driven by object categories, 
one can postulate that participants always retrieve the conceptual content con-
ventionally associated with the object in the image (e.g., a toy zebra always acti-
vates ZEBRA). If it is driven by object features, one can argue that toy objects 
share the relevant mid-level visual features with real-object counterparts. Both 
these modifications preserve the core idea of the object recognition account, 
namely that the primary input to the size measurement of an image is the set of 
its perceptible features. The symbol interpretation account, by contrast, as-
sumes that participants assign an interpretation to the symbols presented to 
them in relation to a discourse context. Under this account, the context (e.g., the 
other image on the screen) can shift the interpretation of the images. I  tested 
this prediction in Experiment 3 while also controlling for the possibility that par-
ticipants in Experiment 2 mistook the toys for the objects the toys represented. 

4.4. Experiment 3: Contrastive Displays 

By pairing the 36 large-object images from Experiment 1 with their correspond-
ing miniature versions from Experiment 2, Experiment 3 tested whether partici-
pants are sensitive to the context in which an image is embedded when judging 
its relative size. If participants inflexibly assign a ZEBRA interpretation to both a 
toy zebra image and a zebra image because that is the commonly associated 
conceptual content of both images, the Stroop effect should disappear. If, on the 
other hand, participants are sensitive to the communicative context, they should 
consider both images when assigning an interpretation. In Experiment 3, partici-
pants were faced with a direct contrast between large objects and their minia-
ture versions. Because of this, under the symbol interpretation account, they 
should opt for a different interpretation of the toy object images compared to 
Experiment 2. Toys should now stand for the corresponding concepts of toys 
and not for the concepts that the toys usually stand for because the paired im-
ages already stand for those concepts. This contrastive reading predicts a pro-
cessing advantage for Congruent trials and thus a size Stroop effect.  

4.4.1. Methods 

Experiment 3 was identical to Experiments 1 and 2, except for the stimuli pairs, 
which now consisted of pairs of objects and their corresponding miniature ver-
sions selected from Experiments 1 and 2, respectively (Figure 4.2, bottom row). 
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PARTICIPANTS 

The sample consisted of 50 participants (rangeage =  20–60 years, Mage  =  31.9 
years, SDage = 10.4 years) recruited via the Testable Minds platform. The sample 
size was chosen based on a pilot with 12 subjects to detect an effect of trial 
type with 99.9% power at significance level α =  .05 (pilot Cohen’s d = 0.86). All 
participants gave informed consent before completing the experiment. 

4.4.2. Results 

REACTION TIMES 

As in Experiments 1 and 2, trials with incorrect answers and trials that lasted 
shorter than 200 ms or longer than 1500 ms were excluded. Each participant 
provided, on average, 276.9 valid trials out of a maximum of 288. There was an 
advantage for Congruent trials (Figure 4.6A). Reaction times on Incongruent tri-
als were longer than those on Congruent trials (MCongruent  =  592.3 ms, 
MIncongruent = 616.8 ms; t(50) = 7.58, p < .001, Cohen’s d = 1, 95% CI [0.73, 1.43]). 
The Stroop effect replicates the original Konkle and Oliva (2012) finding, as well 
as its replication in Experiment 1 above. 
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Figure 4.6. Results of Experiment 3. (A) Stroop effects. (B) Error rates.
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ERROR RATES 

As in Experiments 1 and 2, participants were highly accurate in solving the task 
(on average, 99% correct responses), but they were more likely to make a mis-
take on Incongruent trials than on Congruent trials, t(50) = 3.75, p < .001, Co-
hen’s d = 0.53, 95% CI [0.23, 0.83], as in Experiment 1 (Figure 4.6B). 

4.4.3. Discussion 

Experiment 3 rules out two potential explanations for the findings of Experiment 
2. First, the results of Experiment 2 were not due to participants’ mistaking the 
toys for the objects they typically represent. Had they done so, they would have 
assigned the same interpretation to both images, which would have led to a null 
result in Experiment 3. On the contrary, participants took longer and made more 
mistakes on Incongruent trials, i.e., when an object was displayed as smaller 
than its miniature counterpart. Second, and more importantly, the results show 
that people’s interpretation of images is not inflexible but changes according to 
context. By placing the toys next to the objects they usually represent, a differ-
ent interpretation was elicited in Experiment 3 (e.g., a toy zebra stands for a toy) 
compared to Experiment 2 (e.g., a toy zebra stands for a zebra). These results 
rule out the modified object recognition accounts. Participants could not have 
assigned a conceptual description to an image dictated solely by the conven-
tional use of the image, nor could they have derived a size measurement from 
the visual features in the image: neither of these accounts are compatible with a 
shift in interpretation due to a change in context. Taken together, Experiments 2 
and 3 suggest that people interpret images presented to them as symbols. While 
the visual properties of a symbol constrain the domain of entities and concepts 
it can represent, participants flexibly use the context to converge on an interpre-
tation when multiple reasonable candidates are present (as in the case of toys). 

4.5. General Discussion 
The present study explored how participants represent visual stimuli in experi-
mental contexts. Do participants encode the object images to reflect the real-life 
entities that are depicted or interpret these images as symbols? And if the latter, 
how do they decide what a picture stands for? The case study for investigating 
these two questions was the familiar-size Stroop effect (Konkle & Oliva, 2012), 
which led to progress on both issues with simple manipulations. 
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In Experiments 1 and 2, I asked whether visual stimuli are recognized as 
the real-world objects they depict or if they are represented as symbols—ob-
jects that stand for something else. Having successfully replicated the original 
size Stroop effect in Experiment 1, I changed the stimuli in Experiment 2 such 
that the larger objects in Experiment 1 were swapped with toys of the same cat-
egory. If automatic size measurements are based on the size of real-world enti-
ties, toy objects should be construed as small objects relative to the objects 
they were paired with. But if a picture of a toy object carries the same symbolic 
content as an image of its non-toy counterpart, participants should still treat it 
as larger than an actually bigger object. The size Stroop effect followed the 
symbolic content rather than the real-life size of the depicted objects: partici-
pants represented pictures of toy zebras on a par with real zebras when it came 
to automatic calculations of object size. This fits neatly only with the proposal 
that participants conceive of object presentations as symbolic. 

Having found evidence for symbolic encoding in Experiments 1 and 2, 
I turned to the second question: what processes are responsible for creating the 
symbolic connection between picture and content? On one view, symbols, just 
like real objects, are recognized based on their perceptible properties. In line 
with this view, iconic conventions often mediate communication using external 
symbols. Pictures of zebras conventionally symbolize zebras and not, for in-
stance, horses or houses. In fact, one would arguably call any picture a zebra 
picture if it could be recognized by others as representing a zebra, even if that 
picture is cartoonish or barely resembles entities belonging to the subgenus 
Hippotigris. If you know how zebras are conventionally depicted, you might au-
tomatically encode any zebra depiction, toy or otherwise, as standing for a ze-
bra. On the alternative view, the connection between symbol objects and their 
content is not just a recognition process but an interpretive one, whereby partic-
ipants decide what an object stands for in some context. A stick figure at a 
crosswalk signals that it is ok to walk, but on a door at the airport, it signals the 
location of the restroom. No recognition process could reliably output the ap-
propriate content because the context—in this case, the physical environment—
needs interpretation. This view suggests that there is no context-independent 
way of identifying whether an image of a toy zebra stands for a toy zebra, a real 
zebra, or something else. The results in Experiment 3 were consistent with the 
interpretation account: participants encoded a toy object as smaller than its 
non-toy counterpart. This is the opposite of Experiment 2, where the contrast 
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between object categories drove the effect rather than ontological status (toy 
versus real). 

Just as in Konkle and Oliva (2012), the processes that automatically gener-
ated the irrelevant size measurements of the depicted objects are rapid, spon-
taneous, and lacking control—properties that have been argued to be neces-
sary, if not sufficient, signatures of visual processing (Hafri & Firestone, 2021; 
Scholl & Gao, 2013). Nevertheless, I  have reasons to suspect that visual pro-
cesses cannot explain the size Stroop effect and, especially, the contextual ef-
fect in Experiments 2 and 3. Why does the automatic size measurement of toy 
objects depend on the other object on the screen? 

One could defend the visual origin of this effect by arguing that visual fea-
tures of images of toy objects are mapped both to toy and non-toy versions of 
the same object category, such that upon seeing an image of a toy zebra, the 
visual system would either output a toy zebra (and its size) or a non-toy zebra 
(and its size). However, this mapping alone would not predict when participants 
should encode a toy object one way or another. As such, it fails to explain the 
systematic context dependence the findings exhibit. If one of the two content 
types is chosen randomly, there should have been no Stroop effect in Experi-
ment 2. In half of the trials, the toy objects would have been perceived as the 
smaller object, and in the other half, they would have been perceived as the big-
ger object, resulting in no size difference on average. In addition, there size effect 
in Experiment 3 should have been smaller: the toy objects would have been per-
ceived as small only in half of the trials. However, the size Stroop effect was 
even larger in Experiment 3 than in Experiment 1, ruling this option out. 

A second visual account of the present results could be that toy objects—
counterintuitively—look larger than the mid-sized objects they were presented 
next to in Experiment 2. By this account, the toy objects might have created a 
visual illusion: they shared enough features with their large non-toy variants that 
the size measurement they activated was closer to these objects than to their 
de facto (small) sizes. Under the additional assumption that this illusion was only 
partial, one might also be able to explain how Experiment 3 worked: perhaps the 
toys looked larger than the mid-sized objects (in Experiment 2) but smaller than 
the large objects (in Experiment 3). I dispense with this account because it is 
highly stipulative. Intuitively, toy objects do not look large; they look like toys. In 
addition, there is suggestive empirical evidence against it. If toy objects looked 
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similar to the large objects in terms of size, Experiment 3 should have produced 
the smallest effect size of all. It did not. 

A further way to incorporate contextual dependence into visual processes 
is to assume that toy objects look more toylike when the non-toy objects are 
presented next to them, as in Experiment 3. This could be similar to well-known 
perceptual contrast effects, such as the modulation of color perception by the 
brightness of the background (simultaneous contrast effect: e.g., Kinney, 1965). 
However, such a contrast effect should be more than just the relation of toy and 
non-toy features neighboring each other. That would also predict a straightfor-
ward contrast effect between toys and non-toys in Experiment 2, where there 
was none. To generate the appropriate contrast effect, vision should apply a rule 
along the lines of “for any toy object X, if and only if there is another object Y 
that represents the same category as X but is not a toy, encode X as a toy”. A 
rule of this sort would radically differ from the visual contrast effects discussed 
in the literature for at least two reasons. First, to create such contrast effects, 
the relevant constraints would have to encode symbolic properties such as TOY 
VERSION and REPRESENTING THE SAME CATEGORY AS—properties that fall outside 
paradigmatic perceptual processes. Second, this potential constraint would be a 
post-hoc stipulation that does not follow from any general account of perceptu-
al processing. As such, it has little to no predictive power. 

Yet another way to root the contextual contrast effect in visual processes 
is to suggest that it reflects a more general process of optimal visual inference 
under uncertainty (e.g., Weiss et al., 2002). This option would concede that the 
process that creates object descriptions is interpretive in some sense but would 
still assume that this interpretation is created within the confines of the visual 
system. Depending on the visual context, it might be more optimal to encode an 
object as a toy zebra rather than zebra. But why would it be optimal to encode 
pictures of toys as toys in Experiment 3 but as non-toys in Experiment 2? To 
make this work, one would have to posit that the likelihood that two neighboring 
objects that, in principle, belong to the same category are actually from the 
same category is low. Could the presence of a zebra decrease the likelihood of 
encountering another zebra and increase the relative likelihood of encountering 
a toy one? If anything, the opposite seems more plausible: if a zebra is around, 
the probability of encountering another (non-toy) zebra increases. 

A different type of rational process would be needed to generate the cor-
rect predictions—one that asks, “Why am I presented with these pictures?” in-
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stead of “What is most likely to be out there?”. If the stimulus is understood as 
part of a communicative act, there is good reason to interpret the contrast be-
tween two items as a matter of identifying the communicative message and not 
as a matter of identifying object categories. One might assume that being pre-
sented with side-by-side images of two objects that conventionally stand for the 
same category is not the outcome of a random sampling of tokens that happen 
to belong to the same object category but a deliberate contrast. And if the dif-
ference between the images is made on purpose, then this distinction should 
play a role in how one interprets what they stand for. This is a rational inference, 
just not one for which the visual system could be straightforwardly responsible.  

I do not mean that vision plays no role in the above inferential processes 
and in the size Stroop effect in general. Every account of the effect must involve 
vision, as there could be no size Stroop effect without a visual representation of 
the stimuli. But the interfering size measurements may originate not from per-
ceptual processes directly but from a communicative interpretation of their out-
puts instead. An excellent analogy to the role of vision in this study is the role of 
the auditory systems in understanding the meaning of a spoken sentence. In 
both cases, perceptual processes must create an encoding of the input that is 
amenable for an interpretation by other processes, but they themselves do not 
provide the interpretation. 

If the size Stroop effect stems from symbol interpretation and reflects fast 
and automatic processing, it follows that, like visual processes, communicative 
interpretation of visual stimuli can also be fast and automatic. If so, the signa-
ture features of perceptual processing can no longer be taken for granted, and it 
will become necessary to consider how to best tease apart the mechanisms that 
reason over communication via symbols from other processes. Using pictures or 
other visual stimuli in experimentation is ubiquitous, from vision science to social 
psychology. The present findings have methodological implications for such 
studies. Participants engage in a communicative interpretation of the stimuli 
even when it comes to rapid automatic decisions. Therefore, in any experiment 
where participants encounter visual stimuli, their behavior might reflect their 
interpretation of the stimuli as external communicative symbols rather than 
mere recognition of the entities depicted on the screen.  

Consider a simple animation involving two geometric shapes moving in a 
contingent way on the screen (Heider & Simmel, 1944). People interpret such an 
animation in agentive terms and parse the on-screen interaction as a chasing 

134

C
E

U
eT

D
C

ol
le

ct
io

n



event. This interpretation has been argued to be due to the self-propelled mo-
tion exhibited by the geometric shapes (e.g., Scholl & Tremoulet, 2000). But if 
viewers treat the animation as a representation and its constitutive parts as 
symbols to be interpreted, finding that, say, self-propelled motion is a cue to 
agency is ambiguous between purely a perceptual interpretation (people per-
ceive agency when confronted with self-propelled motion) and a communicative 
interpretation (self-propelled motion is a good way of conveying agency). While 
both interpretations imply a strong link between self-propulsion and agency as-
cription, teasing apart the relative contribution of these candidate processes 
requires careful experimental controls.  

4.6. Conclusion 
The experiments reported in this chapter provide evidence that participants en-
code pictures of objects as having symbolic and context-dependent content, in-
dicating that the familiar-size Stroop effect is driven by communicative infer-
ences rather than just visual recognition. I  have argued that, when presented 
with images on a screen, humans do not simply encode their features or catego-
ry but automatically try to figure out what the visual objects in front of them 
currently stand for. Moreover, this interpretive process, which depends on per-
ception but does not originate in perception, exhibits signature properties of vi-
sion: it happens quickly, automatically, and without direct relevance to the task 
at hand.  
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Chapter 5. Coda 

5.1. Overall Summary 
Humans are arguably the only species that uses symbols not only internally, to 
represent the world (e.g., Dehaene et al., 2022) but also externally, to communi-
cate information to conspecifics (e.g., Csibra & Shamsudheen, 2015). Inside the 
mind, symbols are primitives that denote objects (in a broad sense) and that 
combine with other symbols to form sentences in a language of thought (Fodor, 
1975; Piantadosi et al., 2016). Outside the mind, on top of the units of natural 
languages (words and signs), humans often use visually available objects as 
symbols for conversationally relevant referents in a variety of communicative 
devices (Clark, 2016): a circle for a ball in an on-screen animation; a doll for an 
agent in a puppet show; a banana for a phone in children’s pretend play. 

In Chapter 1, I put forth a cognitive architecture that creates local assign-
ments between symbols and discourse referents by taking a visual object as in-
put (e.g., a ) and assigning it to a mentally indexed referent (e.g., a ball). While 
the assignment is in place, the perceptually available symbol and the mentally 
represented referent are in a STAND-FOR relation, which allows the actions per-
formed on or by the symbol object to be interpreted as information about the 
referent. For instance, if an on-screen circle is established as a symbol of a ball, 
the horizontal movement of the circle can be interpreted as the ball rolling. 

In Chapter 2, I  investigated whether 19-month-olds understand animated 
events as representational by testing whether they think on-screen events are 
happening in the here and now or decouple them from the immediate spatial en-
vironment. I found that infants do not expect on-screen animated falling objects 
to end up outside the confines of the screen, indicating that they did not take 
animated events to be continuous with the surrounding environment. At the 
same time, infants accepted that the same animated environment could be de-
picted on multiple screens, suggesting that they have already figured out the 
medium–content independence of animation—a signature feature of symbolic 
representation. 

◯
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In Chapter 3, I asked whether 15-month-olds can set up representational 
relations between arbitrary objects and familiar discourse referents. I found evi-
dence that infants create assignments between geometric shapes (e.g., a blue 
blob) and familiar category tokens (e.g., a dog) when the shapes are labeled as 
such (e.g., “Look! A dog!” while pointing to the blob). Infants restricted the as-
signments to the local communicative episode, as they did not generalize them 
to a new speaker. At the same time, the identity of the discourse referent mat-
tered. Infants distinguished between symbols for animate versus inanimate ref-
erents and preferred it when the predicates ascribed to the referents were con-
sistent with their identity. Thus, STAND-FOR relations are available early in human 
ontogeny. In line with the theoretical account in Chapter 1, the assignments are 
local and recruit infants’ conceptual knowledge about the discourse referents 
when the assignments are created. 

In Chapter 4, I presented an analogous result in human adults, who are 
also often shown symbolic stimuli in tasks intended to measure unrelated cogni-
tive processes (e.g., Heider & Simmel, 1944). For instance, previous work using 
photographs of objects showed that adults automatically estimate the sizes of 
objects (Konkle & Oliva, 2012). What remained unclear, however, was whether 
adults engaging in automatic size computation recruit object recognition pro-
cesses (e.g., a photo of a horse is recognized as a real horse) or symbol interpre-
tation processes (e.g., a photo of a horse is interpreted as a symbol of a horse). 
To investigate this, I ran a Stroop task with photos of toy objects (i.e., small ob-
jects that often represent large objects) and tested the direction of the automat-
ic size computations. Against the object recognition account, adults’ reaction 
times indicated that they interpreted small toy objects as standing for the large 
entities they were toys of. This finding did not arise because people mistook the 
toys for the real entities the toys represented. When the toys were paired with 
the entities they typically represent (e.g., a horse vs. a toy horse), adults were 
sensitive to the contrast and interpreted the toy photos as small objects. Adults 
thus interpret even realistic photos of objects as symbols, and they do so in an 
automatic, task-independent, but context-sensitive manner. 

The common thread surfacing from all these experiments is that symbols 
may well constitute a class of stimuli to which human cognition is uniquely at-
tuned. In the next section, I turn to the methodological implications of these find-
ings in the context of the wide use of symbolic stimuli in experimental research. 
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5.2. Methodological Implications 
A few years ago, in the summer of 2020, a heated exchange took place on the 
Cognitive Development Society’s mail forum (cogdevsoc@lists.cogdevsoc.org). 
At the heart of the exchange was the observation that developmental research 
runs experiments with animations and puppet shows as stimuli but draws con-
clusions as if such stimuli were interchangeable with the real-world stimuli that 
researchers would primarily be interested in (Packer & Moreno-Dulcey, 2022). 
The exchange turned into a special issue in Cognitive Development (Paulus et al., 
2022), meant to assess this observation from multiple perspectives and find so-
lutions for how to deal with it. 

In the target article of the special issue, Packer and Moreno-Dulcey (2022) 
focused on social cognition research. They argued that the external validity of 
studies using puppets to tap into participants’ conception of agents is under 
threat. They pointed out that the stimuli used in the lab differ from the situations 
participants encounter in the wild: shapes on the screen, wooden circles, and 
puppets. Based on this observation, they concluded that using such stimuli in-
troduces an experimental confound because they ask children to enter a pre-
tend game with the experimenter. And since researchers measure only children’s 
behavior toward mentally inert entities, there is nothing to justify the inference 
that infants and toddlers attribute goals, beliefs, and moral dispositions to actu-
al agents. While I agree that using symbolic stimuli introduces an additional rep-
resentational layer, that this should not be taken for granted, and that this raises 
interesting theoretical questions, I doubt that this methodological choice threat-
ens social cognition research. 

Taking up Packer and Moreno-Dulcey’s challenge, Kominsky et al. (2022) 
wrote a thoughtful reply on the unavoidable tradeoff between internal and ex-
ternal validity, emphasizing that finding the right balance is even more challeng-
ing for developmental research than for research with adults. Not only does 
simplicity allow for better experimental control over the measure of interest, but 
it might also be necessary to tap into infants’ conceptual workings because of 
infants’ inherent processing limits. In short, simple stimuli in infancy research are 
useful because they reduce potential confounds and the risk of masking an un-
derlying ability .  1

 This may have occurred in Experiment 4 of Chapter 3, where there was an effect with simple 1

shapes but not with realistic photographs.
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Kominsky et al. cite evidence from the social cognition literature indicating 
that infants respond to schematic stimuli as they do to live ones in many cases 
(e.g., preference for schematic faces, puppet imitation, gaze following, and fair-
ness studies). This suggests that they can extract the content embedded in the 
representational stimuli exactly as the experimenters intend them to. In addition, 
another paper written in response to the target article reported no effect of 
stimulus type (puppet versus real person) in a meta-analysis of Theory of Mind 
tasks between 2 and 6 years of age (Yu & Wellman, 2022). 

While I fully agree with this line of reasoning, I would like to point out that 
the main question that sparked this debate is actually twofold. On the one hand, 
the question asks whether simplified stimuli tap into what they are meant to 
measure. From a practical perspective, an affirmative answer to this question is 
enough to address validity concerns, and I think that Kominsky et al.’s response 
successfully alleviates most of these worries. If these stimuli convey the con-
struct of interest to infants, research is back on safe epistemic grounds—on 
condition that researchers test this assumption by comparing schematic stimuli 
to ecologically valid ones or by validating them with older participants. But there 
is a second aspect to the question which also requires attention: how exactly do 
these stimuli convey the construct of interest in infancy and beyond? While not 
of immediate interest for drawing conclusions about infants’ psychological ca-
pacities in a specific domain of investigation, I believe the how question raises 
valid theoretical points and calls attention to further cognitive capacities that 
remain hidden if the focus stays on the whether question. 

The standard answer to the how question exploits some version of the 
proper–actual domain distinction (Millikan, 1984; Sperber, 1994): cognitive 
mechanisms designed to handle a specific class of stimuli in the real world (e.g., 
the faces of conspecifics) will respond to stimuli outside the class as long as 
those stimuli satisfy the input conditions of the respective mechanism (e.g., 
schematic drawings, puppets with eyes) . In the case of agents, intentions, goals, 2

and mental states will be attributed from infancy onward whenever animacy 
cues are present (Scholl & Tremoulet, 2000; Spelke & Kinzler, 2007). From this 
perspective, researchers need only strike the right input conditions when design-
ing the stimuli to tap into the cognitive subsystem of interest. 

 The possibility that children, who were the target age of Packer and Dulcey-Moreno’s (2022) cri2 -
tique, mistake puppets for real agents flies in the face of evidence that children’s ontological cate-
gories are accurate (Asaba et al., 2022; Lillard, 2001, 2022).

139

C
E

U
eT

D
C

ol
le

ct
io

n



There is, however, an alternative to the standard view. Kominsky and his 
colleagues acknowledge that animations and live puppet shows are depictions 
of agents and their interactions. This, at least, is how they are generated by the 
experimenters: physical entities (in this case, puppets) are used to create scenes 
through which other entities (in this case, fictional agents) and the relations be-
tween them are represented. The possibility they do not consider is that this is 
also how they are interpreted, i.e., as representations. From this perspective, 
researchers need only provide sufficient iconic or linguistic evidence for the 
conceptual content of the representation to be extracted by the participants . 3

The wealth of evidence reviewed in Section 1.2 and the experiments presented 
in Chapter 3 show that at least from 15 months onward, infants excel in setting 
up local relations between symbols and discourse referents—precisely what 
these tasks require. In addition, Asaba et al. (2022) present evidence that chil-
dren interpret puppets as social agents only if the experimenter depicts them as 
such. If the experimenter treats the puppet as an object, children do not at-
tribute any social features to it either. 

If animations and puppet shows are interpreted on the same par with pre-
tend play, the claim that infants set up representational relations for such stimuli 
(at least from some point in development onward) becomes a serious competitor 
for the standard view, which cannot make sense of pretense at all. For object 
substitution pretense, it would be difficult to argue that a wooden block satisfies 
the input conditions of anything. For one, children can accommodate multiple 
pretend identities of the same object across different contexts and speakers 
(Wyman et al., 2009). 

Other position articles did focus on the how question but defended theses 
that I think are incomplete. For instance, Lillard (2022) and Wellman and Yu 
(2022) attack Packer and Dulcey-Moreno’s premise that symbolic stimuli intro-
duce a frame of pretense. Both articles argue that children in these studies do 
not pretend puppets are agents but take puppets as stand-ins for agents (Lillard, 
2022; Wellman & Yu, 2022). However, the disagreement between the two camps 
is illusory because the distinction between pretend play and depictions is vacu-
ous. Object substitution pretense is one manifestation of a general capacity for 
interpreting external representations, not a separate system. Lillard’s (2022) and 

 These requirements are precisely the ones people must meet when designing depictive represen3 -
tations more broadly: infographics, pedagogical animations, assembly instructions, or scientific 
figures.
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Wellman and Yu’s (2022) main argument for a distinction between object substi-
tution pretense and depictions in these papers comes from the fact that tod-
dlers smile only when engaged in pretend play but not when solving a Theory of 
Mind task in which puppets depict agents. While this difference may distinguish 
object substitution pretense from other types of representational activities, it 
cannot be taken to mean that the two are driven by different mental operations, 
at least not without a theory linking emotional expression to the relevant cogni-
tive subsystem. But if both pretend play and depictions require the capacity to 
link an object to a discourse referent, they should be treated in tandem.  

Rakoczy’s position article (2022) comes closest to the view defended here. 
He rightly points out that the use of puppets in developmental psychology is not 
exotic but part of a widespread phenomenon that humans take part in all the 
time, both in the lab (e.g., adult Theory of Mind experiments with computer-gen-
erated avatars: Samson et al., 2010) and outside the lab (e.g., when adults en-
gage with pictures, replicas, or movies). He also rightly points out that “even if 
what we see is their thinking and acting in simulative or off-line mode, quaran-
tined from their serious actions, we see how they reason, which concepts they 
use, which types of inferences they draw and consider valid” (p. 3).  

However, I depart from Rakoczy (2022) in his conception of pretend play 
and related phenomena. While he acknowledges that pretend play is on a par 
with pictures, replicas, and movies, he argues that symbol–referent relations are 
part of a scoped mental representation system that is not linked to the inter-
preter’s beliefs. I pointed out that there is no need to quarantine STAND-FOR rela-
tions because quarantining is implicit in the architecture I have advocated, so the 
hypothesis that symbols are their referents is never entertained.  

Finally, Rakoczy (2022) notes an asymmetry between positive and null find-
ings, which went unnoticed in Packer and Dulcey-Moreno’s target article. If social 
cognition studies involve an additional representation layer, positive findings are 
convincing evidence that the system under study is robust. On the other hand, 
negative findings are more difficult to interpret because it is unclear whether 
participants’ difficulty comes from a conceptual deficit, from an executive 
deficit, or from experimenters’ failure to convey the construct of interest. How-
ever, even positive findings may have intriguing implications of their own. Sup-
pose there exist tasks that are easier to solve if they are mentally represented in 
a language-of-thought format (even if they are supposed to measure an unrelat-
ed domain, such as social cognition). Suppose also—for the sake of argument—
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that I am right and that symbolic stimuli are automatically translated into such a 
format internally. If these assumptions are valid, symbolic stimuli may make the 
tasks easier for children precisely because they are symbols. As such, they 
would require only translation from the physical space of objects to the lan-
guage-of-thought format that discourse referents are already represented in—
instead of creating a language-of-thought representation from scratch. Without 
such guidance, infants and children may be stuck with other strategies that may 
be unhelpful and therefore fail to solve the tasks. This is a highly speculative 
proposal, but I believe it is worth further investigation. If it turns out to be true, 
these tasks will have low external validity, but for a very different reason from 
the one highlighted in Packer and Dulcey-Moreno (2022). 

I  would also like to draw attention to several domains of investigation 
which received little attention in the Theory of Puppets discussion, which mainly 
dealt with social cognition. As already stated, using puppets and other represen-
tational stimuli does not threaten the validity of the conclusions researchers 
draw based on them. As long as the target cognitive system is activated, it mat-
ters less how it is activated than that it is activated. But ignoring the use of sym-
bolic stimuli may be unwise in inferences about object cognition from experi-

ments that actually use symbols (e.g., Perner & Leahy, 2015). In such cases, 
Packer and Dulcey-Moreno’s point stands strong.  

In Chapter 1, I noted several similarities between mental file theory and 
the STAND-FOR architecture I argued for. Here, I would like to go one step further 
and speculate that mental file theory, which has been put forth as an account of 
object cognition, may, in fact, be an account of symbol interpretation. According 
to mental file theory, a representation of a particular object—a mental file—is 
headed by a label that captures the perspective under which the object is rep-
resented (e.g., “Cicero”, “Tully”, “the one and only Roman orator”). Properties 
about the object are written and stored on the file. As far as I know, however, 
the developmental data that support the mental file theory have been gathered 
exclusively from tasks involving symbols. In these tasks, an experimenter—or a 
puppet voiced by the experimenter—applies verbal descriptions to props. The 
descriptions provide the labels for the mental files that children use to represent 
the props (Doherty & Perner, 1998; Perner et al., 2015; Perner et al., 2011; Wim-
mer & Perner, 1983). But without a version that does not use symbols, it is im-
possible to tell whether mental files underlie object cognition or whether the 
mental file format handles symbol interpretation only.  
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A second research area in which the use of symbolic stimuli may influence 
participants’ responses comes from studies that use crossovers between au-
tonomous representational media and the surrounding environment (Kinzler et 
al., 2007; Lucca et al., 2018; Ma & Lillard, 2006). For instance, in a recent study 
on fairness (Lucca et al., 2018), 13- and 17-month-old infants saw videos on dif-
ferent monitors of two people distributing goods to third parties in distinct ways. 
Then, the on-screen people turned toward the infant (i.e., toward the camera) 
while holding an object in their hands and dropped it. The objects seemed to fall 
into real tubes projecting downward from the screen and extending into trays on 
the floor. The question of interest was whether infants would prefer to take a 
toy from one person over another based on the fairness exhibited by the two 
people before the object-dropping event. Infants preferentially approached the 
tray under the fair-person monitor, from which researchers concluded that in-
fants prefer to interact with the person who had distributed resources fairly.  

Did infants think that the videotaped events happened in the here and 
now? If yes, this means that infants of this age are confused about the nature of 
screens and believe that what happens on-screen also continues outside it. I 
presented evidence against this possibility in Chapter 2. If, on the other hand, 
on-screen events are perceived as separate from the surrounding environment, 
why did infants move toward one of the two monitors? They could not have 
thought that what they would find in the trays was the same object the video-
taped person dropped. Nor could they have thought they would interact with 
that person, since nobody was there. Something else must have driven their 
preferences beyond the desire to accept resources with a partner or to affiliate 
with them. The assumption that screen stimuli can be used alongside live stimuli 
as interchangeable can thus be problematic, especially when the conclusions 
depend on infants perceiving the two as continuous. 

Yet another line of research in which the use of symbolic stimuli may inter-
fere with the intended construct are labeling and mislabeling studies (e.g., 
Dautriche et al., 2021; Dautriche et al., 2022; Koenig & Echols, 2003; Koenig & 
Woodward, 2010). In a typical study, infants or toddlers are presented with live 
or on-screen objects sequentially (mis)labeled by a live experimenter or by a 
disembodied voice from a speaker. In virtually all of these studies, labeling an 
object with a noun phrase is assumed to be interpreted as a referential act that 
picks out the perceptually available object. Mislabeling, on the other hand, is 
assumed to be interpreted as a failed referential act. This failure should lead in-
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fants and toddlers to infer that the mislabeling speaker is an unreliable source. 
However, both labeling and mislabeling events might be interpreted not as refer-
ential actions but as explicit stipulations that provide the conceptual identity of 
the discourse referents that the symbols stand for. In Chapter 3, I presented a 
series of experiments providing evidence supporting this hypothesis. 

Finally, symbolic stimuli are also prevalent in psychological research on 
adult visual perception (e.g., Hafri & Firestone, 2021; Hafri et al., 2023; Konkle & 
Oliva, 2012). In these cases, participants are often shown 2D images on the 
screen (by an experimenter) under the same tacit assumption that governs the 
use of puppets in developmental research—that depiction interpretation is 
equivalent to visual perception. In Chapter 4, I presented a series of Stroop ex-
periments indicating that the interchangeability assumption may not be warrant-
ed in adult empirical work either. If adults interpret even realistic photographs 
as symbols, they likely interpret other types of stimuli as symbolic too. For in-
stance, Hafri et al. (2023) presented adults with short animated clips depicting 
symmetrical or asymmetrical events (e.g., collision vs. launching). After each clip, 
they were asked to choose between a symmetrical and asymmetrical predicate 
with related meanings (e.g., negotiate vs. propose). Because participants chose 
matching predicates based on symmetry, the authors concluded that language 
and perception have both access to an abstract concept of symmetry. But sup-
pose participants did not interpret the experimental stimuli only through visual 
processes but as symbolic representations driven by STAND-FOR relations. In that 
case, Hafri et al.’s task can no longer be taken to establish an equivalence be-
tween perception and language. Instead, participants would have selected the 
predicate that best conveyed the symbolic content of the animation. The finding 
that adults understood symmetry as the relevant dimension for matching is not 
trivial under any account, but the fact that such stimuli are interpreted as depic-
tions undermines the conclusion that symmetry is encoded in vision. 

In sum, the recent debate over the nature of the stimuli used in develop-
mental research is highly relevant from both a methodological and theoretical 
perspective. While the strong claim that conclusions drawn from lab research 
are invalidated simply by the use of schematic depictions (the whether question) 
is probably misguided, ignoring the symbolic nature of stimuli is not wise either. 
This is especially problematic in the case of findings that lump together ordinary 
objects and symbols, as the theoretical models that the findings are used to bol-
ster may inadvertently have a different scope from the intended one. 
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5.3. Theoretical Outlook 
To sum up, this dissertation presented evidence from a variety of tasks, testing 
both infants and adults, that symbols and representations are special in human 
cognition. Infants decouple animated events from the surrounding environment 
but accept the same depiction across multiple screens. Infants can also inter-
pret labeling events applied to neutral shapes as stipulating STAND-FOR relations 
between the shapes and the discourse referents. Adults automatically interpret 
photographs of objects as symbols of (possibly other) objects and shift their in-
terpretation depending on what other symbols are displayed on the screen. Tak-
en together, these lines of evidence point to a cognitive mechanism dedicated to 
the representation and interpretation of symbolic objects. 

At the same time, the architecture in Chapter 1 needs to be revised in at 
least two ways in light of the empirical findings in Chapters 2–4. First, I focused 
on location as the primary criterion by which symbols are indexed, but two lines 
of evidence suggest that visual features might trump location, all else equal. 
When location was pitted against visual features in Experiment 4: Aquarium of 
Chapter 2, infants prioritized the visual background of the animation rather than 
the screen on which it was presented. Experiment 2: Identical Symbols in Chap-
ter 3 also suggests that infants find symbol–discourse-referent assignments 
more difficult when other objects in the scene are visually indistinguishable from 
the target symbol. This may have happened because they assumed the stipula-
tion holds at the level of symbol kinds (e.g., blue blobs stand for ducks), but it 
could also have been because distinctive visual features are needed to keep the 
symbols apart. Thus, while spatiotemporal tracking is required locally for trans-
lating the movements of symbols into predicates of the corresponding discourse 
referents, visual features may matter more for individuation and recognition in 
the long term. Future work should better specify how location and features in-
teract in the internal representation of individual symbols. 

Second, in Chapter 1, I  speculated that there are at least four ways in 
which the conceptual identity of the discourse referent is established: (i) visual 
features—how the symbol looks like; (ii) behavior—how the symbol acts; (iii) lin-
guistic stipulation; and (iv) convention. In Chapter 4, I presented evidence that 
the semantic interpretation of a symbol is sensitive to the other symbols that 
are part of a representation. Adults interpreted a photo of a toy horse as a 
horse when displayed next to a neutral object but as a toy horse when displayed 
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next to a horse. This may seem trivial in retrospect. After all, a circle is inter-
preted as a sun when surrounded by cloud-shaped objects but as a wheel when 
attached to a car-shaped object. However, the finding that context plays a role 
even with realistic photos, where the richness of visual cues mitigates the need 
to disambiguate, is not at all trivial. Thus, the three paths to figuring out what a 
symbol stands for—visual features, behavior, and linguistic stipulation—must be 
augmented by an additional path—the other constituent symbols of the repre-
sentation. This opens the door for linking STAND-FOR relations to the pragmatics 
of human communication writ large (see Tieu et al., 2019, for a first step in this 
direction). 

There also remain many open theoretical questions on which the current 
work is silent. I will mention one which I think is promising to pursue, but there 
are, to be sure, many more. The theoretical and experimental work presented 
here focused on the semantics of individual symbols. But symbols are rarely 
used in isolation. More often, they interact with other entities of the same type in 
lawful ways to form larger representational units. In other words, symbols have 
not only a semantics but a syntax too. Syntax arose tangentially in discussing 
how symbols can be manipulated to convey propositions—by moving the sym-
bols in physical space, which corresponds to applying predicates to the dis-
course referents the symbols stand for. But while this involves a notion of struc-
ture, predicates and propositions still fall under the scope of semantics. I think it 
would be worth finding out whether humans have intuitions of ungrammaticality 
in the domain of visual symbols, barring syntactic combinations (spatiotemporal 
arrangements) that should be legal by semantic standards. One starting point for 
investigating this question could be sign languages, in which physical space plays 
a crucial role too (e.g., Schlenker, 2022). 

Another promising avenue into the relations between syntax and seman-
tics would be to look at the internal syntactic representations of the symbols 
themselves and check whether they systematically interface with semantic in-
terpretation. Recent research indicates that human adults represent a variety of 
stimuli by means of syntactic structures in a language of thought (visual and au-
ditory temporal sequences: Amalric et al., 2017; Planton et al., 2021; simple 
geometric shapes: Sablé-Meyer et al., 2022; quadrilateral figures: Sablé-Meyer et 
al., 2021) In particular, Sablé-Meyer and colleagues (2022) found evidence that 
adults represent simple shapes as generative programs in a language of thought. 
The programs consist of sequences of commands, which mirror the movement 
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of a pen on paper. They are compositionally built from a small set of primitive 
functions (e.g., trace, turn, move, repeat) and parameters (e.g., duration and 
speed of drawing, number of repetitions). While any given shape can be drawn 
by an infinity of programs, adults seem to infer the shortest program that gener-
ates it, as shown by their encoding and choice times in a match-to-sample task. 

One outstanding question about the language of thought proposed by 
Sablé-Meyer et al. (2022) concerns its semantics. After all, simple shapes are of-
ten used as symbols in human communication, so adults should be able to easily 
assign meanings to them. But the fact that shapes have meaning does not imply 
that the language of thought used to represent them has one as well. Thus, on 
the one hand, the programs that adults seem to infer when shown these shapes 
might be purely formal. The programs are only employed to represent the 
shapes in a compact format, perhaps for memory efficiency reasons. On the 
other hand, if these shapes are interpreted as symbols, adults should use their 
form, as well as their arrangement in relation to other shapes, to retrieve their 
meaning. In this case, the syntax of the inferred program should inform what the 
drawing stands for. 

Consider the structurally ambiguous drawing in Figure 5.1 (after Van Som-
mers, 1984) and suppose you witnessed its creation: one triangle followed by 
another triangle (as opposed to a rhombus followed by a horizontal line). If made 
to choose between the two titles in the caption to Figure 5.1, you would proba-
bly go for the pyramid and its reflection as a better description of the drawing 
than the diamond crossed by a rod. This choice cannot rely only on the end 
state of the drawing, so it must be that syntax determines which interpretation is 
more plausible. Once the syntax of the inferred program is overt, the meanings 
that rely on other parsing trees are out. Therefore, the syntactic structure of 
visual symbols might provide important constraints on candidate meanings, just 
as it does in natural language (Chomsky, 1957; Montague, 1970). 

Ultimately, the end goal of the research program initiated in this disserta-
tion is a cognitive theory that can explain the semantics of external symbols, 
their syntax, and the interplay between the two in internal representation and 
interpretation. The theory should also specify the activation conditions of the 
posited cognitive system, its format of internal representation (e.g., language of 
thought), and its connection to natural language. Until then, the best I can hope 
for is that the first steps taken in this dissertation have placed this research 
project on firm footing and successfully motivated its further pursuit. 
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Appendix A. Supplemental Materials to 
Chapter 3 

A1. Counterbalancing in Experiments 1–3 

Table A1 shows a counterbalancing order for one participant in Experiment 1. 
Trial type and the side of the highlighted object were counterbalanced within 
subjects. The first trial type (Same Word vs. Different Word) and the highlighted 
side in the first trial (Right vs. Left) were counterbalanced across subjects. 
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TRIAL 
NUMBER

PHASE TRIAL TYPE VISUAL STIMULI LABEL STIMULI 
(HIGHLIGHT/TEST)

HIGHLIGHTED/
CORRECT SIDE

1 Training Same Word ball–bottle bottle/bottle Right

2 Training Different Word duck–book duck/book Left

3 Training Same Word car–dog car/car Left

4 Training Different Word banana–cat banana/cat Right

5 Experimental Same Word diamond–asterisk bird/bird Right

6 Experimental Different Word triangle–octagon bed/shoe Left

7 Experimental Different Word clover–spades ball/dog Right

8 Experimental Same Word star–plus spoon/spoon Left

9 Word Knowledge NA bottle–bird –/bird Right

10 Word Knowledge NA bed–duck –/bed Left

11 Word Knowledge NA spoon–cat –/spoon Left

12 Word Knowledge NA car–ball –/ball Right

13 Word Knowledge NA dog–banana –/dog Left

14 Word Knowledge NA book–shoe –/shoe Right

Table A1. Example of a randomization order for one participant in Experiment 1. No label 
used during Training phase is repeated during the Experimental phase; all labels used dur-
ing the Experimental phase are tested at the end. The last column specifies the side of the 
highlighted object for the Training and Experimental phases, and the side of the correct 
answer for the Word Knowledge phase. 
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Experiment 2 had an identical counterbalancing design. The only differ-
ence from Experiment 1 was that infants saw identical-looking objects in Exper-
imental trials. Experiment 3A and Experiment 3B were identical to Experiment 1, 
except for introducing a new speaker and trial block (Trials 15–18). For details, 
see the Methods section of Experiment 3A in Chapter 3. 

A2. Bayesian Model for Experiments 1–3 

MODEL SPECIFICATION 

To better estimate infants’ behavior in Experiments 1–3, I ran several variants of 
models that included all the data. The models were identical in structure to the 
preregistered one, except that instead of modeling looks to the highlighted ob-
ject at each time point with a growth curve analysis, I modeled the proportion of 
looking at the highlighted object with trial type, individual subject, baseline pro-
portion of looking at the highlighted object, and word knowledge scores as pre-
dictors. 

The complete model assumes that the average proportion of looking at 
the target object ( ) over the entire test period in each trial is sampled with 
noise from a normal distribution with mean  standard deviation . The assump-
tion that proportions are drawn from a normal distribution might seem odd. 
However, there are at least three reasons which support this decision. First, the 
assumption does not imply that proportions are truly normally distributed (McEl-
reath, 2020). Second, linear regression is as accurate as logistic regression even 
when the outcome is on a binary scale, let alone proportions (Gomila, 2021). 
Third, a beta regression was inappropriate since PLHs were 0 or 1 on many tri-
als, and beta distributions are defined only on the open interval (0, 1). 

Then, for each PLH observation, the model estimates the true mean  as a 
function of condition, the infant who produced that observation, their word 
knowledge for the stipulated label (separate coefficients for each condition), and 
their baseline preference for the highlighted object (separate coefficients for 
each condition). There are eight conditions (two in Experiment 1: Same Word and 
Different Word; two in Experiment 2; and four in Experiment 3 because trial type 
is crossed with speaker identity), each receiving its own estimate. Both word 
knowledge scores and baseline preferences were mean-centered to increase 
coefficient interpretability. To reduce overfitting, the intercepts for individual 
subjects were estimated with pooling (i.e., the model itself estimates the stan-

PLT
μ σ

μi
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dard deviation). All priors and hyperpriors were chosen to be neutral about the 
direction of any effect and to predict plausible values, since proportions can 
only be between 0 and 1 (see the Prior predictive check subsection below). The 
specification of the complete model is as follows: 

Likelihood function   

Link function 
 

Priors 
     

    

Hyperpriors  

    

The remaining models are variations on the complete model but are oth-
erwise identical. The baseline model removes Word Knowledge as a predictor; 
the word knowledge model removes Baseline PLH as a predictor; the simple 
model removes both Word Knowledge and Baseline PLH as predictors; the no 
condition model removes condition as a predictor and estimates a single grand 
mean; the grouped model groups the Same Speaker block in Experiment 3 with 
(the Same Speaker block in) Experiment 1. These models, as well as the models 
presented in the following sections, were run with four chains and 2,000  itera-
tions each to obtain 4,000 posterior samples for each model . 1

PRIOR PREDICTIVE CHECK 

To check that the model priors are sensible, I simulated data for 128 subjects 
from the priors of the complete model. Figure A1 plots the means of the pre-
dicted PLHs at test and the 89% credible intervals around it. The model is not 
biased to find an effect in any condition, and its priors restrict its search space 
to plausible values only (between 0 and 1). 

PLHi ∼ 𝒩(μi, σ)

μi = βcond[condition] + βID[ID] + βwk[condition] ⋅ wk + βbaseline[condition] ⋅ bPLH

βID[ID] ∼ (0, σID) βcond[condition] ∼ 𝒩(0, 0.1)
βwk[condition] ∼ 𝒩(0, 0.1) βbaseline[condition] ∼ 𝒩(0, 0.1)

σ ∼ Exponential(8) σID ∼ Exponential(8)

 The first half of the posterior samples is discarded because early samples are not as close to the 1

bulk of the target distribution as later samples.
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MODEL COMPARISON 

Table A2 shows the ranking of the models based on the widely applicable infor-
mation criterion (McElreath, 2020; Watanabe, 2010). Because the grouped model 
receives the highest weight by this criterion, I report its results in the main text. 
The simple, no condition, and word knowledge (no-baseline) models performed 
poorly on the dataset. This indicates that condition, baseline, and word knowl-
edge are significant predictors of the PLH dependent variable. 

167

Figure A1. PLH means (circles) and 89% credible intervals (vertical lines) simulated from 
the priors of the Bayesian model for all experiments and conditions.

Experiments 1–3: Prior Predictive Check

MODEL WAIC WEIGHT

Grouped 292.4 0.40

Baseline 292.8 0.32

Complete 293.4 0.23

No condition 296.7 0.05

Word knowledge 322.0 <0.001

Simple 323.4 <0.001

Table A2. Model comparison results, sorted 
based on the Widely Applicable Information 
Criterion. Higher weight corresponds to 
better fit.
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A3. Bayesian Vocabulary Model for Experiments 1–3 

As preregistered, I ran a Bayesian model to impute the missing data in the Word 
Knowledge phase (n = 18 out of 768 trials: 2.3%). The model assumes that the 
proportion of looking at the target object ( ), averaged over the entire test pe-
riod, is sampled with noise from a normal distribution with mean  standard de-
viation . Then, for each observation , the model estimates the true mean  
as a function of the infant who provided data on that trial and the label on which 
they were tested. In addition, baseline correction is implicitly performed by in-
cluding the baseline proportion of looks in the regression. The coefficients for 
individual subjects and words are estimated with pooling (i.e., the model itself 
estimates the standard deviation).  

The hyperpriors on the standard deviations come from an exponential dis-
tribution family (which conditions the values to be nonnegative); the parameters 
were chosen such that the model predicts plausible values for the dependent 
variable, which should be constrained to be between 0 and 1. Finally, a regulariz-
ing prior is used for the influence of baseline preferences, , so as not to 
overfit the data. This is the full specification of the model: 

Likelihood function  

Link function   

Priors      

    

Hyperpriors 

              

The posteriors obtained included individual intercepts for both individual 
subjects and words. This made it straightforward to impute the missing data. Vo-
cabulary scores were computed from the posteriors by means of the linear link 
function, then averaged to get a score between 0 and 1. For instance, if subject 
15 did not provide a valid Word Knowledge trial for “dog”, this would be imput-
ed as , where bPLH was either the 
actual score of the subject on the “dog” trial (when the infant provided valid 
data at baseline) or imputed as neutral preference (when the entire trial was 
missing: bPLH = 0.5). These scores replaced infants’ missing data in the dataset.  

PLT
μ

σ PLTi μi

βbaseline

PLTi ∼ 𝒩(μi, σ)
μi = βID[ID] + βword[testLabel] + βbaseline ⋅ bPLH

βbaseline ∼ (0, 0.1) βID[ID] ∼ (0, σID)
βword[testLabel] ∼ (0, σword)

σ ∼ Exponential(8) σID ∼ Exponential(8) σword ∼ Exponential(8)

βID[15] + βword["dog"] + βbaseline ⋅ bPLH
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A4. Bayesian Model for Experiment 4: Moving Symbols 

The model used to analyze infants’ first looks in Chapter 3 is identical to the one 
I used to model infants’ looking times in Manea et al. (2023). First-look measure-
ments were log-transformed and standardized before the analysis. The model 
assumed that each data point is sampled from an underlying normal distribution 
with mean  and standard deviation . The mean  is modeled as a linear func-
tion of several predictors: the infant who produced the measurement, the condi-
tion–outcome combination from which that measurement came, the pair of tri-
als, and the outcome order in that pair. 

The model assumes that individual subjects’ intercepts are sampled from a 
normal distribution with a unique mean for each condition (4 levels: Training–
Congruent, Training–Incongruent, Experimental–Congruent, Experimental–In-
congruent) and with a standard deviation that the model estimates. This pre-
vents overfitting by allowing information to flow across subjects when the target 
distribution is approximated. 

I  centered the parameters of interest (those representing the effect of 
condition) on 0 to avoid biasing the model toward finding effects. As in Manea et 
al. (2023), I assumed the effect size was unlikely to be larger than 0.8; the model, 
therefore, uses a standard deviation of 0.35 for the parameters corresponding 
to the four conditions. Since differences are relevant here, a standard deviation 
of 0.35 for each distribution implies a standard deviation of 0.5 in the distribu-
tion of their difference . This means that 89% of the prior distribution on trial 2

type differences will be between −0.8 and 0.8.  

In addition, the model incorporates trial pair (1 vs. 2) and order within each 
pair (Congruent-first vs. Incongruent-first), which are not of immediate interest 
but could be used to query the additive influence of these variables on infants’ 
looking times . Finally, I use exponential distributions with means of 0.2 for sub3 -
jects’ variability and measurement noise. Prior predictive checks (Figure A2) con-
firm that the model makes sensible predictions and is not biased toward finding 
an effect before seeing the data.  

μ σ μ

 2 σd1−d2 = σ2
d1

+ σ2
d1

= 0.352 + 0.352 ≈ 0.495

 The model estimates only the equivalent of main effects of trial pair and order, not their interac3 -
tion with trial type.
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The full specification of the model is as follows: 

Likelihood function   

Link function    

Priors              

             

Hyperpriors           

standardized  log10 (first looks)i ∼ 𝒩(μi, σ)

μi = βID + βtrialType + βpair + βorder

βID ∼ 𝒩(0, σID) βcondition ∼ 𝒩(0, 0.35)

βpair ∼ 𝒩(0, 0.35) βorder ∼ 𝒩(0, 0.35)

σ ∼ Exponential(5) σID ∼ Exponential(5)
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Figure A2. Average looking times simulated from the model priors by phase 
and trial type (n = 100 samples).

Experiment 4: Prior Predictive Check 
A Priori Plausible Looking Times by Phase and Trial Type
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The additional model controlling for looking times during Training included 
the parameter . For each trial in the Experimental phase, 
the parameter multiplied the first-looks measurement obtained for the same pair 
at Training: . 

Figure A3 plots the posterior distribution of effects of trial type in the Ex-
perimental phase on looking times for the two models. In both models, the 89% 
HDI excludes the null value. 

βtraining ∼ 𝒩(0, 0.5)

μi = βID + . . . + βorder + βtraining ⋅ first-lookstraining
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Difference in standardized log-first looks 
(Congruent − Incongruent)

Figure A3. Posterior distribution of looking time differences between the two trial types 
in the Experimental phase. Black circles represent the mean of the posterior distribu-
tion; black horizontal lines give the 89% credible interval around the mean. Dashed ver-
tical lines mark the null value. Left: the output of the simple model. Right: the output of 
the model controlling for looking times during Training. 

Experiment 4: Posterior Distribution of  
First-Look Differences in the Experimental Phase
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A5. The Effect of Age in Experiments 1–4 

In Experiments 1–3, I  tested a wider age range than is usually tested in infant 
studies (14 months 0 days; 16 months 30 days). Figure A4 plots the effects of 
condition in each of Experiments 1–4 by age (Same Word vs. Different Word in 
Experiments 1–3, Congruent vs. Incongruent in Experiment 4). The lack of any 
significant influence of age on effects (all ps > .142) suggests that the cognitive 
capacity tapped into by Experiments 1–4 does not undergo any important de-
velopment within the three months in the age range tested here. 
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r = .01, p = .943 r = .17, p = .356 r = −.04, p = .758

r = −.19, p = .142

r = .08, p = .675 r = .01, p = .971

r = −.21, p = .675 r = −.25, p = .166

Figure A4. Trial type effects regressed against age in Experiments 1–4. Dots represent 
individual subject effects; the gray-shaded area represents the 95% confidence interval 
around the regression line.
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Appendix B. Supplemental Materials to 
Chapter 4 

B1. Trial Type × Task Interaction 

REACTION TIMES 

An overview of Stroop effects by task and experiment is displayed in Figure B1. 
In all three experiments, the repeated-measures ANOVA reveals a main effect of 
trial type (Experiment 1: F(1, 49) = 28.69, p < .001, Experiment 2: F(1, 49) = 6.18, 
p =  .016; Experiment 3: F(1, 49) = 60.90, p < .001), a main effect of task (Experi-
ment 1: F(1, 49) = 26.82, p < .001, Experiment 2: F(1, 49) = 6.99, p = .011; Experi-
ment 3: F(1,  49)  =  23.99, p < .001), and, except for Experiment 2, a Trial 
Type × Task interaction (Experiment 1: F(1, 49) = 29.12, p <  .001, Experiment 2: 
F(1, 49) = 3.65, p = .062; Experiment 3: F(1, 49) = 16.33, p = .002). The main effect 
of task arises because, on average, participants are quicker to solve the Larger 
task than the Smaller task in all three experiments. The interaction occurs be-
cause the Stroop effect is stronger in the Smaller task in all three experiments. 
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Figure B1. Stroop Effects in Experiments 1–3 by task. Transparent circles depict individ-
ual Stroop effects (Incongruent − Congruent reaction times); black diamonds show group 
average Stroop effect ±1 SEM. 

Stroop Effects by Task
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In Experiment 1, if reaction times are separated by task, the Stroop effect 
turns out to have been driven mainly by the Smaller task, t(49) = 6.72, p < .001, 
Cohen’s d = 0.95, 95% CI  [0.62, 1.29], as there was little difference between In-
congruent and Congruent trials in the Larger task, t(49) = 1.17, p = .246, Cohen’s 
d = 0.17, 95% CI [−0.12, 0.45]. This partly replicates the original finding, as Konkle 
and Oliva (2012) also found a stronger effect in the Smaller task. 

In Experiment 2, the effect was also primarily driven by the Smaller task, 
t(49) = −2.52, p =  .015, Cohen’s d = 0.36, 95% CI [0.07, 0.65]; in the Larger task, 
trial type had no effect on participants’ reaction times, t(49) = −0.19, p =  .851, 
Cohen’s d = 0.03, 95% CI [−0.25, 0.31].  

In Experiment 3, there was a larger Incongruent–Congruent difference in 
the Smaller task, t(50) = 7.09, p < .001, Cohen’s d = 0.96, 95% CI  [0.67, 1.35]. 
However, unlike in Experiments 1 and 2, there was also a Stroop effect in the 
Larger block, t(50) = 3.51, p < .001, Cohen’s d = 0.50, 95% CI [0.20, 0.80]. 

ERROR RATES 

An overview of participants’ error rates by task and trial type in all three exper-
iments is displayed in Figure B2. In Experiment 1, a repeated-measures ANOVA 
reveals a main effect of trial type, F(1, 49) = 28.30, p < .001, no main effect of 
task, F(1, 49) = 2.05, p = .158, and a Trial Type × Task interaction, F(1, 49) = 6.46, 
p = .014. Participants made many more errors on Incongruent trials in the Small-
er task, t(49) = 5.48, p < .001, while this difference was less pronounced in the 
Larger task, t(49) = 2.11, p = .040. 

In Experiment 2, a repeated-measures ANOVA reveals a main effect of trial 
type, F(1, 49) = 17.93, p < .001, a main effect of task, F(1, 49) = 18.08, p < .001, 
and a Trial Type  × Task interaction, F(1, 49) = 14.03, p < .001. When the error 
rates are split by task, the same pattern is observed on the Smaller task as in 
Experiment 1, except in the opposite direction, t(49) =  −5.22, p < .001, and no 
significant effect in the Larger task even though the difference was in the same 
direction as that of the Smaller task, t(49) = −1.22, p =  .229. In Experiment 3, a 
repeated-measures ANOVA indicates a main effect of trial type, F(1, 49) = 13.92, 
p < .001, a main effect of task, F(1, 49) = 5.83, p = .02, and no Trial Type × Task 
interaction, F(1, 49) = .01, p = .922. 
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Splitting the error rates by task reverses the pattern of Experiments 1 and 
2 reverses. The Incongruent–Congruent difference in error rates is narrower on 
the Smaller task, t(49) = 2.06, p =  .045, than on the Larger task, t(49) =  −3.58, 
p = .001. 

B2. Trial Type × Animacy Interaction 

In each of the three experiments, 15 of the 36 pairs contained one image of an 
animate entity (e.g., camel–monitor; toy zebra–watermelon—in Experiment 2, 
I coded toy animals as animate). Testing for a Trial Type × Animacy interaction 
reveals that animacy does not significantly interact with trial type in terms of 
reaction times in any of the three experiments (Experiment 1: F(1, 49) = 1.81, 
p =  .185; Experiment 2: F(1, 49) =  .41, p =  .527; Experiment 3: F(1, 49) = 1.02, 
p = .318). 
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Figure B2. Error rates in Experiments 1–3 by task and trial type. Transparent circles and 
the lines connecting them represent individual error rates as a function of trial type; 
opaque diamonds depict group averages ±1 SEM; boxplots indicate the median and in-
terquartile range.

Error Rates by Task and Trial Type
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B3. Item Effects 

In each experiment, for each pair, and for each participant, I obtained a Stroop 
effect by averaging over task (Smaller vs. Larger) and side of presentation (Left 
vs. Right). Figure B3 plots the pair Stroop effects by experiment, in decreasing 
order. 

B4. Relation Between Size Disparity and Stroop Effect by Item Pair 

Size disparities in the depicted objects might also have contributed to the Stroop 
effect found in Experiments 1–3. I obtained the size of the real-world referent 
depicted in all 108 images based on the procedure in Konkle and Oliva (2011), 
either from https://konklab.fas.harvard.edu—for the stimuli which were used in 
both Konkle and Oliva (2011) and in the current study—or by searching the in-
ternet for the typical dimensions of the depicted object. Following Konkle and 
Oliva (2011), I  took the logarithm of the diagonal of the objects’ bounding rec-
tangle, ignoring depth. For each trial, I obtained the real-world size difference by 
subtracting the logarithm of the large image referent size from the logarithm of 
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Figure B3. Item effects in Experiments 1–3 sorted by Stroop effect in descending order. 
Circles represent averages over participants; lines represent ±1 SEM.

Stroop Effects by Item
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the small image referent size. In Experiment 2, I used the real-world size of the 
small toy and the real-world size of its large referent in separate analyses. Figure 
B4 depicts the Stroop effects, averaged by pair, against the log-size difference 
between each pair’s large and small objects. 

 There was no effect of the magnitude of size difference on Stroop effects 
in Experiments 1 and 3 (ps > .49), suggesting that, in general, the Stroop delay 
was not affected by the magnitude of the perceived incongruency (Figure B4, top 
row). In Experiment 2, there was a positive correlation between the difference in 
log-size and the Stroop effect (p =  .004) when the size disparity was measured 
against the toy size. This indicates that the higher the difference between a toy 
and a mid-sized object was, the more likely it was that participants perceived 
the trials in which the toy was depicted larger as incongruent. Note, however, 
that the regression line for this experiment is not analogous to the ones for Ex-
periments 1 and 3. There, the fitted lines are projected toward 0 when the log-
size goes to 0, as expected (indicating that the Stroop effect disappears when 
there is no difference between the actual sizes of the objects). 
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Figure B4. Top: Stroop effect (Incongruent − Congruent reaction times) by size disparity 
in Experiments 1–3. Bottom: Stroop effect by the size disparity of the toys’ referents in 
Experiment 2.
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In Experiment 2, when the correlation is computed with the size measure-
ment of the toys (left column), the regression line predicts a negative Stroop ef-
fect when there is no difference between the two objects, which makes no sense. 
However, if participants interpreted toy images as standing for the referents of 
the toys, Incongruent trials (in which the toy was displayed larger than the actu-
ally larger object) would be easier and thus more congruent for participants. In-
deed, when the regression is computed with the size measurements of the toys’ 
referents rather than with the size measurements of the toys (Figure B4, bottom 
row), the regression line looks identical to those of Experiments 1 and 3: a non-
significant correlation (p = .587), as well as the correct prediction that there will 
be no Stroop effect when the difference approaches 0. 

B5. Pixel Area Differences Control 

If larger objects filled more of their bounding box than smaller objects, this 
could have introduced a bias in the task. In that case, Congruent trials would 
become easier. The larger object would appear even larger because it would fill 
more of its bounding box, and the visual judgment could be made faster. On In-
congruent trials, the larger object would be depicted at a small size, but it would 
appear larger because, again, it would fill more of its bounding box, leading to a 
more difficult judgment. This would result in a Stroop effect even if participants 
do not compute object sizes at all. 

 To address this potential confound, I obtained the ratio of nonwhite to 
white pixels for each of the 108 images in the stimuli set (36 triplets of three im-
ages each). Then, for each pair, I obtained the difference between the white-to-
nonwhite pixel ratio of both images (large object − small object). The means of 
the pixel area differences between the paired objects in the three experiments 
were close to 0 and to each other (Experiment 1: −0.04; Experiment 2: 0.02; Ex-
periment 3: −0.02). Statistical tests confirmed that the null hypotheses for the 
means being equal to 0 (all p-values > .16) and for the means being equal to each 
other (p =  .309) cannot be rejected. This implies that the pixel area differences 
may have increased the noise in the measurement but did not bias it.  

  To confirm this, I  recoded pixel difference to reflect the difference be-
tween the pixel area filled by the larger image and the pixel area filled by the 
smaller image on a trial-by-trial basis. I  averaged reaction times over partici-
pants, item pairs, and trial type, then scaled reaction times and pixel area differ-
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ences by dividing them by their standard deviations. I fitted a linear mixed model 
for each experiment, with trial type and pixel area differences as fixed effects 
and participant ID and item pair as random intercepts (Table B1). 

Pixel area differences contributed significantly to the Stroop effect in all 
three experiments—all pixel-difference coefficients are significantly below 0. This 
is as expected. When the larger image fills more of its bounding box than the 
smaller image, size judgments are easier and reaction times shorter. However, 
trial type continues to be a significant predictor after controlling for pixel area 
differences, indicating that this low-level explanation cannot fully account for the 
results.
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EXPERIMENT TERM ESTIMATE STANDARD ERROR P-VALUE

Experiment 1 Trial type 0.20 0.02 < .001

Experiment 1 Pixel difference -0.15 0.01 < .001

Experiment 2 Trial type −0.08 0.02 < .001

Experiment 2 Pixel difference -0.12 0.01 < .001

Experiment 3 Trial type 0.24 0.02 < .001

Experiment 3 Pixel difference -0.15 0.01 < .001

Table B1. Subset of the output of the linear mixed model (by experiment):  
reactionTime ~ trialType + pixelDiff + (1|stimuliPair) + (1|participantID).
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